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In this special edition of Environmental Research and 
Technology, we are pleased to introduce the ECO-SPHERE 
postdoctoral fellowship programme, an interdisciplinary 
research initiative dedicated to promoting sustainability 
and circular economies. Funded by the European Union 
under the renowned Marie Skłodowska-Curie Actions 
(MSCA) COFUND program agreement No. 101126655, 
and The Scientific and Technological Research Institution 
of Turkey (TÜBİTAK), ECO-SPHERE was designed to fos-
ter cutting edge research and work collaboratively to ad-
dress global environmental challenges. 

The program is coordinated by Yildiz Technical University, 
with Dokuz Eylul University, as the implementing partner. 
As two of Türkiye’s most prestigious educational institu-
tions, they offer dynamic environments that permit com-
prehensive training and mentorship opportunities, in ad-
dition to their rich educational and industrial partnerships.

ECO-SPHERE stands for "Circular Economy for the Sus-
tainable Earth Spheres - Geosphere, Biosphere, Hydro-

sphere & Atmosphere". This five-year framework, under 
two separate calls, will bring together 12 leading researchers 
each, in which they will conduct research over the course of 
24 months. 

Our wide range of domains include but are not limited to: 
Energy, Water and/or Wastewater Management, Material 
Recovery, Waste Management, Economic and Environ-
mental Policy, Policy Instruments for Circular Economy, 
Structural Health Monitoring of Structures, Business Mod-
els, Bioeconomy, Digitalisation, Decision Making, Eco-De-
sign, Technological Change, and Climate Change.

As you engage in the findings and research presented in this 
special edition, we invite you to apply and join our team 
and mission in Researching for a Sustainable Future. 

Thank you for your interest in ECO-SPHERE. You can find 
detailed information at https://ecosphere-msca.org.tr.

Sincerely,
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ABSTRACT

This paper deals with the analysis of challenges and perspectives of the transition to electric 
vehicles as a sustainable solution for the transport sector in the context of global energy chal-
lenges and the need to reduce negative environmental impacts. With an emphasis on the energy 
situation in Bosnia and Herzegovina, the paper explores the possibilities of switching to electric 
vehicles (EVs) and analyses the effects of energy sources on CO2 emissions. The paper highlights 
the motivation to switch to EVs, driven by the need to reduce greenhouse gas emissions and 
rely on renewable energy sources. After analysing relevant studies, it is concluded that smaller 
and lighter electric vehicles have lower CO2 emissions and that the participation of renewable 
sources in electricity production reduces these emissions. The conducted analysis of the vehicle 
fleet specifies that the CO2 emissions of electric vehicles are not zero and that they depend on 
the source of electricity. Furthermore, other factors, such as the production of batteries, also 
play an important role in the overall environmental impact. Although the motivation to switch 
to electric vehicles is emphasized to reduce greenhouse gas emissions and use renewable energy 
sources, it has been shown that the CO2 emissions of electric vehicles (EVs) are not zero and 
significantly depend on the energy sources. Calculations performed on the vehicle fleet of the 
Federation of Bosnia and Herzegovina for the year 2021, using Copert as the tool, showed that 
vehicles driven by fossil fuels emit about 1.6 million tonnes of CO2. In comparison, if all vehi-
cles were replaced with electrical ones, the CO2 emissions would be about 1.15 million tonnes. 
As for the required electricity to power EVs, it is calculated that the required amount would be 
about 1,539 GWh per year. This paper acknowledges the presence of emissions associated with 
battery production, storage, and disposal, as well as vehicles themselves. However, it does not 
delve into this issue in detail. Future research will aim to address this matter more thoroughly.

Cite this article as: Šehovic J, Bibic D. Energy sources as a function of electric vehicle emis-
sion: The case of Bosnia and Herzegovina. Environ Res Tec 2024;7(2)149–159.

INTRODUCTION

In today's world, we are encountering significant energy 
challenges that require sustainable solutions to minimize the 
adverse impact on the environment. The transition in the 
transport sector is one of the primary concerns, as it contrib-
utes to harmful gas emissions and air pollution. Therefore, 

shifting to electric vehicles (EVs) is crucial in achieving sus-
tainable mobility and reducing environmental impact. This 
paper will discuss the energy challenges of transitioning to 
electric vehicles. We will focus on the global situation, spe-
cifically in the European Union and Bosnia and Herzegovi-
na. We aim to explore this transition's advantages, challeng-
es, and possibilities towards a more sustainable future. We 
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hope to provide insight into this crucial step's current state 
and perspectives. The motivation to transition to electric ve-
hicles stems from the growing awareness of climate change 
and the need to reduce emissions. Vehicles with engines that 
use fossil fuels by the nature of their operation emit exhaust 
gases that have a harmful effect on air quality and human 
health. The transition to EVs should make it possible to 
reduce dependence on fossil fuels, which would achieve a 
reduction in the emissions of CO2 and other harmful sub-
stances from exhaust gases. However, the transition to EVs 
faces challenges. Adequate charging infrastructure is essen-
tial to ensure electric vehicles' practicality and reliability. Is-
sues related to vehicle range and battery charging time and 
questions about the sustainability of battery production and 
waste management need to be addressed.

Research carried out in China [1] considered the influence 
of the vehicle category, the origin of the source of electric-
ity used to charge electric vehicle batteries, and the tech-
nology used to produce batteries for electric vehicles on 
Carbon emissions. The results indicate that smaller and 
lighter vehicles have lower CO2 emissions than larger and 
heavier ones. Also, the CO2 emissions of electric vehicles 
depend on the share of energy sources in electricity pro-
duction. These findings highlight the importance of opti-
mising battery technology, battery manufacturing materials 
and vehicle energy efficiency to reduce CO2 emissions in 
electric mobility. A similar study was conducted in Poland 
[2], where CO2 emissions were also analysed from vehicles 
using fossil fuels and EVs. It has been concluded that intro-
ducing EVs in regions that rely on non-renewable sources 
of electricity, like coal, leads to higher CO2 emissions than 
in regions that use renewable energy sources for electric-
ity production. The usage of renewable energy sources 
does not contribute to additional CO2 emissions. The use 
of batteries for EVs and their impact on the environment 
is shown in the example given in the research [3], where 
it is stated that the production and application of batter-
ies also significantly impact the environment. In particular, 
the materials used in batteries are harmful to human health 
and the environment. The research focused on two types 
of batteries: LiFePO4 batteries and Li(NiCoMn)O2. The re-
sults show that LiFePO4 batteries are more environmentally 
friendly in the production phase, while Li(NiCoMn)O2 bat-
teries are more environmentally friendly in the exploitation 
phase. Despite this, from a life cycle perspective, LiFePO4 
batteries are generally more environmentally friendly than 
Li(NiCoMn)O2 batteries. Another research assesses various 
methods of recycling waste lithium-ion batteries, employ-
ing a multi-criteria decision-making approach. The study 
concludes that direct recycling exhibits advantages, partic-
ularly in environmental impact and technical, economic, 
and social aspects, despite its reliance on specific cathode 
materials [4]. Direct recycling aims to recover the cathode 
material without any chemical change in the structure of 
the recovered material and to produce new batteries by 
renewing them. The study [5] delves into diverse battery 
technologies for electric vehicles (EVs) and hybrid electric 
vehicles (HEVs). It highlights their benefits and drawbacks, 

focusing on aspects like energy density, costs, efficiency, 
and temperature range. The conclusion underscores the 
significance of EVs and HEVs in reducing noise, fossil fuel 
consumption, and environmental pollution in transport. 
However, it emphasizes the importance of advancing bat-
tery technology, which is crucial in determining vehicle 
range and performance, and acknowledges the high cost of 
batteries as a key challenge. The studies mentioned above 
[1–5] agree that EVs can have a lower pollution level than 
the vehicles using fossil fuels but that the source of elec-
tricity largely influences this. According to these studies, 
pollution reduction is achieved only when the sources of 
electricity are decarbonised. In the study given in [6], the 
authors consider that recent studies that have questioned 
whether driving EVs emit less greenhouse gases or wheth-
er we should wait for further decarbonization of electric-
ity have several shortcomings. According to them, proper 
calculations show that EVs already emit less than half of 
the greenhouse gases than those using fossil fuels. Specu-
lating on a future where production and driving are done 
using renewable energy results in at least ten times fewer 
emissions than vehicles using fossil fuels. This study lists 
six biggest mistakes in studies that claim EVs have green-
house gas emissions similar to vehicles using fossil fuels. 
However, one gets the impression that the researchers in the 
study mentioned above [6] focused on geographical areas 
where significant progress has already been made in the de-
carbonization of electricity, which means that they relied 
on electrical grids with a high share of renewable energy 
sources. It is important to note that it cannot be concluded 
that this study considered areas where coal is still the dom-
inant source of electricity. For this reason, the results of this 
study should be taken with a certain amount of caution. It is 
important to note that findings cannot be applied to regions 
or countries where coal is still intensively used to generate 
electricity. More research and analysis are necessary for a 
complete understanding of the impact of EVs on green-
house gas emissions in all contexts. Research in the study 
[7] examined EV emissions across leading G20 countries, 
focusing on their electricity generation sources. France and 
Canada are highlighted as environmentally friendly due to 
their reliance on low-emission energy sources like nuclear 
and hydropower. In contrast, nations like Saudi Arabia and 
South Africa exhibited higher emissions owing to their re-
liance on oil and coal. The research emphasized the signif-
icance of cleaner energy sources to curb vehicle emissions 
without delving into specific pollutants. Research [8] focus-
es on analysing the economic aspects of electric roads com-
pared to battery-powered EVs, particularly investigating 
their ability to reduce costs and CO2 emissions. By explor-
ing various scenarios involving electric roads and vehicles, 
the study confirms that implementing electric roads can 
significantly decrease costs, lower CO2 emissions, and re-
duce the reliance on large batteries in EVs. The conclusions 
emphasize the potential of electric roads to create an unlim-
ited range for EVs, contributing to reducing emissions and 
costs in road transport and positioning them as a pivotal el-
ement for sustainable transportation electrification. Similar 



Environ Res Tec, Vol. 7, Issue. 2, pp. 149–159, June 2024 151

research conducted in Türkiye [9] focused on analysing the 
daily electricity demand in transportation by implement-
ing electric roads. The aim was to explore the variation in 
daily electricity demand in transportation on eight busiest 
roads connecting seven major cities in Türkiye and to esti-
mate the impact of electric roads on CO2 emissions in the 
road transport sector. The study's results highlight a signif-
icant increase of 3.7% in the daily electricity demand on 
the observed roads with complete electrification of existing 
traffic. However, if all roads in the country were convert-
ed into electric roads with full vehicle conversion, that in-
crease would rise by as much as 100%. Furthermore, apply-
ing electric roads on high-traffic routes could reduce CO₂ 
emissions from the road transport sector by an impressive 
18.8 million tons. This research lays the groundwork for 
further assessments of the sustainability and practicality 
of developing electric roads in Türkiye. It emphasizes the 
potential of electric roads to reduce CO₂ emissions but also 
underscores the complexity of challenges associated with 
developing electromobility on highways. It sets guidelines 
for future research and evaluations of the justification for 
implementing this technology in Türkiye transportation. 
Similar research to ones in [8, 9] can be found in [10].

The increase in the number of EVs will affect the emissions 
and the load on the power grid. The research [11] focused 
on the impact of EVs on the power grid and the required 
infrastructure for charging stations. Analyses revealed 
significant loads on transformers and lines during vehicle 
charging, emphasizing the need for long-term solutions 
due to the expected increase in EVs. Similar research was 
conducted in [12], concluding that EVs are a significant 
addition to the power grid, necessitating comprehensive 
research into their impact. By modelling EV charging be-
haviour and validating it with real data, the study establish-
es a foundation for analysing grid sufficiency, network qual-
ity, and how EVs as a new load will affect them. Research 
in [13] investigates the adverse effects of electric vehicle 
charging stations on the power grid. It proposes integrat-
ing solar power plants to mitigate these impacts, enhancing 
grid efficiency and quality. Careful planning of this integra-
tion is crucial in supporting sustainable energy practices.

Taking into consideration the existing literature review, 
this paper contributes to the field in the following areas: (I) 
Analysis of the impact of different energy sources in Bosnia 
and Herzegovina on CO2 emissions from EVs, providing 
localized insights into the influence of energy sources on 
CO2 emissions from EVs. (II) Identifying factors influenc-
ing CO2 emissions from EVs, specifically highlighting the 
significance of energy sources in reducing CO2 emissions in 
electromobility. (III) Analysis of energy consumption and 
CO2 emissions from EVs in the Federation of Bosnia and 
Herzegovina and Sarajevo, ensuring a localized understand-
ing of the impact of EVs on energy and CO2 emissions in 
the domestic context. Additionally, the contributions made 
in this paper can be extended to other regions with diverse 
energy sources, offering a framework for evaluating the in-
fluence of varied energy mix on CO2 emissions from EVs.

The paper is structured as follows: in Chapter 1, an intro-
duction to the motivation of the research, an overview of 
current research, and the contribution of this paper to the 
existing literature are given. Chapter 2 analyses the state of 
energy sources in 2021. For electricity production in the 
world, the EU and Bosnia and Herzegovina. The share of 
different energy sources in electricity production is an-
alysed, and trends and plans for the future are presented. 
Also, the difference in the use of renewable energy sources 
between the EU, where significant progress is being made, 
and Bosnia and Herzegovina, where a dominant share of 
non-renewable sources is still present, is highlighted. In 
Chapter 3, an analysis of passenger vehicles in the Feder-
ation of BiH and taxi vehicles in Sarajevo for the year 2021 
was conducted. Based on these data, the emissions of pas-
senger and taxi vehicles were calculated with special em-
phasis on CO2. After that, a hypothetical replacement of 
the aforementioned vehicles with electric ones was carried 
out. Finally, the required amount of electricity was calcu-
lated and the CO2 emission analysis of EVs was performed, 
considering Bosnia and Herzegovina's energy mix. Finally, 
in Chapter 4, concluding considerations are presented, lim-
itations of this research are highlighted, and recommenda-
tions for future research are given. It is important to note 
that the analysis of energy sources and the calculation of 
emissions were carried out based on data from 2021 be-
cause we had a database of vehicles from the Federation of 
Bosnia and Herzegovina for 2021 at our disposal.

The Current State and Perspectives of Energy Sources 
in the World, the European Union and Bosnia and 
Herzegovina
This chapter will analyse the current state and perspec-
tives of energy sources worldwide in the European Union 
and Bosnia and Herzegovina. The goal is to provide more 
specific information about the share of different sources of 
electricity, trends, and plans for the future.

Current State of Energy Sources
According to available data for 2021 [14], fossil fuels have 
the largest share of global electricity production, account-
ing for about 61.4% of total production. Coal is still a domi-
nant source in many parts of the world, although its share is 
gradually decreasing due to the faster growth of renewable 
energy sources.
Renewable energy sources, such as solar, wind, and hydro-
power, have significantly increased their share and currently 
account for around 25.1% of the total electricity production 
in the world. Solar energy has greatly increased in the last 
decade, with the continuous decline in solar panel prices 
and incentive policies. Nuclear power is also seeing strong 
growth, especially in Europe and China. Nuclear energy ac-
counts for about 9.8% of the global electricity production. 
Nuclear power plants are a significant energy source in some 
countries, such as France and Japan, but they face challenges 
and issues of safety and nuclear waste management. Figure 
1 shows the share of individual sources of electricity in the 
total world production for the year 2021 [14].
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Figure 1. The share of individual sources of electricity in the total production in the world for the year 2021 [14].

Figure 2. The participation of individual sources of electricity in the total production in the European Union for the year 
2021 [15].
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The European Union is one of the leading regions in the 
global transition towards sustainable electricity production. 
According to available data for 2021, the share of renewable 
energy sources in the total electricity production in the Eu-
ropean Union was 38%, non-renewable 37% and nuclear 
25% [6]. Countries such as Germany, Sweden, Denmark 
and Portugal are leading the way in using renewable energy 
sources, especially wind and solar. Germany is one of the 
world’s leading producers of solar panels, while Denmark 
and Sweden have a significant share in electricity produc-
tion with wind power. In the European Union, there is also 
a trend of gradual abandonment of nuclear energy in some 
countries, such as Germany.

Figure 2 shows the participation of individual sources of 
electricity in the total production in the European Union 
for the year 2021 [15].

According to data from the International Energy Agency for 
the year 2021, the energy sector in Bosnia and Herzegovina 
is characterised by a diversity of energy sources. Coal takes 
the largest share in electricity production and accounts for 
about 70% of the total production. Bosnia and Herzegovina 
has a significant potential for the development of hydro-
power, whose participation in the production of electricity 
amounts to about 27%. However, other renewable ener-
gy sources, such as solar and wind, are still limited. Solar 
energy accounts for only 0.27% of total production, while 
biomass and wind account for 1.63%. Figure 3 shows the 
participation of individual sources in the production of elec-
tricity in Bosnia and Herzegovina for the year 2021 [16].

Based on the data presented, it can be concluded that in 
the European Union in 2021, significant participation of 
renewable energy sources in electricity production is no-
ticeable, while in Bosnia and Herzegovina, non-renewable 
sources still prevail. These data indicate a global transition 
towards sustainable electricity production, especially in 
the European Union, where significant progress is made in 
using renewable energy sources. However, in Bosnia and 
Herzegovina, there is a need for further development of re-
newable energy sources to reduce the share of non-renew-
able sources and greenhouse gas emissions. In the future, 
further plans and initiatives are expected to improve the 
energy sector in the world, Europe and Bosnia and Her-
zegovina to increase the share of renewable energy sources 
and reduce greenhouse gas pollution.

Plans for Electricity Decarbonisation
Plans and goals in the world and Europe aim to reduce 
greenhouse gas emissions by transitioning to renewable 
energy sources for electricity production. This transition 
aims to combat climate change and create a sustainable 
energy sector.

There is a growing awareness of the importance of transi-
tioning to renewable energy sources to reduce dependence 
on fossil fuels and greenhouse gas emissions. Many coun-
tries have adopted ambitious plans and targets for elec-
tricity decarbonisation. These plans include increasing the 
share of renewable energy sources, such as solar, wind, hy-
dro, geothermal, and tidal energy.

Figure 3. The participation of individual sources of electricity in the total production in Bosnia and Herzegovina for the year 
2021 [16].



Environ Res Tec, Vol. 7, Issue. 2, pp. 149–159, June 2024154

In Europe, the European Union is a leader in this area. 
One of the critical plans is the European Green Deal, 
which aims to achieve climate neutrality by 2050 [17]. 
As part of that plan, the European Union has set tar-
gets to reduce greenhouse gas emissions by at least 55% 
by 2030. This includes the goal for renewable energy 
sources to make up at least 32% of energy consumption 
in Europe by 2030.

Bosnia and Herzegovina also has the potential to de-
velop renewable energy sources and reduce greenhouse 
gas emissions in the electricity sector. Plans for de-
carbonisation in Bosnia and Herzegovina include in-
creasing the share of renewable energy sources, mainly 
hydropower, solar, and wind power plants. These plans 
aim to reduce dependence on fossil fuels, such as coal, 
and create a sustainable and clean energy sector.

To achieve these plans, it is crucial to invest in the in-
frastructure for renewable energy sources, encourage 
research and development of new technologies, and 
adopt incentive policies and measures to support the 
transition to renewable energy sources.

It is important to point out that Bosnia and Herze-
govina has adopted the Framework Energy Strategy of 
Bosnia and Herzegovina until 2035 [18], which aims 
to increase the share of renewable energy sources and 
improve energy efficiency. To achieve these goals, fur-
ther development of renewable energy sources in the 
country is expected.

All these measures aim to create a sustainable energy 
sector that will contribute to reducing greenhouse gas 
emissions, promoting environmental protection, and 
fighting against climate change.

To show the impact of the current situation in Bosnia 
and Herzegovina from the point of view of the source 
of electricity, modelling and comparison of the emis-
sions of vehicles using fossil fuels and EVs will be car-
ried out below.

Electric Vehicles’ Impact on Energy and CO2 in Bosnia 
and Herzegovina
To analyse the impact of the introduction of electric ve-
hicles on energy consumption and CO2 emissions in the 
current conditions of electricity production in Bosnia and 
Herzegovina, an analysis of vehicles registered in the Feder-
ation of Bosnia and Herzegovina (FBiH) and Sarajevo will 
be conducted, with a particular emphasis on passenger ve-
hicles. Also, the vehicle fleet in Sarajevo will be analysed. 
Still, only taxi vehicles will be singled out for the calculation 
to gain insight into their impact on electricity consumption 
and CO2 emissions.

To model the emission of polluting substances, the Cop-
ert program was used, which enables a detailed analysis of 
vehicle emissions based on vehicle characteristics and driv-
ing conditions. The methodology of emission calculations 
using the Copert program is given in the EMEP/EEA air 
pollutant emission inventory guidebook 2023 [19].

Given that the goal is to explore the impact of the tran-
sition to EVs, in further calculation, all vehicles in FBiH 
will be hypothetically replaced with EVs of appropriate 
characteristics and battery capacity. Then, using the data 
on electricity production in the FBiH, the CO2 emissions 
resulting from that transition will be calculated. A similar 
calculation will be performed on the example of taxi ve-
hicles in Sarajevo.

After that, the results obtained from the CO2 emission 
analysis for conventional and electric vehicles will be 
compared. The flowchart of the research methodology is 
shown in Figure 4.

It is essential to note that although vehicles using fossil fu-
els also emit components such as CO, NOx, HC, and soot 
particles in their exhaust gases, these components are not 
included in this analysis. This is due to their small presence 
in exhaust gases, which makes them local rather than global 
parameters. As technology advances, these components are 
increasingly removed from exhaust gases, highlighting CO2 
as a major global challenge and still the most critical factor. 
Even vehicle manufacturers, when describing the technical 
characteristics of their vehicles, emphasise only CO2 as a 
crucial parameter.

Figure 4. Methodology flowchart.

Table 1. Vehicle fleet in the Federation of Bosnia and Herze-
govina for 2021 [20]

Vehicle category Quantity Share

Motorcycles 9,669 1.45%

Passenger vehicles 576,450 86.65%

Busses 2,645 0.40%

Trucks, vans and lorries 54,694 8.22%

Trailers 17,793 2.67%

Tractors 2,854 0.43%

Others 1,120 0.17%

Total 665,225 100%
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Modelling of Passenger Vehicle Emissions in the Federation 
of Bosnia and Herzegovina
To provide an insight into the state of the vehicle fleet in the 
Federation of Bosnia and Herzegovina, the database [20] of 
technical inspections of vehicles for the year 2021 was used. 
The Federal Ministry of Transport and Communications 
obtained the database officially, and the data set did not 
use any personal data of vehicle owners, only the technical 
characteristics of the vehicles. Table 1 shows the condition 
of the vehicle fleet in the Federation of Bosnia and Herze-
govina for 2021 [20].

Table 2 provides an overview of the passenger vehicles’ 
emission standards according to the type of fuel [20].

The Copert program was used to calculate the emissions of 
passenger motor vehicles from Table 1. Detailed data on the 
number of vehicles according to eco characteristics, type, 

and engine volume was determined from the database of ve-
hicle technical inspections for 2021 [20]. Data for the fuel 
consumed in 2021 were obtained based on data from the 
Federal Ministry of Trade for 2021 [21], while climatological 
data were taken from the Meteorological Yearbook for 2021 
published by the Federal Hydrometeorological Institute [22].

Figure 5 shows the results of the modelling of exhaust gas 
emissions of passenger vehicles using fossil fuels.

The components of exhaust gases from Figure 5 are given 
in tons and displayed on a logarithmic scale. The reason 
for this is the largest CO2 emission, which is significantly 
higher than other components of exhaust gases, typically 
considered polluting. The ratio of polluting components 
(CO, HC, NOx, PM) to the amount of CO2 is expected be-
cause these components occupy a very small percentage of 
exhaust gases in modern vehicles using fossil fuels.

Table 2. Emission standards by fuel type [20]

    Emission standard (ES)

Fuel Conventional Euro 1 Euro 2 Euro 3 Euro 4 Euro 5 Euro 6 NO ES

Gasoline 9,309 2,708 13,394 41,146 18,406 14,765 13,082 

Gasoline/LPG 741 399 1,285 5,497 2,938 1,610 631 

Diesel 31,608 9,475 20,983 151,778 109,344 83,025 44,264 

Diesel/CNG 0 0 0 3 3 3 0 

Electro        53

Total 41,658 12,582 35,662 198,424 130,691 99,403 57,977 53

Total M1 category    576,450

Figure 5. The results of exhaust gas emissions modelling of passenger vehicles in FBiH.
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To compare the exhaust gas emissions of conventional 
passenger vehicles given in Table 1 with EVs, a hypothet-
ical assumption is made that the complete fleet of passen-
ger vehicles from Table 1 is replaced with EVs of similar 
characteristics. Table 3 shows the proposal to replace the 
fleet with EVs. EVs are divided into four groups based on 
the weight of the empty vehicle, according to recommen-
dations from [1].

Table 3 also shows the calculation of the required electricity 
based on data on the number of vehicles and characteristics 
of electricity consumption. By multiplying the number of 
vehicles by the electricity consumption per vehicle and the 
average annual mileage, the total electricity consumption 
for certain categories of vehicles is obtained.

Also shown is the calculation of CO2 emissions of EVs due 
to the type of energy source used to power those vehicles. 
The analysis was made so that the electric energy consump-
tion of the vehicle given in Table 3 is multiplied by the CO-
2eq given by the electricity producer in Bosnia and Herze-
govina, which is 0.75 kg/kWh [23]. This equivalent contains 
all the pollutants that are formed during the production of 
electricity. The calculation shows that, in such a case, the 
annual CO2 emission due to the power supply of EVs would 
amount to an additional 1,154,444 tons of CO2. Although 
EVs locally do not directly impact the environment because 
they do not emit exhaust gases like vehicles using fossil fu-
els due to the type of source for producing electricity, EVs 
can also significantly contribute to CO2 emissions. The 
emission mechanism of EVs due to the source of electricity 
is shown in Figure 6.

According to the calculation from Table 3, the required 
amount of electricity to power these vehicles annually is 
slightly more than 1,539 GWh (Gigawatt hour) of elec-
tricity. The current electricity production in Bosnia and 
Herzegovina is about 17,000 GWh, and consumption, ac-
cording to official data in Bosnia and Herzegovina [25], is 
about 12,000 GWh of electricity. To conclude, the required 
electricity to power EVs would have to be provided from 
the difference sold to third parties or produced additional-
ly, which would increase the amount of CO2 shown in the 
calculation in Table 3.

In the following, the modelling of taxi vehicle emissions in 
Sarajevo will be analysed to gain better insight and more re-
alistic possibilities of replacing them with EVs in the future.

Modelling Taxi Vehicle Emissions in the City of Sarajevo
Using the methodology from the previous chapter, an 
analysis of the fleet of taxi vehicles in the city of Sara-
jevo for the year 2021 was performed. Based on that 
data, these vehicles’ exhaust gas emissions were anal-
ysed using the Copert program. Data on Sarajevo’s fuel 
consumption and climatological conditions were taken 
from [21] and [22]. Table 4 shows the analysis of the taxi 
fleet in Sarajevo.

Using the data from Table 4 [20] and other input data in 
the Copert program, an analysis of the vehicle’s exhaust gas 
emissions from Table 4 was performed. Figure 7 shows the 
result of the calculation. As in the previous example, the 
base ten logarithmic scale distribution was used here to dis-
play the results.

Table 3. Electric vehicles that would replace the fleet in the Federation of Bosnia and Herzegovina

Vehicle Curb mass Battery Range Consumption Number Average El. energy CO2eq 
class [kg] capacity [km] of the el. of vehicles annual consumption emission 
  [kWh]  energy  mileage [kWh] [t] 
    [kWh/100 km]  [km/yr]

A <1,100 17.7 151 11.67 202,347 20,000 472,277,898 354,208

B 1,101–1,500 24.4 177 13.71 256,063 20,000 702,124,746 526,594

C 1,501–1,750 42.1 281 14.98 86,234 20,000 258,357,064 193,768

D ≥1,751 59.9 357 16.77 31,753 20,000 106,499,562 79,875

    Total 576,397  1,539,259,270 1,154,444

Figure 6. The emission mechanism of EVs due to the source of electricity [24].
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The next step is, as in the previous section, the analysis of 
emissions when all engine-powered vehicles are replaced 
with equivalent EVs. For this purpose, the criterion is 
again used according to the recommendations from the 
literature [1], that vehicles using fossil fuels are assumed 
to be replaced with EVs. Table 5 shows a suggested pro-

posal to replace the taxi fleet in Sarajevo with EVs, ac-
cording to the established criteria.

Table 5 also shows the results of the calculation of the re-
quired electrical energy and the CO2 emissions that would be 
achieved by consuming that amount of electricity. Accord-

Table 5. EVs that would replace the taxi fleet in Sarajevo

Vehicle Curb mass Battery Range Consumption Number Average El. energy CO2eq 
class [kg] capacity [km] of the el. of vehicles annual consumption emission 
  [kWh]  energy  mileage [kWh] [t] 
    [kWh/100 km]  [km/yr]

A < 1,100 17.7 151 11.67 5 30,000 17,505 13

B 1,101-1,500 24.4 177 13.71 412 30,000 1,694,556 1,271

C 1,501-1,750 42.1 281 14.98 525 30,000 2,359,350 1,770

D ≥1,751 59.9 357 16.77 11 30,000 55,341 42

    Total 953  4,126,752 3,095

Table 4. Emission standards by fuel type for the taxi vehicles in Sarajevo [20]

    Emission standard (ES)

Fuel Conventional Euro 1 Euro 2 Euro 3 Euro 4 Euro 5 Euro 6 NO ES

Gasoline 0 0 0 0 2 7 4 0

Gasoline/LPG 0 0 1 6 29 42 23 0

Diesel 0 0 4 87 230 324 194 0

Diesel/CNG 0 0 0 0 0 0 0 0

Electro 0 0 0 0 0 0 0 0

Total 0 0 5 93 261 373 221 0

Total taxi vehicles    953

Figure 7. The results of modelling of exhaust gas emissions of taxi vehicles in Sarajevo.
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ing to the data of Public Enterprise Electric Utility of Bosnia 
and Herzegovina for Sarajevo, the total amount of electricity 
consumed in 2021 was 1,309 GWh [26]. The required elec-
trical energy to power EV taxi fleet of Sarajevo would be 4.12 
GWh, which is negligible compared to the actual consump-
tion and distribution to current consumers in Sarajevo.
When looking at the CO2 emissions given in Table 5 due to 
electricity consumption to power EV taxi fleet, a 47% re-
duction is noticeable compared to the CO2 emissions emit-
ted by taxis with vehicles using fossil fuels It is also import-
ant to note that in the calculation of taxi vehicles example 
in Sarajevo, vehicles were assumed to travel an average of 
30,000 km per year, but when modelling the emissions of 
the vehicle fleet in the Federation of Bosnia and Herzegovi-
na, an annual average of 20,000 km was taken.

CONCLUSIONS

This paper aimed to analyse the influence of energy sources 
on the emission of EVs in Bosnia and Herzegovina. Based 
on the available data, it has been shown that in Bosnia and 
Herzegovina, non-renewable sources are still used in a high-
er percentage to produce electricity, which results in a high 
coefficient of CO2 emissions during electricity production.
To model the emission of vehicles using fossil fuels an anal-
ysis of the fleet of passenger vehicles in the Federation of 
Bosnia and Herzegovina was carried out. The study was per-
formed using the Copert program. After that, the existing 
vehicle fleet was hypothetically replaced with EVs accord-
ing to criteria from the literature. The CO2 emission of EVs, 
which results from the electricity production that would 
power these vehicles, was calculated next. The adopted pa-
rameter used to compare emissions was CO2, as the compo-
nent that is most prevalent in the exhaust gases of vehicles 
using fossil fuels and globally has the most significant im-
pact on the environment and climate. The results of vehicle 
CO2 emissions for the year 2021 showed that vehicles using 
fossil fuels have an emission of 1.6 million tons of CO2. In 
comparison, CO2 emissions from electric vehicles would 
amount to 1.15 million tons. From this result, it can be con-
cluded that the source from which the electrical energy is 
obtained is essential and that the emissions of EVs cannot 
be taken as zero. Although it is an indirect emission, it is still 
present and poses a significant global environmental prob-
lem. As for the required electricity to power EVs, it is cal-
culated that the required amount would be 1,539 GWh per 
year. This means that the current resources from which the 
electricity is produced would have to be increased, or part of 
the electricity sold to third parties would have to be taken.
A similar analysis was carried out on the example of Sara-
jevo, where the fleet of taxi vehicles transporting passen-
gers was analysed. As for the CO2 emission, a very similar 
ratio was calculated as in the previous example, while the 
required electrical energy is significantly below the actual 
consumption that Sarajevo consumes annually.
It should be noted here that although in vehicles using fos-
sil fuels, there are components in the exhaust gases such as 

CO, NOx, HC, soot particles, etc. they were not considered 
here because these components are minimally represented 
in exhaust gases. Also, they are a local and not a global pa-
rameter. Furthermore, with the advancement of technology, 
these components are more and more efficiently removed 
from exhaust gases every day, so the CO2 parameter is still 
the most significant global problem.
It is essential to point out that the emissions and pollution 
from EVs, in addition to the source of energy that powers 
them, are also affected by the production process of EVs and 
their components, primarily batteries, as well as their subse-
quent disposal after use. This parameter was not considered 
here, which leads to the conclusion that EV emissions and 
pollution are even higher than calculated. This is certainly a 
motivation for further research and deepening of this topic.
Based on the shown examples of fleet analysis, realistically, 
the example of taxi vehicles could take place, with the added 
fact that a grid of charging stations for these vehicles would 
have to be developed, which was not considered here.
In the end, it can be concluded, based on the conducted 
analysis, that in the conditions of the current energy situa-
tion in Bosnia and Herzegovina, where about 70% of elec-
tricity is produced from non-renewable sources and where 
there is a minimal representation of solar and wind power 
plants, it is still not possible to consider EVs as vehicles with 
zero emissions. In the future, if energy strategies are adopt-
ed and the transition to clean sources for electricity pro-
duction is made, we should expect a lower CO2 coefficient 
due to the production of electricity from clean sources and, 
thus, a reduction in indirect pollution by EVs.
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ABSTRACT

This paper investigated the performance of the electrochemical treatment technique in remov-
ing chloride from saline wastewater (brine) with the critical objective of purifying the waste-
water, evaluated the efficacies of selected mathematical models and particular attention to se-
lected polynomial regression models as a follow-up to previous studies. The saline wastewaters 
were prepared and subjected to electrochemical treatment using developed carbon–resin (an-
ode) and aluminium (cathode) electrodes. Electrochemical treatment of the synthesised saline 
wastewaters (between 10 x 103 mg/l and 40 x 103 mg/l of chloride) was conducted on a labo-
ratory scale. The influences of selected or picked-out operational factors on the functioning 
or efficacy of the electrochemical purification process of the wastewater were monitored using 
fractional factorial experiments. Three mathematical models were formulated using Microsoft 
Excel Solver and evaluated statistically. The study revealed that the current, the time and the 
interval distance between the electrodes were significant and vital factors that impacted on the 
performance of the electrochemical purification treatment of brine. The factors with negative 
special effects on the performance of the treatment process of brine were separation distance 
between the electrodes, pH, the depth of the electrode, the initial and primary concentration 
of the chloride and the flow and discharge rate of the wastewater. The performances or efficacy 
of the polynomial regression models in predicting the performance of the treatment technique 
were with average errors of 2.99%, 2.97% and 2.94% and accuracy of 97.01%, 97.03% and 
97.06% for Models A, B and C, respectively. It was concluded that the electrochemical treat-
ment of brine with carbon-resin electrodes is efficient in removing chloride from brine and the 
selected models predicted the performance of the treatment technique well.

Cite this article as: Fehintola EO, Adekunbi EA, Ojo BM, Awotunde JO, Oke IA. Performance 
evaluation of a simple electrochemical treatment model for saline wastewaters: Part B. Environ 
Res Tec 2024;7(2)160–174.

INTRODUCTION

The world is facing problems with different solutions in 
relation to the provision of potable water through water 
treatment techniques, which are meant at producing safe 

water and protecting the environment [1]. Presently, a vi-
tal research focus is on the next-generation wastewater and 
water treatment techniques to solve global potable water 
shortage and pollution issues [2]. In the case of conven-
tional water treatment techniques, their performances in 
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removing emerging pollutants from aqueous are not de-
pendable. These conventional water and wastewater treat-
ment techniques are categorised as physical (screening, fil-
tration, sedimentation, floatation, evaporation, distillation 
and aeration), chemical (coagulation, flocculation, precipi-
tation, adsorption, chlorination), biological and advanced. 
In the present-day water treatment techniques for saline 
water and wastewater are membrane-based techniques, 
irradiation, electric-current-based techniques and a com-
bination of two or more of these conventional techniques. 
Among these present-day water and wastewater treatment 
techniques, membrane and electric-current-based (electro-
chemical) techniques play a prevailing role in the worldwide 
market and engineering applications. In line with the com-
parative advantages of electric-current-based and mem-
brane-based techniques of higher and dependable efficien-
cy, higher energy utilization efficiency and lower footprint 
[2]. Among these two techniques (electric-current-based 
techniques and electric-current-based techniques), elec-
tric-current-based techniques have attracted wider atten-
tion [1] than membrane-based techniques, based on some 
limitations and disadvantages of membrane techniques 
[3]. In the last three decades, the electrochemical tech-
nique of treating water and wastewater has been suggest-
ed as a substitute process for the removal of contaminants 
in wastewater or effluents discharge into the environment. 
These electrochemical treatment techniques have shown 
reliable performance results in several matrices of polluted 
and contaminated wastewater such as herbicides and pes-
ticides, textile dyes, dairy, pulp and paper, heavy metals, 
landfill leachate, aquaculture, pharmaceutical residues, and 
other industrial effluents or wastewaters [1]. In addition, a 
wide range and varieties of electrode substances and ma-
terials have been utilised and suggested in electrochemical 
treatment techniques. Some of the utilised and suggested 
electrodes(active, non-active or passive) are noble metals 
(silver, platinum, gold and graphite),¸dimensionally stable 
anodes, PbO2 based, carbon or graphite-based anodes, and 
Boron Doped Diamond (BDD). These utilised and suggest-
ed electrodes have attained different removal and reduction 
efficacies of organic matter [1]. These non-active anodes, 
which include BDD, are beneficial for direct electrooxi-
dation of organic material through hydroxyl radicals. The 
Dimensionally Stable Anode (DSA) another non-active 
electrode, which includes Ti and IrO2 with Ta2O5, are active 
in enhancing hypochlorite-mediated chemistry in the pres-
ence of chloride ions. The anodic electrooxidation of brine 
created by petroleum exploration of the Petrobras plant in 
Brazil utilises an electrochemical reactor with electrode 
made of a Ti and RuO2 with TiO2 and SnO2 was recently 
evaluated [1]. The evaluation was under the current densi-
ty of 89 mA cm-2 (galvanostatic conditions and situations). 
The study confirmed that the degradation of the organic 
pollutants at different discharge and flow rates (1.3, 0.8, 
0.5 and 0.25 dm-3 h) attained the removal efficacies of 84%, 
95%, 97% and 98%, respectively. Da Silva et al. [1] report-
ed that the electrooxidation (electrochemical oxidation) of 
brine in galvanostatic situations and conditions utilising 

platinum supported on titanium (Ti and Pt) and BDD an-
odes, in a batch reactor. The results showed that complete 
Chemical Oxygen Demand (COD) removal was achieved 
using BDD electrode. The study stated that the production 
of high amounts of hydroxyl radicals (OH-) and oxidizing 
species (Cl2, HClO, ClO–) aided the performances. Utiliza-
tion of these electrooxidation techniques and materials to 
create very strong oxidant materials and species (such as 
chlorine) has been anticipated due to the electrocatalytic 
characteristics of these treatment techniques and materials. 
Several studies have reported the treatment and remedia-
tion of petrochemicals and brine effluents in the literature. 
The other treatment techniques for the treatment of brine 
can be summarized as follows:

a) Biological treatment techniques as indicated in Akyon et 
al. [4]; Baptista et al. [5]; Beneduce et al. [6]; Kargi and 
Dincer [7]; Zhang et al.[8] and Ziemkiewicz et al. [9],

b) Electrochemical, electrocoagulation and other electric 
current techniques as documented in Soni et al. [10]; 
Madrona et al. [11]; Al-Raad et al. [12]; Al-Raad et al. 
[13] and Ayadi et al. [14]

c) Photocatalysis as highlighted by Andreozzi et al. [15]; 
Feroz [16] and Ye [17];

d) Soil remediation as indicated in Ekama et al. [18]; Esta-
bragh et al. [19]; and Jiang et al. [20];

e) Electromagnetication techniques as documented in 
Hachicha et al. [21];

f) Chemical as highlighted by Jin et al. [22]; Kaith et al. 
[23]; Pfennig et al. [24]; and Shrivastava [25]; and

g) The membrane as indicated in Zhang et al. [26]; Xu et al. 
[27] and Yue et al. [28].

More information and data on the treatment of brine waste-
water and water are established in the literature and can be 
summarized as follows:

a) Treatment using osmotic agent in water flux enhance-
ment during osmotic membrane distillation (OMD) for 
treatment of highly saline brines osmotic agent in water 
flux enhancement during osmotic membrane distilla-
tion (OMD) for treatment of highly saline brines and 
a microbial desalination cell for sustainable wastewater 
treatment and saline water desalination, in Zhang et al. 
[8], and Zhang et al. [26]; 

b) Treatment using Carbide coated tools in Yusof et al. 
[29]; Adsorption techniques in Aber and Sheydari [30];

c) Treatment of the Brine Generated from Reverse Osmo-
sis Advanced Membrane Wastewater Treatment Plant 
Using Epuvalisation System. Qurie et al. [31];

d) Electrochemical Catalytic Oxidation Treatment of Cok-
ing Wastewater RO Brine in Wang et al. [32];

e) Innovative Application of Water Quality and Flow Mod-
eling to Design a Softening, UF/RO and Brine Han-
dling System for Copper and Gold Mining Wastewater 
Treatment in the Peruvian Andes in Burbano et al. [33]; 
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treatment of meat industry wastewater using electro-
chemical treatment method in Thirugnansanhanghan 
et al. [34];

f) Bioelectrochemical treatment of table olive brine pro-
cessing wastewater for biogas production and phenolic 
compounds removal in Marone et al. [35];

g) Treatment of a hypersaline brine, extracted from a po-
tential CO2 sequestration site, and an industrial waste-
water by membrane distillation and forward osmosis in 
Salih et al. [36];

h) Treatment of brine wastewater through a flow-through 
technology integrating desalination and photocatalysis 
in Ye et al. [37];

i) Assessment of three brine recycle humidification-de-
humidification desalination systems applicable for in-
dustrial wastewater treatment in Ghofrani and Moosavi 
[38];

j) Membrane distillation treatment of municipal wastewa-
ter desalination brine and its mitigation by foam frac-
tionationin Rajwade et al. [39];

k) Sonophotocatalytic treatment of AB113 dye and real 
textile wastewater using ZnO/persulfate: Modeling by 
response surface methodology and artificial neural net-
work in Asgari et al. [40];

l) Removal from aqueous solutions using ionic liq-
uid-modified magnetic activated carbon in Bazrafshan 
et al. [41]; and

m) Techno-economic assessment of minimal liquid discharge 
(MLD) treatment systems for saline wastewater (brine) 
management and treatment in Panagopoulos [42].

With reference to the importance of these electrochemical 
treatment techniques in removing both conventional and 
emerging pollutants from aqueous solutions the perfor-
mance of the techniques in removing chloride from bine 
wastewater and polynomial models that relate and simulate 
operational factors to their removal efficacies are limited in 
the literature. The main objectives of the current study are 
to evaluate the performance electrochemical process (using 
carbon–resin and aluminium electrodes) in removing chlo-
ride from saline water, to establish mathematical (polyno-
mial regression form) models that relate the performance 
of the system to selected operational factors and to evaluate 
accuracy of these models statistically.

MATERIALS AND METHODS

Carbon-resin or graphite-resin electrodes (CRE) were pro-
duced from wasted dry cells. The discarded and spent dry 
cells were collected and picked from several dumpsites lo-
cated in Nigeria. These collected dry cells were segment-
ed and carbon (graphites) were separated from these cells 
and crushed. Powdered carbon was separated into dif-
ferent British standard particle sizes. A fixed mass of the 
powdered carbon was mixed with resin (organic binder), 
and moulded into 25- a millimetre diameter, 100-millime-

tre-long electrode utilising a plunger and extruder, with a 
compaction or compressive device. Details of the develop-
ment and characteristics of the electrodes were presented in 
previous and other studies as follows:

a) Development, stability and properties of carbon-resin 
electrode Oke et al. [43];

b) Orthogonal experiment in the development of car-
bon-resin electrode Oke [44];

c) Establishment of factors that influence stability and 
properties of carbon-resin electrode Oke et al. [45];

d) Properties of doped carbon-resin electrode in Oke et 
al. [46]; aluminium and Calcium oxide doped Oke et 
al. [47];

e) Utilization of Weibull distribution in the development 
of carbon-resin electrode in Oke et al [48];

f) Effects of carbonization on stability and electrical con-
ductivity of carbon-resin electrode in Oke [49];

g) Development and optimization of carbon-resin elec-
trode Oke et al. [50] and

h) Thermal properties of carbon-resin electrode in Oke et 
al. [51]

Microstructures of the electrode were monitored to ascertain 
the composition of the electrode utilising a scanning elec-
tron microscope (of model Carl Zeiss Smart Evo 10 available 
at the Department of Materials Science and Engineering, 
Obafemi Awolowo University, Ile-Ife, Nigeria). Electrolysing 
equipment was developed from local materials. The devel-
opment and performance of the device are as presented in 
previous publications such as Oke and Ogedengbe [52]; and 
Fehintola et al. [53]. The synthesised chloride wastewaters 
(salty water, brine) were prepared and calibrated by utilising 
procedures, techniques and methods stated and specified in 
the Standard Methods for Water and Wastewater Examina-
tion such as APHA [54], and van Loosdrecht et al. [55]. The 
analytical Sodium Chloride (60.0 grams) salt was dissolved 
in 1000 ml of distilled water as a stock solution, and second-
ary solutions for calibration and working salty wastewater 
were prepared from the stock. Selected calibration solutions 
of 0.0 mg/l, 250 mg/l, 500 mg/l, 1000 mg/l; 5000 mg/l; 10000 
m/l and 15000 mg/l of chloride were used to calibrate the 
equipment used in the determination of chloride concentra-
tions. Salty wastewaters were subjected to electrochemical 
treatment utilising developed carbon–resin or graphite-resin 
(anode) and aluminium (cathode) electrodes. Figure 1a, b 
present the laboratory setup of the electrochemical treat-
ment of the simulated wastewater.

The impacts of selected operational factors (volume of the 
wastewater used, separation distance between the elec-
trodes, flow and discharge rate, pH, applied current, initial 
concentration of the chloride, contact surface area of the 
electrode used and depth of the electrode) on the perfor-
mance of electrochemical purification process were mon-
itored using fractional factorial experiment and optimised 
using Microsoft Excel Solver. Table 1 presents the stan-
dard fractional factorial experiments and the factors. Sta-
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tistical parameters (average, median, standard deviation, 
Skewness, coefficient of variation) of the performances of 
the treatment technique were determined using standard 
techniques. The choice of the Microsoft Excel Solver for 
the computation was grounded on the accessibility of the 
software at no extra cost (established in all Microsoft Ex-
cel packages). The models were modified to accommodate 
interactions between the selected factors (in this case the 
interactions were considered to be significant factors). The 
modified and qualified model equations were solved Mic-
rosoft Excel Solver (MiES) technique. These results from 
modified models were evaluated using statistical methods. 
The modified and qualified model equations are expressed 
as follows Asgari et al. [40], and Bazrafshan et al. [41]:

The experimental data was fitted to polynomial models. The 
coefficients of polynomial models were determined using 
Microsoft Excel Solver. The Solver is an Add-in software 
for the Microsoft Excel packages which is typically or orig-
inally not enabled during the initial or primary installation 
of Microsoft Office (which includes Excel). The procedures 

Figure 1. (a) Laboratory setup of the electrochemical treatment process. (b) Schematic diagram laboratory setup of the electro-
chemical treatment process.

(a) (b)

Table 1. Standard fractional experiment (2k-p) and factors used

Experiment Initial concentration Current Separation Time Flow Depth Area pH 
 of chloride (g/l) (A) distance (cm) (hr) (l/hr) (cm) (cm2)

1 10.0 1.0 2.0 1.0 1.0 0.4 4.91 3.0

2 40.0 1.0 2.0 1.0 2.5 0.4 19.64 10.0

3 10.0 10.0 2.0 1.0 2.5 1.0 4.91 10.0

4 40.0 10.0 2.0 1.0 1.0 1.0 19.64 3.0

5 10.0 1.0 10.0 1.0 2.5 1.0 19.64 3.0

6 40.0 1.0 10.0 1.0 1.0 1.0 4.91 10.0

7 10.0 10.0 10.0 1.0 1.0 0.4 19.64 10.0

8 40.0 10.0 10.0 1.0 2.5 0.4 4.91 3.0

9 10.0 1.0 2.0 4.0 1.0 1.0 19.64 10.0

10 40.0 1.0 2.0 4.0 2.5 1.0 4.91 3.0

11 10.0 10.0 2.0 4.0 2.5 0.4 19.64 3.0

12 40.0 10.0 2.0 4.0 1.0 0.4 4.91 10.0

13 10.0 1.0 10.0 4.0 2.5 0.4 4.91 10.0

14 40.0 1.0 10.0 4.0 1.0 0.4 19.64 3.0

15 10.0 10.0 10.0 4.0 1.0 1.0 4.91 3.0

16 40.0 10.0 10.0 4.0 2.5 1.0 19.64 10.0
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required in using Microsoft Excel Solver can be summa-
rized as indicated in Figure 2. Figure 2 presents the flow 
chart of the procedures. The selection of these factors to 
be researched or studied was based on the theoretical in-
formation and data about numerous factors that establish 
the performance of the electrochemical treatment process 

and the knowledge regarding graphite-resin or carbon-res-
in and aluminium electrodes. Chloride determinations in 
both raw and treated salty wastewater were carried out us-
ing the argenotometric technique or method specified in 
APHA [54]. Chloride concentration was calculated using 
equation (5) as follows:

Figure 2. Procedure and flow chart for utilising Microsoft Excel Solver in the calculation of the unknown coefficients.
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Where; N0 is the normality of Silver Nitrate used, P1 is the 
dilution factor; Vs is the volume of effluent or sample used 
(ml), A is the volume of the titrate used for the sample (ml), 
Cf is the calibration factor and B is the volume of the titrate 
used for the blank (ml). 

Efficiencies of the process were based mainly on pollutant 
(chloride) removal (Y,%), which was computed using equa-
tion (5). The choices of the argenotometric and instrumenta-
tion methods [54] were based on accuracy, type of wastewater 
(clear aqueous solution) and availability of required reagents.

Where: Zo is the initial concentration of the chloride in the 
synthetic wastewater (mg/l). Zt is the final concentration 
of chloride in the synthetic wastewater (mg/l) and Y is the 
chloride ions removed (%).

Statistical evaluations were conducted utilising Analy-
sis of Variance (ANOVA), Coefficient of Determination 
(CD), Model of Selection Criterion (MSC), average rela-
tive error (Are), accuracy (Er) and total error. Average Rel-
ative Error (Are), Accuracy (Er) and Total error (Err2) were 
computed as follows:

Where; Xi is the observed concentration and Xci is the cal-
culated concentration.

The coefficient of Determination can be shown and com-
puted as follows:

Where; Xi is the average or statistical means of experimen-
tal concentration and Xci is the average or statistical means 
of calculated concentration. The model of Selection Crite-
rion can be calculated utilizing equation (9) indicated as:

Where; p is the number of variables or parameters and N is 
the number of experimental and data points

Skewness is a quantity of symmetry, proportion or exact of 
the data. The data set or information is symmetric when it 

looks the same or similar to the left and right from the cen-
tre point. Skewness was computed as follows (Equation 11):

Where; γ is the skewness, δ is the standard deviation, Y is the 
performance of the treatment process in removing chloride; 
Y is the mean of of the performance of the treatment process 
in removing chloride and N is the number of samples.

Kurtosis is an important ingredient in statistical measure-
ment and engineering design of treatment facility was com-
puted as follows (equation 12):

RESULTS AND DISCUSSION

Figure 3a, b shows the major compositions of the Carbon 
resin electrode. The figure revealed that the major com-
ponents of the electrode are Carbon (76.44%) Oxygen 
(19.80%), Si (2.07%) and Al (1.69%). The result indicat-
ed the presence of Carbon and Oxygen at the spot, which 
had the highest portion of the electrode, which can be at-
tributed to the binder used and the size of the powdered 
graphite [3]. This result of the composition established and 
discovered that the removal and reduction of chloride may 

Figure 3. (a) The Spot for major composition of the carbon 
resin electrode. (b) The major composition of the Carbon resin 
electrode.

(a)

(b)
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be attributed to adsorption by the pores and conversion of 
some of the components to silicon, aluminium, chloride 
and oxygen products such as Al(OCl)3, SiCl4 and AlCl3. The 
SiCl4 reacts with water to give silicon dioxide and acidic end 
products (equation 13). 

This reaction of SiCl4 can be attributed to the bigger size 
of the Silicon atom, which provides more room and space 
around the atom to enable the water molecule to attach. 
In addition, the silicon atom has empty 3d orbitals avail-
able to accept a lone pair from the water molecule. This 
reaction indicated that the oxygen atom can bond to the 
silicon atom before the need to break the silicon-chlorine 
bond and support the whole process energetically. Alumin-
ium chloride (AlCl3) is an influential Lewis acid, industrial 
catalyst, non-explosive, non-flammable but corrosive solid 
and reacts violently with water or bases. AlCl3 is believed to 
be a hygroscopic salt. Usually, this salt fumes in the moist 
- air. The reaction creates a heckling sound as it comes in 
connection with water. As these reactions take place or 
occur the Cl– ions are displaced and replaced with water 
molecules and form hexahydrate (Al(H2O)6)Cl3. At an an-
hydrous state, AlCl3 is lost and as the heat is utilised HCl 
is dissipated and aluminium hydroxide is the final product 
that is attained.

As the temperature is increased further to a level of 400 °C, 
aluminium oxide is transformed from the hydroxide.

One distinct characteristic of AlCl3 in aqueous solutions 
is that the solutions are ionic in character. With reference 
to this reason, these solutions are good conductors of elec-
tricity. The solutions are also acidic, which can result in the 
partial hydrolysis in Al3+ ion. The overall reaction can be 
expressed as follows:

Aluminium compounds and salts that is made up of hy-
drated Al3+ ions are similar in reaction to the behaviour 
of aqueous solutions of aluminium chloride. These solu-
tions behave in the same way or similar by giving a profuse 
precipitate of Al(OH)3 in reaction with a dilute basic oxide 
such as sodium hydroxide.

Figure 4a–c shows the Scanned electromagnetic (SEM) 
structures of the electrode. From the figure, it is clearly re-
vealed that the powdered particles of carbon electrode were 
closely parked and the porosity is very low. This lower po-
rosity can be attributed to a lower concentration of binder, 
higher compressive pressure and nano-particle sizes used 
in the development of the electrode [53]. Table 2 presents 
the arrangement of the fractional factorial experiment, the 
performance of electrochemical treatment in removing 
chloride from aqueous solutions and the statistical summa-
ry of the performance of electrochemical treatment.

The Table revealed that the maximum values the perfor-
mance occurred at experiment number 11 with 94.82% 
removal of chloride concentration when the surface area 
(19.64 cm2), the flow (2.0l/hr), the treatment time (4.0 hr) 
and the current (10.0 A) were at their higher levels, which 
indicated that these selected and mentioned factors had 
positive influences on the performance of electrochemical 

Figure 4. (a) Scanned Electro Magnetic (SEM) structures of 
the electrode at 40 µm. (b) Scanned Electro Magnetic (SEM) 
structures of the electrode at 100 µm. (c) Another Scanned 
Electro Magnetic (SEM) structures of the electrode at 100 µm.

(a)

(b)

(c)
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during the treatment process. The lowest value of the per-
formance of the process occurred in experiment numbered 
6 with 68. 52% removal of the chloride by the treatment 
process [27, 28, 32, 45]. This level of performance occurred 
when the initial concentrations of chloride (40 x 103 mg 
/l), the separation distances between electrodes (10.0 cm), 
the depth of the electrode (1.0 cm) and pH (10.0) were at 
higher factorial factor levels, which meant that these lat-
ter mentioned selected factors contributed negatively to 
the performance of the treatment process. From Table 2, 
the Skewness of the performance of electrochemical treat-
ment in removing chloride from an aqueous solution was 
between -1.12 and 1.83. With the exception of experiment 
number 14, which has positive Skewness, all the other ex-
periments were of negative Skewness, which indicated that 
most values are concentrated on the right of the mean, with 
extreme values to the left. Kurtosis (β) is a degree of data 
peakedness or horizontalness relative to a normal distribu-
tion pattern. The data sets or information with higher val-
ues of kurtosis tend to have a distinct peak near the mean, 
either decline and reduce rapidly or have heavier tails than 
necessary. From Table 2, the Kurtosis of the performance 
of electrochemical treatment in removing chloride from 

aqueous solution was between 0.160 and 3.518. The Kurto-
sis values of the performance of electrochemical treatment 
in removing chloride from an aqueous solution were posi-
tive, which indicated the data sets have a distinct peak near 
the mean, decline rather rapidly, and have heavy tails. With 
the exception of experiment number 14, which has Kurtosis 
greater than 3, all the other experiments had Kurtosis less 

Table 2. Fractional factorial experiment, and the statistical summary of the performance of electrochemical treatment in removing 
chloride from aqueous solution

Exp.   Response  Total Ave. Ske. Max. Min. SD Med. CV Kur.

1 89.55 89.25 87.06 83.79 349.65 87.41 -1.12 89.55 83.79 2.66 88.16 3.04 0.160

2 85.77 85.67 83.78 80.5 335.72 83.93 -1.29 85.77 80.50 2.46 84.73 2.93 0.903

3 91.94 91.74 89.85 86.17 359.7 89.93 -1.35 91.94 86.17 2.67 90.80 2.97 1.232

4 88.46 88.46 86.47 82.98 346.37 86.59 -1.32 88.46 82.98 2.58 87.47 2.98 1.039

5 71.54 71.64 69.85 67.06 280.09 70.02 -1.25 71.64 67.06 2.14 70.70 3.05 0.701

6 70.5 69.95 68.36 65.27 274.08 68.52 -1.22 70.50 65.27 2.35 69.16 3.43 0.855

7 85.5 85.37 83.48 80.2 334.55 83.64 -1.28 85.50 80.20 2.47 84.43 2.95 0.875

8 83.5 83.38 81.59 78.31 326.78 81.70 -1.32 83.50 78.31 2.42 82.49 2.96 1.080

9 96.1 96.52 94.23 90.45 377.3 94.33 -1.32 96.52 90.45 2.77 95.17 2.94 1.174

10 88.9 87.66 86.76 83.28 346.6 86.65 -1.23 88.90 83.28 2.41 87.21 2.78 1.832

11 96.9 96.81 94.62 90.94 379.27 94.82 -1.27 96.90 90.94 2.79 95.72 2.94 0.802

12 87.9 87.76 85.87 82.49 344.02 86.01 -1.30 87.90 82.49 2.52 86.82 2.93 0.978

13 83.3 83.56 81.29 78.11 326.26 81.57 -1.18 83.56 78.11 2.52 82.30 3.09 0.407

14 81.09 81.09 79.2 90.94 332.32 83.08 1.83 90.94 79.20 5.32 81.09 6.40 3.518

15 91.14 90.84 89.05 85.47 356.5 89.13 -1.34 91.14 85.47 2.61 89.95 2.92 1.226

16 87.04 86.96 85.07 81.59 340.66 85.17 -1.34 87.04 81.59 2.55 86.02 3.00 1.140

Exp: Experiment; Ave: Average; Ske: Skewness; Max: Maximum; Min: Minimum; SD: Standard deviation; Med: Median; Kur: Kurtosis.

Table 3. ANOVA of the performance

Source of variation Sum of squares Degree of freedom Mean Sum of square F-value P-value

Within experiment 3034.023 15 202.2682 55.41323 6.19x10-24

Between runs 209.3126 3 69.77087 19.11437 3.87x10-08

Error 164.2581 45 3.650179

Total 3407.594 63

Figure 5. Calibration curve (relationship between obtained 
and expected chlorideconcentrations).
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than 3, which indicated that experiment 14 is a leptokurtic 
distribution, sharper than a normal distribution, with val-
ues concentrated around the mean and thicker tails.
Table 3 presents the ANOVA of the performance of the 
treatment process. The table revealed that there were sig-
nificant differences between the performances and the runs 
(experiments) at a 95% confidence level. Table 4 presents 
the results of ANOVA for the calibration conducted on the 
equipment used in the determination of the chloride con-
centrations. The table revealed that there was no significant 
difference between obtained and expected chloride concen-
trations at a 95% confidence level (F1,12=0.0028; p=0.95853). 
Figure 5 presents the relationship between obtained and 
expected chloride concentrations. The Figure established 
that there is a good relationship between the obtained and 
expected chloride concentrations (R2=0.9983). Table 5 

shows the analysis of the fractional factorial experiment, 
the effects and the coefficient of each of the selected factors 
for model A. The table revealed that these selected factors 
can be classified into two groups as positive and negative 
factors. The current through the wastewater, the treatment 
time and the surface area of the electrodes were the positive 
factors. The above-mentioned factors are the factors with 
increment in magnitude that improved the performance 
of the treatment process. The initial concentration of the 
salt, the distance between the electrodes, the flow rate of the 
wastewater, the depth of the electrodes and the pH value 
of the wastewater were the negative factors, that reduced 
the performance of the treatment process. These negative 
factors were the factors with a decrement in the magnitude 
of the performance of the treatment process. From the ta-
ble, the significant factors (at a 90% confidence level) on 

Table 4. Result of ANOVA for the calibration

Source of variation Sum of squares Degree of freedom Mean Sum of square F-value P-value

Between groups 96114.29 1 96114.28571 0.002819033 0.95853

Within groups 4.09E+08 12 34094771.43

Total 4.09E+08 13

Table 5. The coefficient for the mathematical polynomial regression models

Experiment Average Model A’s  Model B’s   Model C’s 
  coefficients  coefficients   coefficients

1 87.41 Constant 87.629 Constant 86.671 Constant 86.930 Cubic Initial Con -6.5E-07

2 83.93 Initial Con -0.122 Initial Con -0.110 Initial Con -0.108 Cubic Current 0.002882

3 89.93 Current 0.576 Current 0.675 Current 0.362 Cubic Sep D -0.00377

4 86.59 Sep D -1.044 Sep D -0.980 Sep D -0.515 Cubic Time 0.051667

5 70.02 Time 2.042 Time 2.193 Time 1.113 Cubic Flow (l/hr) -0.01613

6 68.52 Flow (l/hr) -0.411 Flow (l/hr) -0.292 Flow (l/hr) -0.157 Cubic Depth(cm) -0.00316

7 83.64 Depth(cm) -2.462 Depth(cm) -1.440 Depth(cm) -1.432 Cubic Area -7E-06

8 81.70 Area 0.091 Area 0.113 Area 0.116 Cubic pH -6.2E-05

9 94.33 pH -0.113 pH -0.078 pH -0.070 Cubic Initial Con -6.5E-07

10 86.65     Sq. Initial Con -0.00024 Sq. Initial Con -0.00024  

11 94.82     Sq. Current -0.00902 Sq. Current -0.00964  

12 86.01     Sq. Sep D -0.0054 Sq. Sep D -0.00523  

13 81.57     Sq. Time -0.03026 Sq. Time -0.03129  

14 83.08     Sq. Flow (l/hr) -0.03373 Sq. Flow (l/hr) -0.02743  

15 89.13     Sq. Depth(cm) -0.72951 Sq. Depth(cm) -0.72654  

16 85.17   Sq. Area -0.00089 Sq. Area -0.00089  

    Sq. pH -0.00272 Sq. pH -0.0026  

Table 6. The statistical evaluation of the mathematical model equation

 Average Accuracy MSC CD R AIC SC

Model A 2.99 97.01 0.630 0.804 0.897 96.023 96.658

Model B 2.97 97.03 0.690 0.874 0.935 95.945 96.602

Model C 2.94 97.06 0.705 0.893 0.945 95.945 96.602
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electrochemical performance toward chloride removal are 
current, separation distance between electrodes and time. 
Table 5 revealed the coefficient for the mathematical poly-
nomial regression models as follows (equations [18–20]):

a) For Model A. 

b) For Model B. 

For Model C.

Table 6 shows the statistical evaluation of the mathemat-
ical model equations. The table revealed that average er-
ror, accuracy, MSC, CD, and R of these model equations 

(Models A, B and C) were 2.99%, 97.01 0.41183, 0.804, and 
0.897; 2.97%, 97.03%, 0.690, 0.874, 0.935; 2.94%, 97.06%, 
0.705, 0.893 and 0.945, respectively. This result indicated 
that these mathematical models are reliable with 97.01%, 
97.03% and 97.06% accurate, which indicates that Mod-
el A can predict 97.01% of the experimental data, Model 
B predicts 97.03% and Model C provide information on 
97.06% of the experimental data. Tables 7 to 9 present the 
results of ANOVA on the effects of the selected factors in 
each of the model equations. Table 7 presents the effects 
of selected factors on the performance of electrochemical 
treatment in removing chloride from aqueous solution, 
optimum and statistical evaluation (Model A). Table 8 
shows the effects of Selected Factors on the performance 
of electrochemical treatment in removing chloride from 
aqueous solution, optimum and statistical evaluation 
(Model B) and Table 9 is for the effects of selected factors 
on the performance of electrochemical treatment in re-
moving chloride from an aqueous solution, optimum and 

Table 7. Effects of selected factors on performance of electrochemical treatment in removing chloride from aqueous solution, 
optimum and statistical evaluation (Model A)

 Initial Current Separation Treatment Flow Depth Surface pH Error Total 
 concentration  distance time rate of area of 
 of chloride  between   electrode electrodes 
   electrodes

Sum of squares 0.06 1.33 4.36 16.67 0.67 24.24 0.03 0.05 3.15 758.51

Degree of freedom 1 1 1 1 1 1 1 1 7.00 15.00

Means Sum of squares 0.06 1.33 4.36 16.67 0.67 24.24 0.03 0.05 0.45 50.57

F-value 0.13 2.95 9.70 37.05 1.50 53.86 0.07 0.11

F-critical values at 90 %, 95 %, 97.5 %, 99 % and 99.5 % are 3.59, 5.59, 8.07, 12.25 and 16.24, respectively.

Table 8. Effects of selected factors on the performance of electrochemical treatment in removing chloride from aqueous solu-
tion, optimum and statistical evaluation (Model B)

 Initial Current Separation Treatment Flow Depth Surface pH Error Total 
 concentration  distance time rate of area of 
 of chloride  between   electrode electrodes 
   electrodes

Sum of Squares 0.05 1.82 3.84 19.24 0.34 8.30 0.05 0.02 16.91 758.51

Degree of Freedom 1 1 1 1 1 1 1 1 7.00 15.00

Means Sum of Squares 0.05 1.82 3.84 19.24 0.34 8.30 0.05 0.02 2.42 50.57

F-value 0.11 4.05 8.53 42.74 0.76 18.44 0.11 0.05

Table 9. Effects of Selected Factors on the performance of electrochemical treatment in removing chloride from an aqueous 
solution, optimum and statistical evaluation (Model C)

 Initial Current Separation Treatment Flow Depth Surface pH Error Total 
 concentration  distance time rate of area of 
 of chloride  between   electrode electrodes 
   electrodes

Sum of Squares 0.05 0.52 1.06 4.96 0.10 8.20 0.05 0.02 35.61 758.51

Degree of Freedom 1 1 1 1 1 1 1 1 7.00 15.00

Means Sum of Squares 0.05 0.52 1.06 4.96 0.10 8.20 0.05 0.02 5.09 50.57

F-value 0.10 1.16 2.35 11.01 0.22 18.21 0.12 0.04
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statistical evaluation (Model C). From these Tables (Table 
7–9) the factors can be grouped into two factors with ef-
fects but not significant and factors with effects and factors 
are significant. The factors with effects and significance are 
separation distance between electrodes, treatment time, 
current and depth of electrodes. Figure 6 presents the re-
lationship between the performance of the treatment pro-
cess and selected operational factors. Figure 6a shows the 
relationship between treatment time, depth of electrodes 
and performance of electrochemical treatment in remov-
ing chloride from an aqueous solution.

Figure 6b presents the relationship between the current, 
depth of electrodes and performance of electrochemical 
treatment in removing chloride from an aqueous solu-
tion. Figure 6c shows the relationship between the pH, 
depth of electrodes and performance of electrochemical 
treatment in removing chloride from an aqueous solu-
tion. Figure 6d is for the relationship between Contact 
Area, depth of electrodes and performance of electro-
chemical treatment in removing chloride from an aque-
ous solution. Figure 6e is for the relationship between 
the flow rate, depth of electrodes and performance of 
electrochemical treatment in removing chloride from 
an aqueous solution. Finally, Figure 6f presents the re-
lationship between the flow rate, depth of electrodes and 

performance of electrochemical treatment in removing 
chloride from an aqueous solution. All these figures re-
vealed that there were polynomial relationships between 
the selected operational factors and the performance of 
the treatment process. These revelations indicated that 
optimizations of these factors are necessary and will be 
helpful in operational techniques.

It was observed that these relationships were similar to 
the surface response of the influence of some the oper-
ational variables and parameters on the arsenic reduc-
tion and removal by electrocoagulation utilising iron 
electrodes and other techniques in Oke et al. [56], Vijaya 
Bhaskar et al [57], Can et al. [58], Darvishi et al. [59], and 
Majumder and Gupta [60], the response surface tech-
nique and methodological examination or evaluation 
of the adsorption of textile dye onto biosilica or alginate 
nano-biocomposite: kinetic, and isotherm studies and 
thermodynamic behaviour in Darvishi et al. [59], the re-
moval and elimination of methylene blue dye from aque-
ous solutions by zeolite composite from shrimp waste 
and new chitosan in Gilhotra et al. [61], Yao et al. [62], 
Gadkari et al [63], and Elimelech and Phillip [64], and 
electrocoagulation technology for high strength arsenic 
wastewater: process optimization and mechanistic study 
in Can et al. [58].

Figure 6. (a) Relationship between treatment time, depth of electrodes and performance of electrochemical treatment in 
removing chloride from an aqueous solution. (b) Relationship between the current, depth of electrodes and performance 
of electrochemical treatment in removing chloride from an aqueous solution. (c) Relationship between the pH, depth of 
electrodes and performance of electrochemical treatment in removing chloride from an aqueous solution. (d) Relationship 
between Contact Area, depth of electrodes and performance of electrochemical treatment in removing chloride from an 
aqueous solution. (e) Relationship between the flow rate, depth of electrodes and performance of electrochemical treatment 
in removing chloride from an aqueous solution. (f) Relationship between the separation distance between the electrodes, 
depth of electrodes and performance of electrochemical treatment in removing chloride from an aqueous solution.

(a)

(d) (e) (f)

(b) (c)
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CONCLUSIONS

It can be concluded based on the study that:
a. Electrochemical treatment with carbon electrodes is ef-

ficient in removing chloride from salty wastewater. The 
system was able to reduce chloride concentration from 
15000 mg/l to 5% of the initial concentration at a cur-
rent flow of 9.68 A and retention time of 5 hours.

b. The operational factors with negative effects (increasing 
these operational factors decreases the removal perfor-
mance) on the performance of the treatment process 
were separation distance between the electrodes, pH, 
depth of the electrode, initial concentration of the chlo-
ride and flow rate.

c. These operational factors applied current, treatment 
time and contact surface area of the electrode used are 
positive factors (increasing these operational factors 
increases the removal performance) that influence the 
electrochemical treatment of salty wastewaters.

d. The operational factors that had significant effects on 
the performance of the treatment process are current, 
time and separation distance between the electrodes.

e. In the case of models and their evaluations Model C per-
formed better than Model B and Model A based on av-
erage errors of 2.99%, 2.97% and 2.94%, respectively and 
R values of 0.945, 0.935 and 0.897 for Models C, B and A, 
respectively, which supported conclusions on nonlinear 
models in Mahmoud [65] and Amin et al. [66].
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ABSTRACT

The electro-Fenton oxidation process was used to treat organic pollutants in industrial waste-
water as it is one of the most efficient advanced oxidation processes. The novel cell in this 
process consists of a prepared PbO2 electrode by electrodeposition on graphite substrate and 
carbon fiber modified with graphene as a cathode. X-ray diffraction, fluorescence, analysis 
system, atomic force microscopy, and scan electron microscopy were used to characterize the 
prepared anode and cathode. XRD patterns clearly show the characteristic reflection of the 
mixture of α - and β phases of PbO2 on graphite and carbon fiber, and AFM results for cath-
ode and anode present that PbO2 on graphite substrate and graphene on carbon fiber surface 
are on a nanoscale. Contact angle measurement was determined for the carbon fiber cathode 
before and after modification. The anodic polarization curve showed a higher anodic current 
when utilizing the PbO2 anode than the graphite anode. Phenol in simulated wastewater was 
removed by electro-Fenton oxidation at 8 mA/cm2 current density, 0.4 mM of ferrous ion con-
centration at 35 °C up to 6 h of electrolysis. Chemical oxygen demand for the treated solution 
was removed by 94.02% using the cell consisting of modified anode and cathode compared 
with 81.23% using modified anode and unmodified cathode and 79.87% when using unmod-
ified anode and modified cathode.

Cite this article as: Abbas RN, Abbas AS. PbO2/graphite and graphene/carbon fiber as an 
electrochemical cell for oxidation of organic contaminants in refinery wastewater by elec-
tro-fenton process; electrodes preparation, characterization and performance. Environ Res 
Tec 2024;7(2)175–185.

INTRODUCTION

Organic pollutants such as benzoic acid, oxalic acid, phe-
nols, and phenolic derivatives have been used in a variety of 
industries, such as formaldehyde resins, pharmaceuticals, 
pesticides, textiles, dyes, petroleum refineries, paint remov-
al, varnish printing, and dyeing fabrics [1, 2]. After these 
industrial processes, this compound is discharged into the 
water effluents. The extensive pollution of these compounds 

in aqueous streams has been considered the most harmful 
and persistent organic contaminants in wastewater pro-
duced by various industries [3, 4]. Degradation of aqueous 
effluent containing phenol and phenolic derivatives is of 
primary concern due to its toxicity to human and aquatic 
life, even at low concentrations. Phenolic wastewater is list-
ed among the most severe environmental pollutants [5–7]. 
Complete oxidation of these organic pollutants is signifi-
cant at the end of wastewater treatment [8].
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The traditional treatment technique, such as biological and 
chemical oxidation, no longer satisfies modern industry re-
quirements for processes, so they need alternative methods 
[6]. Biodegradation is a very economical method for waste-
water treatment for organic compounds, but this technique 
cannot treat phenolic wastes because of their resistance to 
microorganisms [9]. Phenol adsorption by some adsorbers 
like activated carbon adsorbs phenolic and phenolic com-
pounds by firm contact between phenols and the positive 
charge of activated carbon. Adsorption is considered an 
economical and efficient method to remove pollutants, but 
the adsorption capacity of the adsorber limits it and cannot 
be renewable easily [10]. Phenol removed by activated car-
bon is not degraded but removed from the aqueous stream 
and passed into another phase. Adsorption of a phenolic 
compound may cause the formation of hazardous by-prod-
ucts (secondary pollution) [11].

The chemical oxidation process utilizes strong oxidants that 
degrade phenolic pollutants with a fast oxidation rate and 
do not produce secondary pollutants. However, this process 
is costly and has some operational problems [12, 13]. Other 
treatment methods include Fenton oxidation, photocatalyt-
ic degradation, ozone treatment, and electrochemical [14]. 

Recently, a more efficient and non-selective process, ad-
vanced oxidation processes (AOPs), offer an effective and 
rapid alternative treatment for various pollutants. In AOPs, 
a strong oxidant, hydroxyl radical (•OH), generated in situ, 
destroyed more organic pollutants until their complete 
mineralization into CO2, water, and inorganic ions [15–17]. 
One of these AOPs is Fenton oxidation. The Fenton process 
is an essential treatment method as it is simple, does not 
need special equipment, and gives high efficiency in remov-
ing organic pollutants [18].

The Fenton oxidation process has some disadvantages, such 
as the storage and transportation of hydrogen peroxide 
(H2O2); its activity is less than the modified one called the 

electro-Fenton oxidation process. In the electro-Fenton ox-
idation process, ferrous ion (Fe+2) is added, and H2O2 is gen-
erated electrochemically in situ at the cathode by two-elec-
tron oxygen reduction as shown in Figure 1 (RH represents 
an organic molecule) [15]. The cathode must have an ap-
propriate potential to form H2O2 from the two-electron re-
duction of O2 (Eq.1), and the famous electrodes used for 
his purpose are the carbonous electrodes such as reticulat-
ed vitreous carbon, carbon felt, carbon sponge, and graph-
ite [15, 19, 20]. Electro-decomposition of H2O2 produced 
(•OH) also at the cathode (Eqs. 2 and 3) [21, 22].

Through (Eq. 3), Fe3+ is formed continuously, and through 
(Eq. 4), continuous regeneration of Fe2+ at the cathode, thus 
avoiding Fe3+ accumulation in the reaction medium and ac-
cordingly eliminating the production of iron sludge [23].

The anode material is one of the leading parameters in the 
electrochemical reaction processes because it intensely in-
fluences the mechanism of the decomposition reaction and, 
accordingly, the products of the anodic reaction [24]. The 
generally used anode materials for decomposing organic 
contaminants in wastewater are graphite, lead dioxide, nick-
el, and platinum. Some electrodes lose their activity rapid-
ly or have high cost and mechanical resistance problems; 
also, it is difficult to find a suitable material that deposits 
on it [25]. Other electrodes have a short lifetime, and they 
have partially oxidized the organic pollutants in wastewa-
ter [26]. Active anodes, such as platinum (Pt), ruthenium 
oxide (RuO2), and iridium oxide (IrO2), have been used a 
lot recently because they have high electrocatalytic activity 
and high chemical stability [27, 28]. Active anodes partially 

Figure 1. Electro-Fenton process.
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oxidize organic pollutants because of their low oxygen evo-
lution potential, which reduces their current efficiency for 
degradation reactions [29]. On the other hand, the PbO2 
electrode has high electrochemical stability [30], good elec-
trical conductivity, high chemical inertness, and high sta-
bility in corrosive solutions [31, 32], and oxidized organic 
compounds such as phenol effectively [33]. PbO2 electrodes 
can be efficiently and economically prepared [30].

The cathode anode material is also crucial in electrochem-
ical oxidation, especially in electro-Fenton oxidation. 
Carbonous material is used extensively as cathodes in 
electro-Fenton oxidation due to its surface area, porosity, 
chemical inertness, etc. In order to increase the efficiency 
of the electro-Fenton process, effective H2O2 must be pro-
duced. The cathode is the working electrode in the elec-
tro-Fenton process, and its modification can be achieved by 
different methods to improve H2O2 production. The H2O2 
rate produced in situ through the reaction and the hydroxyl 
radical rate depends mainly on the cathode material's na-
ture and properties. Some modification methods aim to in-
crease the cathode's specific surface area and hydrophilicity. 
Others raise catalytic activity by increasing the active site 
on its surface and electrode conductivity. This modification 
will increase the production rate of H2O2 and thereby in-
crease the degradation rate of organic pollutants [34, 35].

This work deals with preparing PbO2 electrodeposited on 
graphite substrate as an anode and carbon fiber modified by 
graphene as a cathode. PbO2 was used to promote the elec-
trochemical activity of graphite electrodes, and graphene 
was utilized to improve the H2O2 production on the cath-
ode electrode. The prepared anode electrode was charac-
terized by X-ray diffraction (XRD), X-ray fluorescence 
(XRF), scan electron microscopy (SEM), energy dispersive 
X-ray analysis system (EDX), and atomic force microscopy 
(AFM.) The modified cathode was characterized by XRD, 
XRF, SEM, EDX, AFM, and contact angle measurement. 
The novel cell consists of modified electrodes used in the 
electro-Fenton oxidation process of phenolic derivates in 
simulated wastewater.

MATERIALS AND METHODS

All chemicals used in the experiments were of reagent 
grade, and there was no need for further purification. Lead 
Nitrate Pb(NO3)2, Sodium Laureth Sulfate (SLS surfac-
tant), Nitric Acid (HNO3), phenol, sulfuric acid (H2SO4), 
and distilled water were used in the preparation of all 
aqueous solutions.

The electrochemical cell had a 400 mL capacity. A hot plate 
magnetic stirrer reserved the cell heat (LABINCO, model 
L-81) supplied by power by DC power supply (KA3005D 
Digital Control DC Power Supply 30V 5A) with outlet volt-
age (0–30V) and output current (0–5 A).

PbO2 Electrode Preparation (Anode Modification)
Before the deposition process, the graphite plate with di-
mensions of (3*10 cm2) was well cleaned and boiled in dis-

tilled water for 30 min. The graphite plate was then activat-
ed electrochemically in an open, undivided cell in a 1.44 
M (H2SO4) solution, and a 14 mA/cm2 current density was 
applied at 90 °C for 30 min. Electrode modification occurs 
by depositing a film of PbO2 on electrode surfaces. The cell 
consists of two graphite plates as anode and a cathode used 
to prepare the anode electrode. The distance between the 
anode and the cathode in the electrodeposition cell was 3 
cm. The PbO2 film on the graphite plate was produced us-
ing an electrolyte (pH 1.6) containing 0.2 M of lead nitrate 
(Pb(NO3)2), 0.1 M of HNO3, and 0.4 ml of SLS surfactant. 
The electrolytic solution was heated to 65 °C, and the cur-
rent density applied was 1.1 mA/cm2. After 3 h of electro-
deposition, the electroplated electrode was washed with 
distilled water and kept dry for electrochemical oxidation 
of simulated wastewater [30].

Graphene Electrode Preparation (Cathode Modification)
Carbon fiber with a dimension of (3*10 cm2) was used as 
the base cathode, and 0.5 g of graphene was used to modify 
it. Mixing 0.14 mL of Polytetrafluoroethylene (PTFE), 3 mL 
of ethanol, and 2 mL of deionized water, a kind of slurry 
was formed, coated on the carbon fiber's two sides. Then, 
it dried at room temperature and was calcinated for 30 min 
at 360 °C [36].

Electro-Fenton Oxidation Process
The electro-Fenton oxidation process degraded phenolic 
pollutants in simulated wastewater. The simulated waste-
water was prepared with 150 ppm of phenol by adding 150 
mg to 1 L of distilled water. Sodium sulfate (Na2SO4) with 
a concentration of 0.05M was used as a supporting elec-
trolyte, and the pH of the solution was justified to 2–3 by 
0.1M of H2SO4. The two electrodes (anode and cathodes) 
were dipped into the electrolytic solution and connected to 
the DC power supply that applied a constant current den-
sity at 8 mA/cm2 up to 6 h at 35 °C and 200 rpm rotation 
speed. Compressed air was bubbled into the solution at a 
flow rate of 1 liter per minute using an electromagnetic air 
pump (ACO-001), externally added FeSO4·7H2O with a 
concentration of (0.4 mM). Finally, the samples were col-
lected during the electrolysis process, and the concentra-
tion of phenol was determined by measuring the chemical 
oxygen demand (COD) using a COD reactor (Lovibond® 
Water Testing, MD 200 COD, tube tests, Germany) (Eq. 5).

RESULTS AND DISCUSSION

Characterization of the Electrodes

XRD
XRD technique was used to find out the phase and struc-
ture of the prepared anode electrode in the range between 
0 and 80° of 2θ for electrodeposition of PbO2 on graphite 
at 65 °C, and the current density applied was 1.1 mA/cm2. 
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Figure 2a shows the XRD patterns of the original graphite 
anode electrode before the electrodeposition process, and 
Figure 2b shows the XRD patterns of PbO2 on the graphite 
anode electrode.

XRD pattern for graphite before the electrodeposition pro-
cess (Fig. 2a) showed that it is identical to the standard card 
and has a distinctive peak at 26 o of 2θ. After the deposition 
process, (Fig. 2b), the XRD peaks of orthorhombic PbO2 were 
assigned at 2θ values of 23.402° (1 1 0), 28.549° (1 1 1), 32.611° 
(0 0 2), 34.3193° (0 2 1), 36.1743° (2 0 0), 40.5751° (1 1 2), 
45.3306° (0 2 2), 47.6418° (2 2 0), 49.3314° (1 3 0), 50.7798° 
(2 2 1), 55.9957° (1 1 3) and 58.9747° (2 2 2) and these angels 
refer to the existence of the phase α-PbO2 as compared with 
the standard card JCPDS:75-2414 and literature [37].

Furthermore, there are peaks presented in XRD patterns 
for the prepared electrode indicated to the presence of β 
phases of PbO2 at 2θ values of 25.6413° (1 1 0), 32.0908° (0 
1 1), 52.0773° (2 2 0), 54.4201° (0 0 2), 60.6214° (1 1 2), and 
62.2500° (0 3 1), 66.6972° (0 2 2). XRD patterns clearly show 
the characteristic reflection of a mixture of α - and β phases 
of PbO2 compared with the standard card JCPDS:75-2414 

for α -PbO2 and JCPDS:75-2420 for β- PbO2 (standard 
cards of α -PbO2 and β- PbO2 shown in Figure 2b the red 
and blue line, respectively) [37, 38]. The average crystallite 
size of electrodepositing PbO2 on graphite was 27.05 nm, 
and the crystallinity was 80.02%.

The XRD pattern of the modified carbon fiber cathode 
electrode with graphene on its surface is shown in Figure 3. 
The pattern showed a sharp diffraction peak at 2θ values of 
26.99° (0 0 2), which was attributed to the crystalline gra-
phitic structure. There is a weaker sharp peak at 2θ values 
of 18.81°, which refers to PTFE as it is used in the modifi-
cation process.

XRF
The quantitative chemical composition of the electrodeposit 
PbO2 on the anode electrode surface was investigated by the 
XRF analytical technique, and the results were listed in Ta-
ble 1 as the weight percent of each component. Clearly, lead 
(Pb) (as oxide) had the highest weight percentage of 95.97%.

SEM
SEM images of the graphite plate coated with a layer of PbO2 
can be detected at two different magnifications (with differ-
ent scales) in Figure 4. PbO2 is coated on the graphite plate 
substrate uniformly and without cracking, mostly in clus-
ters and highly compressed structures that firmly adhere 
to the graphite electrode surface. The layer-coated graphite 

Figure 2. XRD pattern of graphite anode (a) original (b) modified by PbO2.

(a) (b)

Figure 3. XRD pattern for carbon fiber cathode after modifi-
cation with graphene.

Table 1. XRF elemental composition report of PbO2 deposit 
on graphite (normalized)

Symbol Element Conc., %

K2O Potassium 0.16

CaO Calcium 3.26

PbO Lead 95.97

ZrO2 Zirconium 0.22

Ta2O5 Tantalium 0.39

 Sum of concentration        100
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showed tiny rough crystals of PbO2 over the graphite plate. 
The crystals may have different growth rates. A more specif-
ic surface area can be obtained with the rough surface, lead-
ing to better interaction during the degradation of phenol 
and phenolic derivatives through the electrochemical reac-
tion. The even surface obtained after deposition supported 
the adherence between the electrodeposited layer and the 
graphite substrate. This results in agreement with previous 
researchers [2, 4, 39].

The morphology of graphene on carbon fiber cathode 
electrode was also detected by using SEM. The SEM mi-
crographs of the prepared cathode are shown in Figure 5. 

The graphene flakes were thin sheets, and all of them were 
arranged on the surface of carbon fiber.

Figure 6a, b presented the original and modified carbon fi-
ber, and the thickness of each felt in carbon fiber increases 
with modification. Carbon fiber has a smooth surface, and 
improvement with graphene made its surface rough, increas-
ing its surface and active sites. The graphene has formed a 
clear layer on the carbon fiber, and penetration of graphene 
between the carbon fiber threads can be noticed, which in-
creases the surface area, improves electrode performance, 
H2O2 production, and the chance of entering the reaction 
solution mixture between the carbon fiber threads [34].

Figure 4. SEM images of PbO2 deposit on graphite plate from an acidic electrolyte at 65 oC, 1.1 mA/cm2, and 200 rpm for 3 hours 
(a) 50 µm and (b)20 µm.

(a) (b)

Figure 5. SEM image of graphene on carbon fiber (a) 100 µm, and (b) 50 µm.

(a) (b)
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AFM
The surface topography was evaluated quantitatively to 
understand the surface texture and morphology. One of 
the techniques used to characterize nanoscale surface to-
pography is the AFM technique. This technique is better 
than other microscopic techniques because of its flexibili-
ty and facilities. AFM test made for PbO2 on graphite an-
ode electrode and graphene on carbon fiber cathode elec-
trode and amplitude parameters of the obtained graphite 
and carbon fiber after modification on their surfaces pre-
sented in (Table 2).

The graphite statistical summary for the electrodeposit 
PbO2 shows that the mean diameter was 449 nm, the mini-
mum diameter was 242 nm, and the maximum was 772 nm.

Contact Angel Measurement
The contact angles were utilized regularly to measure the 
hydrophilicity of carbon materials. The contact angle of 
carbon fiber before modification was 90.67° and became 
81.32° after modification with graphene, as shown in Figure 

7. These contact angle values evidenced that the hydropho-
bic property of carbon fiber decayed noticeably by modi-
fication with the graphene. A Droplet of water dispersed 
when it contacted the modified carbon fiber surface. One 
of the essential features that affect the electro-Fenton oxi-
dation process is the hydrophilicity of the cathode material. 
The cathode with the highest hydrophilicity provides help-
fulness to O2 diffusion and, accordingly, the highest H2O2 
production [40, 41].

Raman Spectrometer
Raman test is considered the most active, fast, and non-de-
structive technique used to describe the structure and 
quality of carbon material and identify defects and irreg-
ular structures [42, 43]. In the Raman technique, G-band 
and D-bands are characteristics of ordered and disordered 
materials, respectively [44]. The ratio of the intensity of the 
D-line and G-line was used to indicate the defects in the 
material [43, 45, 46].

A typical Raman spectrum for the origin carbon fiber is 
shown in Figure 8a, and for modified carbon fiber, it is 
shown in Figure 8b. D-band peak at about 1350 cm-1 indi-
cates the presence of significant defects. The D band was 
usually correlated to a series of defects, including bonding 
disorders and vacancies in graphene lattice [47]. G-band 
at about 1600 cm-1 peak corresponds to the graphitic car-
bon [48, 49].

The modified carbon fiber exhibited a clear D-band (as 
shown in Figure 8b, whereas the original carbon fiber did 
not have the D-band (there is a valley at about 1350 cm-1, 
not a peak), as shown in Figure 8a. The valley in this region 
indicates the absence of significant defects. D-band was re-
lated to the disorder and defect in the structure because of 
the disorderliness in the graphene sheets [49].

Figure 6. SEM image of carbon fiber (a) before modification with graphene and (b) after modification with graphene.

(a) (b)

Table 2. Amplitude parameters for PbO2 on graphite and 
graphene on carbon fiber

Amplitude parameters PbO2 on Graphene on  
 graphite carbon fiber

Roughness average (Sa), nm 100.3 32.86

Root mean square (Sq), nm 123.40 48.15

Surface skewness (Ssk) -0.097 2.219

Surface kurtosis (Sku) 2.558 10.901

Maximum peak height (sp), nm 377.8 401.6

Maximum pit height (sv), nm 379.6 97.86

Ten-point height (Sz), nm 757.4 499.5
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Defects and distortion were efficiently enhanced by modi-
fication of carbon fiber with graphene, which will improve 
the activity of oxidation-reduction reaction and provide 
more active sites and, thereby, H2O2 generation [50–54].

The intensity ratio of the D-band to G-band (ID/IG) ob-
tained from Raman spectra results after modification with 
graphene was about 0.314.

Anodic Polarization
The electrochemical performance of the PbO2 electrode was 
studied by linear sweep voltammetry in an acidic solution of 
0.1 M H2SO4 in the potential window of 0–3V versus SCE at 
a scan rate of 50 mV/s. The anodic linear sweep voltammo-
grams for phenol oxidation on graphite and PbO2 on graph-
ite anodes were shown in Figure 9. A higher anodic current 
was detected when utilizing the PbO2 anode electrode than 
the graphite anode electrode in the oxidation of phenol and 
its derivatives in simulated wastewater. A higher current of 
the PbO2 electrode, perhaps because of the electrodeposited 

layer of PbO2, improves the anode electrode's performance 
in the electro-Fenton oxidation technique. Consequently, 
PbO2 anode denotes a capable anode electrode material 
for wastewater treatment comprising phenolic compounds 
compared to graphite or carbon-based materials.

Cod Removal
Figure 10 shows the effect of using modified electrodes (an-
ode and cathodes) on the COD removal efficiency by the 
electro-Fenton oxidation process. Figure 10 shows that the 
COD removal after 6 h was 62.33% using unmodified elec-
trodes (anode and cathode). COD removal was 81.23% using 
a modified anode (PbO2 on graphite) and unmodified cath-
ode (carbon fiber) and 79.87% by using an unmodified an-
ode (graphite) and modified cathode (Graphene on carbon 
fiber). Using the two modified electrodes, the COD removal 
reached 94.02%. Oxidation efficiency using an unmodified 
anode electrode increased slightly after four hours of elec-
trolysis. Modified anode by deposition layer of PbO2 on it led 
to increase oxidation efficiency of organic pollutants.

Figure 7. Contact angle for carbon fiber cathode (a) before modification (b) after modification with graphene.

(a) (b)

Figure 8. A typical Raman spectrum of carbon fiber (a) before modification (b) after modification with graphene.

(a) (b)



Environ Res Tec, Vol. 7, Issue. 2, pp. 175–185, June 2024182

Oxidation efficiency was still increasing noticeably after 
four hours because the modified anode has high stability 
and resistance to corrosion. Also, the deposition of PbO2 on 
graphite gives an anode electrode with good electrochem-
ical oxidation of COD removal because it has high electri-
cal conductivity and increases the overpotential for oxygen 
evolution. PbO2 layer deposit increases the hydroxyl radi-
cal yield, decreases the energy consumption, and increases 
the current efficiency [30, 32, 55]. Modified cathode using 
graphene increases the COD removal efficiency because 
graphene has a high surface area and excellent conductiv-
ity. It leads to an increase in the electron transfer rate and 
thereby improves the production of (H2O2) from the reac-
tion of oxygen reduction that occurs on the cathode elec-
trode [34, 36, 47]. The generation of H2O2 controls the rate 
of Fenton reaction and the formation rate of homogeneous 
•OH in the medium [36, 56, 57].

Organic pollutants in real wastewater from one of the Iraqi 
refineries were also treated by using this cell sand elec-
tro-Fenton oxidation process at 8 mA/cm2 CD, 35 °C operat-
ing temperature, 0.4 mM of Fe2+ up to 6h. Figure 11 compares 
the COD removal results for simulated and real wastewater. 
It was evident from Figure 11 that the removal efficiency for 
simulated wastewater is higher than that of real wastewater 
and that, perhaps because of the formation of intermediate, 
many side reactions occur when treating real refinery waste-
water. Real wastewater contains different contaminants that 
might participate in unknown reactions or act as a catalyst 
to improve the unwanted reactions or increase the indirect 
electrochemical oxidation process because of existing highly 
dissolved salts that need higher current applied.

Using PbO2/Graphite and Graphene/Carbon Fiber as the 
anode and cathode, respectively, the electro-Fenton pro-
cess was applicable for treating simulated wastewater at 
the best conditions. After 6 hours of electrolysis, a 94.02% 
COD removal efficiency was possible by starting with an 
initial COD concentration of about 320 ppm. The current 
research results were encouraging and were in the same 

magnitude for removing organics pollutants and COD 
from wastewater of petroleum refineries compared to the 
results of removal using electro-Fenton [36, 40, 58] or Fen-
ton using heterogeneous catalysts [59–61].

CONCLUSION

A PbO2 on graphite anode electrode was prepared for COD 
removal from phenolic wastewater. Characterization of 
the prepared anode electrode showed a mixture of α and 
β phases of PbO2 with an average crystal size of 27.05 nm 
and an average particle size of 449 nm. Pb was the primary 
element in the electrodeposited material, with 95.97 weight 
%. (As oxide). Analysis of the morphology of the PbO2 film 
deposit on graphite showed that the particles were well 
crystallized to form a uniform surface. Carbon fiber was 
modified using graphene, and morphology analysis showed 
that the graphene flakes were thin sheets. All of them were 
arranged on the surface of carbon fiber with an average par-
ticle size of 322 nm. Contact angle measurement presents 
that it increases with modification from 81.32° to 90.67°, 

Figure 9. Anodic polarization curves (a) H2SO4 (0.1M)-PbO2 
anode (b) phenol (150 ppm) - H2SO4 (0.1M) - graphite anode 
(c) phenol (150 ppm) - H2SO4 (0.1M)-PbO2 anode.

Figure 10. Comparison of COD removal between modified 
and unmodified electrodes by the electro-Fenton oxidation 
process.

Figure 11. Comparison of COD removal between simulated 
and real wastewater by the electro-Fenton oxidation process.
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and that improves the oxidation-reduction reaction. Raman 
test showed that the (ID/IG) for the modified carbon fiber 
cathode was about 0.314, which enhanced the oxidation-re-
duction reaction. The mechanism of the electro-Fenton ox-
idation process depends on •OH generated from H2O2 de-
composition in the presence of Fe2+. COD removal reached 
94.02% using a modified anode and cathode at 8 mA/cm2 
and 0.4 mM of Fe2+ after 6 h of electrolysis at 35 °C.
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ABSTRACT

This study aims to comprehensively explore sustainability practices, guidelines, and emerging 
trends in the airline industry through an in-depth analysis of their sustainability reviews. A 
thorough bibliometric analysis of airline sustainability was conducted using the Scopus Data-
base. Additionally, employing text-mining techniques, a meticulous analysis focused on the 
sustainability reports of the leading 20 airlines compared to the subsequent 20, considered as 
followers, in the textual examination of sustainability reports. The results revealed thematic 
disparities between these two cohorts. The top 20 airlines prioritized significant concerns such 
as safety and other sustainability-related aspects like biodiversity. In contrast, follower com-
panies placed a higher emphasis on financial considerations. This analysis illuminates the pri-
mary focuses of airlines and the spectrum of sustainability-related issues. Moreover, offering 
valuable insights for both researchers and industry practitioners, this study presents a reposi-
tory of pertinent data related to sustainability practices in the aviation sector. Integrating text 
mining and bibliometric analysis emphasizes essential facets of airline sustainability, resulting 
in a comprehensive overview of the research landscape.

Cite this article as: Şapaloğlu İ. Text mining on sustainability reports of top 40 airlines and 
bibliometric analysis of airline's sustainability. Environ Res Tec 2024;7(2)186–193.

INTRODUCTION

In recent decades, sustainability has emerged as a critical 
concern for companies worldwide. Organizations now fo-
cus on sustainable solutions to utilize resources effectively 
and contribute to a more habitable world. Solutions prior-
itizing environmental protection have created new oppor-
tunities for gaining a competitive advantage through the 
efficient use of corporate assets [1].
The aviation industry, in particular, faces significant chal-
lenges in balancing operational requirements with environ-
mental stewardship. Airlines have responded to society's 
increasing demand for environmentally sensitive practices 
by incorporating sustainability into their operations, regu-

lations, and reporting methods. While the aviation industry 
offers the opportunity to explore the world, it also places 
a substantial demand on the world's resources. Passenger 
traffic, which stood at 34.4 million (domestic and interna-
tional) in 2003, reached 161 million by November 2022. 
Over the past decade, the aviation sector has witnessed an 
energy consumption increase of over 6% [2]. Currently, avi-
ation contributes to more than 2% of the world's greenhouse 
gas emissions, and in the European Union (EU), this pro-
portion is approximately 3% [3]. Aviation companies have 
heightened their interest in sustainability to avoid carbon 
taxes, reduce operational costs, and build a positive reputa-
tion. Consequently, they have shifted from merely publish-
ing annual financial reports to including "sustainability re-
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ports." Numerous studies in the literature demonstrate the 
relationship between sustainability reports and corporate 
reputation [4–8]. Analyzing sustainability reports, a crucial 
input for corporate reputation is also valuable in examining 
the current situation and concerns of the aviation industry.

This study comprises two main parts: the first involves re-
searching the subject through both bibliometric analysis 
and the Scopus database, and the second aims to discuss 
the findings by applying text mining to the sustainability 
reports published by the top 40 airline companies. The se-
lection of the top 40 is based on their awareness of the im-
portance of sustainability reporting and their status as flag 
carrier companies of different countries.

On the regulatory front, governments are pushing com-
panies towards greater environmental friendliness, ex-
emplified by initiatives such as the Emission Trading 
Scheme (ETS).

This research contributes to the body of knowledge by ex-
amining thematic variations between the sustainability re-
ports of the top 20 airlines and those of their competitors. 
The comparative analysis elucidates the unique priorities 
of these clusters and underscores thematic patterns in sus-
tainability reporting in the aviation industry. By employing 
text-mining techniques, the study provides a new perspec-
tive, offering a thorough understanding of the linguistic 
patterns and emphasized topics in sustainability reports. 
These reports play a crucial role in portraying airline com-
panies as environmentally friendly to their stakeholders. 
Consequently, this study aims to answer the following re-
search questions:

RQ1: What are the most emphasized topics in the sustain-
ability reports of airline companies?

RQ2: Are there thematic differences between the sustain-
ability reports of the top 20 and the followers?

RQ3: Are there similarities and/or differences in trends be-
tween the airline companies' sustainability reports and 
the literature?

The aviation industry's rapid growth poses challenges in 
striking a balance between environmental responsibility 
and operational needs. Grasping the thematic nuances be-
comes critical as airlines increasingly publish sustainability 
reports alongside financial reports. The need to understand 
airline priorities and concerns in the sustainability space 
is the driving force behind this study. Despite the growing 
importance of sustainability reporting, there are still few 
studies systematically comparing the sustainability reports 
of leading airlines. This research aims to fill this knowledge 
gap by providing a thorough analysis of thematic differenc-
es and commonalities, advancing both academic and prac-
tical knowledge in the field.

The study's data comprises information obtained from 
the Scopus database as well as reports published by vari-
ous companies. The presentation of the study results will 
commence alongside the methodology section in the 
third part.

Literature Review
The civil aviation sector has started to pay attention to its 
commitment to minimizing and lowering its environmen-
tal consequences as one of the major sources of energy use 
and carbon emissions [9]. Because of this attention, compa-
nies, society, governments, and regulators want the aviation 
industry to be more sustainable. One of the ways aviation 
companies prove that they are sustainable is through the 
reports they have published. The practice of non-financial 
reporting began in the 1970s with social disclosures, then 
expanded to include broader social and environmental 
reporting in the 1990s. After the turn of the millennium, 
these reports increasingly combined and came to be known 
as sustainability reports [10, 11]. Sustainability reports can 
be used in impression management to keep the company's 
credibility high and as a tool for actions being beneficial 
[12]. One of the methods used in the analysis of sustainabil-
ity reports is text mining. Text mining is the use of natural 
language processing and data mining together, it is a way of 
conducting research with the aim of processing and using 
all human-specific languages [13].
Seo and Itoh, [14] highlight the potential of text mining in 
analyzing passenger word-of-mouth to gain insight into the 
evolution of global airline alliance efforts. Similarly, Tian et 
al. [15] propose a new methodology that uses text mining and 
sentiment analysis to evaluate service quality in the airline in-
dustry, highlighting the potential to extract valuable insights 
from social media data. Additionally, Menezes et al. [16] ad-
vocate combining quantitative longitudinal data analysis with 
text mining and qualitative inferences from sustainability re-
ports to improve understanding and decision-making.
In addition to methodological considerations, it is also cru-
cial to understand the specific focus areas in sustainability 
reports. Moreover, Zhang [17] highlights the importance 
of comparative studies of sustainability reports in different 
regions, highlighting the attention paid by European and 
Asia-Pacific airlines to economic, social, and environmen-
tal issues. That study highlights the importance of consid-
ering regional differences and specific sustainability issues 
in the airline industry.
Additionally, the temporal aspect of sustainability reporting 
is also important. Yang et al. [18] found changing trends 
in corporate social responsibility reporting among the 
world's leading airlines, highlighting the dynamic nature 
of sustainability disclosures over time and across regions. 
Similarly, Paraschi (2022) [19] discusses the importance of 
sustainability reporting strategies, especially during crises 
such as the COVID-19 pandemic, and argues that invest-
ments in ESG (Environmental, Social and Governance) and 
sustainability practices can lead to sustainable profitability 
and market performance.
In the study of Kim and Kim [20] by analyzing sustainabil-
ity reports and newspaper articles with text mining, they 
determined that the concepts of ethical issues, sustainable 
production, quality, and customer roles are emphasized 
in the texts analyzed the most. Health and safety, human 
rights, lowering greenhouse gas emissions, conserving en-
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ergy/improving energy efficiency, and community invest-
ment are the four sectors that are most heavily focused 
in the research of Liew et al., [21] that is based on trends 
on sustainability via text mining. Modapothala and Issac, 
[22] demonstrated that environmental variables contribute 
much more to the explanation of the sustainability report 
based on the text mining results. Zhou et al., (2021) [23] 
by text mining on company sustainability reports, strive to 
identify themes and patterns in how container transport 
businesses disclose sustainability.

Aviation businesses are more likely to participate in such 
reporting if they are located in nations with solid structures 
of government and high ethical and ecological standards 
[24]. The impact of regulators, one of the stakeholders, on 
sustainability is apparent at this point.

MATERIALS AND METHODS

For the bibliometric analysis stage of the study, the pro-
cedures of qualitative content analysis were based on the 
Preferred Reporting Items for Systematic Review and Me-
ta-Analysis (PRISMA) flow chart. In the initial phase, 143 
papers were identified. After scrutinizing Step 2 and elimi-
nating three duplicate documents, I encountered a partially 
Chinese document in Step 3. Following this step, I exam-
ined the paper abstracts and excluded 12 papers that were 
either unrelated or loosely connected in Steps 4 and 5.

Text Mining application on the sustainability reports of the 
top 40 airways followed the below-stated sub-steps:

1. Tokenization: Individual words or terms from the pre-
processed text corpus were separated. To create a collec-
tion of tokens, the text has to be tokenized, or divided 
into its component parts [25].

2. Stop words removal: The tokenized corpus was rid of 
often-used stop words like "the," "is," and "and." It is fair 
to omit these terms from the analysis because they have 
little meaning. The stop words phase significantly im-
pacts the findings [26].

3. Calculation of term frequency: The tokenized corpus's 
term frequency was determined. In addition to provid-
ing insights into the major themes and issues featured 
in the sustainability reports, this stage assisted in iden-
tifying the terms that were used the most frequently 
[27] The most commonly used word groups were deter-
mined by looking at the co-occurrence levels of words 
and the high-frequency words visualized using the fre-
quency histogram and word cloud, as Eles et al. [28] and 
M.-J. Kim et al. [29] did. Researchers frequently apply 
frequency normalization because word frequency can 
strongly depend on document length [30]. One of the 
widely used term frequency normalization strategies is 
augmented normalized term frequency (ANTF) [31]. 
This method was first introduced by Croft [32], who 
described it as 0.5+0.5* tf/max tf, where tfmax is the 
greatest term 3 in a document and tf is the frequency at 
which a term appears in a text.

4. Topic modeling: Latent Dirichlet Allocation (LDA), a 
topic modeling technique, was used to identify latent 
subjects in the sustainability reports. Each document 
received a subject assignment by LDA, which also found 
keywords related to each topic. The reports' underlying 
theme structure was made clear by this examination 
[33]. For each document (among M), choose a Dirichlet 
distribution of K topics (θ*) based on parameters (α*). 
Then, for n = 1, . . . , N, choose:

-A topic zn from a multinomial distribution with parame-
ters (θi).
-A word wn from p(wn | zn, β), a multinomial distribution 
conditioned on zn, with parameters (β*). The joint proba-
bility of document w (consisting of N words), the set of N 
topics z, and the topic mixture θ is [34]:

I utilized R's "tm" package to facilitate document transfer 
and corpus construction. Widely acknowledged as a profi-
cient text mining tool, the "tm" package excels in handling 
corpora, preprocessing data, creating term-document ma-
trices, and more [35]. The textual data underwent a meticu-
lous cleansing process to yield relevant results. This involved 
the removal of punctuation marks, numerals, and excessive 
spaces between pages and paragraphs. Additionally, all let-
ters were converted to lowercase for uniformity. To further 
refine the dataset, stemming was applied to exclude terms 
with similar meanings, transforming them into their base 
forms. Lastly, common English stop words such as 'the' and 
'a' were excluded from the analysis.

RESULTS

Bibliometric Analysis
As explained in the Methodology section, the study con-
sists of bibliometric analysis and analysis of sustainability 
reports. In the first stage of the analysis, 143 documents, 
languages other than English, duplications, and those oth-
er than conference papers, articles, and book chapters were 
removed from the data set. As a result, 127 documents were 
used for analysis. 

Figure 1. Word cloud of 127 documents from scopus.



Environ Res Tec, Vol. 7, Issue. 2, pp. 186–193, June 2024 189

As seen in Figure 1, "environmental sustainability" seems to 
be more prominent in the studies in the context of sustain-
ability related to the aviation industry. On the other hand, it 
is observed that economic sustainability and human health 
and quality concerns are also emphasized.
According to the most relevant words in Figure 2, the word 
meaning is sustainable development. This especially shows 
the importance of SDGs even in terms of airways. There are 
positive reflections on the performance of the companies 
that act with the awareness of the SDGs [36, 37].

As has been pointed out in Figure 3 the thematic map 
had five clusters. When the results were considered, niche 
themes were fighter aircraft and alternative fuels. Emerging 
themes were gas turbines and NASA. The Basic (develop-
ing) themes were air transportation, sustainable develop-
ment, and aircraft. Motor (developed) themes although the 
boundaries are not exactly clear were air pollution, pollu-
tion, carbon emission, and carbon dioxide emissions.
As depicted in Table 1, illustrating the frequencies and 
country-specific distribution of documents within the top 

Figure 2. Most relevant words.

Figure 3. Thematic clustering of documents from the literature.
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40 airline lists, it is noteworthy that China, the Netherlands, 
and the USA emerge as prominent contributors, as evident 
in Table 2, where a substantial number of academic studies 
have been conducted. Additionally, the airlines from these 
countries hold positions within the Top 20 airline list. Top 
20 airlines list gathered from Skytrax website [38].

The next part of the study aims to answer the research ques-
tions by analyzing the companies' sustainability reports.

Text Mining on Sustainability Reports
The analysis at this stage compares the top 20 companies 
and the other 20 companies that are followers of them. To 
carry out the analysis in this section, it is necessary to pre-
pare the data first. In this context, the sustainability reports 
in the dataset, which are pdf, have been converted to text 
file format. The average word count of the 40 files examined 
in this section is 7302.154.

Companies in the top 40 in the research were divided into 
two clusters: top 20 and followers. In this way, it is aimed to 
reveal the thematic differences behind the success of the top 
20. It is aimed to compare these two clusters and to provide 
the opportunity to see a shortcoming of the following com-
panies. The varibles used in the analysis process are shown 
in Table 3. In the text files, many elements could not be an-
alyzed because these files were company reports. To get rid 
of all these, the cleaning processes mentioned in the 3rd part 
were carried out. 

Findings of Analysis of the Sustainability Reports
The analysis findings of the documents listed as 40 separate 
document IDs and divided into two clusters, the first 20 and 
the next 20, will be discussed in this section.

When Figure 4 is examined, it is possible to have an idea 
about the priorities of the top 20 companies. For example, 
while safety is the most important issue for the top 20 com-
panies, on the other hand, finances have emerged for the 
followers. It is not surprising that a concept like biodiversity 
is in the top 20 and not in the followers. This may show that 
these companies are aware that they cannot be sustainable 
by using only resources less.

When the bi-gram words in Table 4 are examined, it is seen 
that there ara distinctive differences between the top 20 and 
the followers in parallel with Figure 4. While the top 20 fo-
cus mainly on sustainability, the followers focus more on 
financial issues.

Drawing insights from the content and frequency of the 
text data, themes outlined in Table 5 came to the forefront. 
A few overarching observations emerge from this analysis: 

Topic 1 elucidates the intricate interplay among environmen-
tal responsibility, ethical conduct, security considerations, 
and the realm of business operations. The relationship be-
tween sustainability and employees, as well as monetary con-
cerns, is highlighted in Topic 2. The significance of data and 
reporting on air, carbon, and the environment is demonstrat-
ed in Topic 3. Topic 4 demonstrates how companies integrate 
their sustainability objectives with corporate responsibili-

Table 1. The list of the top 40 airways by country

Airways Country Airways Country

Id1 Qatar Id21 Finland

Id2 Singapore Id22 Bahrain

Id3 UAE Id23 Thailand

Id4 Japan Id24 USA

Id5 Australia Id25 Spain

Id6 Japan Id26 Ethiopia

Id7 Türkiye Id27 Thailand

Id8 France Id28 Greece

Id9 Korea Id29 Singapore

Id10 Switzerland Id30 New Zealand

Id11 Britain Id31 Indonesia

Id12 UAE Id32 Australia

Id13 China Id33 Korea

Id14 China Id34 Saudi Arabia

Id15 Germany Id35 USA

Id16 China Id36 Fiji

Id17 Netherlands/France Id37 Oman

Id18 Taiwan Id38 Kazakhstan

Id19 USA Id39 Canada

Id20 India Id40 Irland

Source: [38].

Table 2. Academic documents frequency by country

Academic documents on Scopus

Country Frequency

Usa 48

China 21

Italy 17

Germany 15

Netherlands 14

Spain 14

Malaysia 10

India 9

UK 9

France 8

Source: Scopus database.

Table 3. Variables of sustainability reports analysis

Variable  Definition

Txt files An independent document id spanning from 1 to 40

Text Text of the under-inquiry work

Cluster 1 Data of top 20 companies [1–20]

Cluster 2 Data of followers companies [21–40]
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ty and social responsibility. The effects of consolidation are 
highlighted in Topic 5, along with the relationship between 
business performance, security, and sustainability.

When evaluated together with the literature findings that 
were mentioned in bibliometric analysis, it is seen that com-
panies do not only refer to environmental and economic 
sustainability but also to social sustainability to emphasize 
that they are aware of their responsibilities towards society 
and their stakeholders.

Figure 2, which shows the most relevant words in the 
literature, is mentioned in the reports, although there is 

no term related to the employees or other social environ-
ment elements. In this context, in Figure 5, words such as 
human, community, employee, and training in the word 
cloud are prominent.

CONCLUSION

This study employs both bibliometric analyses from the 
literature and text-mining techniques on sustainability re-
ports from the top 40 airlines, providing a comprehensive 
examination. The robustness of the findings is strengthened 
by this dual approach, offering a thorough understanding 
of thematic differences. The integration of quantitative and 
qualitative methodologies contributes to the expansion and 
depth of knowledge within the field of airline sustainability.

Results obtained from the bibliometric analysis reveal a 
pronounced emphasis on environmental aspects in sus-
tainability studies within the aviation industry. Countries 
such as China, the Netherlands, India, and the USA emerge 
as key contributors to the academic discourse, featuring a 

Figure 4. Word/frequency graphs of the top 20 and next 20 companies' reports (left side top 20, right side followers).

Table 4. Bi-gram word frequencies of the top 20 and followers

Top 20  Followers

Safety standards 455 Financial statement 470

Climate change 349 Financial assets 390

Sustainable development 319 Aviation fuel 349

Carbon emission 312 Jet fuel 346

Fuel efficiency 310 Health safety 346

Waste management 306 Supply chain 341

Corporate governance 279 Fuel efficiency 339

Employee engagement 262 Carbon emission 320

Risk management 237 Cash flow 220

Environmental impact 192 Corporate governance 217

Table 5. Topic modeling analysis on airline sustainability 
reports (id1-id40)

Topic 1: statement, safety, operation, sustain, green

Topic 2: financial, flight, sustainable, operation, employees 

Topic 3: report, air, carbon, green, environment 

Topic 4: operation, sustainable, board, social, efficiency 

Topic 5: consolidation, operation, governance, safety, sustainable 

Figure 5. Word cloud of the sustainability reports [id1-id40].
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multitude of scientific inquiries, with their respective air-
lines prominently represented in the cohort of the top 40 
airlines. A meticulous nation-wise assessment of scientific 
document frequency underscores these trends.
The research findings hold significant implications for prac-
titioners and policymakers in the aviation industry. Airlines 
can refine their strategies to align with evolving sustainabil-
ity goals by thoroughly understanding the thematic prior-
ities highlighted in sustainability reports. Using these in-
sights, managers can enhance their reporting procedures 
and ensure that sustainability projects are communicated 
to stakeholders more comprehensively and effectively.
Additional insights were derived from text-mining analy-
sis of the sustainability reports of the top 20 airlines and 
their followers. The analysis reveals distinct themes in the 
reports of the top 20 airlines and those of the followers. 
Safety, environmental sustainability, and social responsi-
bility take precedence in the reports of the top 20 airlines, 
while followers place greater emphasis on financial consid-
erations. The reports of the top 20 airlines also feature terms 
like biodiversity more frequently, demonstrating their rec-
ognition of the importance of considering a broader range 
of sustainability issues. As discussed by Paraschi (2022) 
[19], sustainability reporting strategies and investments 
in ESG and sustainability practices can lead to sustainable 
profitability and market performance. Conversely, Yang et 
al. (2020) [18] state in their study that there are changing 
trends in sustainability reports or corporate social respon-
sibility reports, emphasizing the need for airline companies 
to adapt to maintain competitiveness. This study did not 
identify clear distinctions between the top 20 airlines and 
their followers regarding regional differences, as both clus-
ters include airlines from countries with both Western and 
Eastern cultures.
While this study provides valuable insights, it is essen-
tial to acknowledge its limitations. Firstly, the analysis is 
based on sustainability reports made available to the pub-
lic, which may or may not be comprehensive. Additionally, 
the study's focus on the top 40 airlines might overlook the 
diversity present in smaller or regional airlines. The qual-
ity and format of the reports may impact the efficacy of 
text-mining techniques, influencing the extent of the anal-
ysis. Furthermore, the study does not delve into regional 
differences in sustainability priorities, a potential avenue 
for further investigation.
Future studies may explore whether regional differences 
exist in reports based on the countries or regions where air-
line companies are located. Additionally, examining wheth-
er company structures or management types affect differen-
tiation in reports could be a valuable area for investigation.

DATA AVAILABILITY STATEMENT
The author confirm that the data that supports the findings 
of this study are available within the article. Raw data that 
support the finding of this study are available from the cor-
responding author, upon reasonable request.

CONFLICT OF INTEREST
The author declared no potential conflicts of interest with 
respect to the research, authorship, and/or publication of 
this article.

USE OF AI FOR WRITING ASSISTANCE
Not declared.

ETHICS
There are no ethical issues with the publication of this man-
uscript.

REFERENCES

[1] R. Wüstenhagen and M. Starik, “Sustainable Innova-
tion and Entrepreneurship Reducing permitting risks 
of large wind energy projects in Switzerland View 
project UNISG former research work View project,” 
Edward Elgar Publishing Limited, 2008. [CrossRef]

[2] A. Hadi-Vencheh, P. Wanke, A. Jamshidi, and Z. 
Chen, “Sustainability of Chinese airlines: A modi-
fied slack-based measure model for CO2 emissions,” 
in Expert Systems, Blackwell Publishing Ltd, 2020.

[3] M. Efthymiou, and A. Papatheodorou, “EU Emis-
sions Trading Scheme in aviation: Policy analysis 
and suggestions,” Journal of Cleaner Production, 
Vol. 237, Article 117734, 2019. [CrossRef]

[4] D. L. Brown, R. P. Guidry, and D. M. Patten, “Sus-
tainability reporting and perceptions of corporate 
reputation: An analysis using fortune,” in Sustain-
ability, environmental performance and disclosures, 
Emerald Group Publishing Limited, 2009. [CrossRef]

[5] Zimon, A. Arianpoor, and M. Salehi, “Sustainability 
reporting and corporate reputation: the moderating 
effect of CEO opportunistic behavior,” Sustainabili-
ty, Vol. 14(3), Article 1257, 2022. [CrossRef]

[6] Y. A. Abbas, W. Mehmood, Y. Y. Lazim, and A. 
Aman-Ullah, “Sustainability reporting and corpo-
rate reputation of Malaysian IPO companies,” En-
vironmental Science and Pollution Research, Vol. 
29(52), pp. 78726–78738, 2022. [CrossRef]

[7] M. D. Odriozola, and E. Baraibar‐Diez, “Is corporate 
reputation associated with quality of CSR reporting? 
Evidence from Spain,” Corporate Social Responsi-
bility and Environmental Management, Vol. 24(2), 
pp. 121–132, 2017. [CrossRef]

[8] D. L. Brown, R. P. Guidry, and D. M. Patten, “Sus-
tainability reporting and perceptions of corporate 
reputation: An analysis using fortune,” in Sustain-
ability, environmental performance and disclosures, 
Emerald Group Publishing Limited, 2009. [CrossRef]

[9] A. Hadi-Vencheh, P. Wanke, A. Jamshidi, and Z. Chen, 
“Sustainability of Chinese airlines: A modified slack-
based measure model for CO2 emissions,” Expert Sys-
tems, Vol. 37(3), Article e12302, 2020. [CrossRef]

[10] M. S. Fifka, “Corporate Responsibility Reporting 
and its Determinants in Comparative Perspective 
– a Review of the Empirical Literature and a Me-
ta-analysis,” Business Strategy and the Environment, 



Environ Res Tec, Vol. 7, Issue. 2, pp. 186–193, June 2024 193

Vol. 22(1), pp. 1–35, 2013. [CrossRef]
[11] M. Zieba, and E. Johansson, “Sustainability report-

ing in the airline industry: Current literature and 
future research avenues,” Transportation Research 
Part D: Transport and Environment, Vol. 102, Arti-
cle 103133, 2022. [CrossRef]

[12] P. Bansal, and G. Kistruck, “Seeing is (not) believing: 
Managing the impressions of the firm’s commitment 
to the natural environment,” Journal of Business 
Ethics, Vol. 67, pp. 165–180, 2006.

[13] T. Kaşikçi, and H. Gökçen, “Metin Madenciliği ile 
E-Ticaret Sitelerinin Belirlenmesi,” Bilişim Teknolo-
jileri Dergisi, Vol. 7(1), pp. 25–32, 2014.

[14] G.-H. Seo, and M. Itoh, “Perceptions of customers as 
sustained competitive advantages of global market-
ing airline alliances: A hybrid text mining approach,” 
Sustainability, Vol. 12(15), Article 6258, 2020.

[15] X. Tian, W. He, C. Tang, L. Li, H. Xu, and D. Selover, 
“A new approach of social media analytics to predict 
service quality: evidence from the airline industry,” 
Journal of Enterprise Information Management, 
Vol. 33(1), pp. 51–70, 2020. [CrossRef]

[16] L. M. de Menezes, A. B. Escrig-Tena, and J. C. 
Bou-Llusar, “Sustainability and Quality Manage-
ment: has EFQM fostered a Sustainability Orien-
tation that delivers to stakeholders?,” International 
Journal of Operations & Production Management, 
Vol. 42(13), pp. 155–184, 2022. [CrossRef]

[17] X. Zhang, “Communicating social responsibilities 
through CSR reports: Comparative study of top Eu-
ropean and Asia-Pacific airlines,” PLoS One, Vol. 
16(10), Article e0258687, 2021. [CrossRef]

[18] L. Yang, C. S. B. Ngai, and W. Lu, “Changing trends 
of corporate social responsibility reporting in the 
world-leading airlines,” PLoS One, Vol. 15(6), pp. 
e0234258, 2020. [CrossRef]

[19] E. P. Paraschi, “Why ESG Reporting is Particularly 
Important for the Airlines during the Covid-19 Pan-
demic,” Journal of Business and Management Stud-
ies, Vol. 4(3), pp. 63–67, 2022. [CrossRef]

[20] D. Kim, and S. Kim, “Sustainable supply chain based 
on news articles and sustainability reports: Text min-
ing with Leximancer and DICTION,” Sustainability 
(Switzerland), Vol. 9(6), Article 1008, 2017. [CrossRef]

[21] W. Te Liew, A. Adhitya, and R. Srinivasan, “Sus-
tainability trends in the process industries: A text 
mining-based analysis,” Computers in Industry, Vol. 
65(3), pp. 393–400, 2014. [CrossRef]

[22] J. R. Modapothala, and B. Issac, “Study of econom-
ic, environmental and social factors in sustainability 
reports using text mining and Bayesian analysis,” in 
2009 IEEE Symposium on Industrial Electronics & 
Applications, pp. 209–214, 2009. [CrossRef]

[23] Y. Zhou, X. Wang, and K. F. Yuen, “Sustainability 
disclosure for container shipping: A text-mining 
approach,” Transport Policy (Oxford), Vol. 110, pp. 
465–477, 2021.

[24] M. Kılıç, A. Uyar, and A. S. Karaman, “What im-
pacts sustainability reporting in the global aviation 

industry? An institutional perspective,” Transport 
Policy (Oxford), Vol. 79, pp. 54–65, 2019. [CrossRef]

[25] S. Vijayarani, and R. Janani, “Text mining: open 
source tokenization tools-an analysis,” Advanced 
Computational Intelligence: An International Jour-
nal, Vol. 3(1), pp. 37–47, 2016. [CrossRef]

[26] D. Munková, M. Munk, and M. Vozár, “Data 
pre-processing evaluation for text mining: transac-
tion/sequence model,” Procedia Computer Science, 
Vol. 18, pp. 1198–1207, 2013. [CrossRef]

[27] A. Correia, M. F. Teodoro, and V. Lobo, “Statistical 
methods for word association in text mining,” Re-
cent Studies on Risk Analysis and Statistical Model-
ing, Springer, pp. 375–384, 2018. [CrossRef]

[28] P. T. Eles, B. Pennell, and M. Richter, “Assessing 
NATO policy alignment through text analysis: An 
initial study,” in 2016 International Conference on 
Military Communications and Information Systems 
(ICMCIS), IEEE, 2016, pp. 1–7. [CrossRef]

[29] M.-J. Kim, K. Ohk, and C.-S. Moon, “Trend analy-
sis by using text mining of journal articles regard-
ing consumer policy,” New Physics: Sae Mulli, Vol. 
67(5), pp. 555–561, 2017. [CrossRef]

[30] V. Lertnattee and T. Theeramunkong, “Effect of term 
distributions on centroid-based text categorization,” 
Information Science (NY), Vol. 158, pp. 89–115, 
2004. [CrossRef]

[31] J. Gadge, S. Sane, and H. B. Kekre, “N-layer approach 
to web information retrieval,” International Journal 
of Applied Information Systems, Vol. 5, pp. 45–49, 
2013. [CrossRef]

[32] W. B. Croft, “Document Retrieval system,” Informa-
tion Technology, Vol. 2, pp. 1–21, 1983.

[33] E. S. Negara, D. Triadi, and R. Andryani, “Topic 
modeling twitter data with latent Dirichlet alloca-
tion method,” in 2019 International Conference on 
Electrical Engineering and Computer Science (ICE-
COS), IEEE, 2019, pp. 386–390. [CrossRef]

[34] Y. Haralambous, “Text mining methods applied to 
mathematical texts,” 2012. Accessed on Jun 11, 2023. 
https://hal.science/hal-01864536

[35] I. Feinerer, K. Hornik, and D. Meyer, “Text mining 
infrastructure in R,” The Journal of Statistical Soft-
ware, Vol. 25(5), pp. 1–54, 2008. [CrossRef]

[36] P. A. Khan, S. K. Johl, and S. Akhtar, “Firm sustain-
able development goals and firm financial perfor-
mance through the lens of green innovation prac-
tices and reporting: a proactive approach,” Journal 
of Risk and Financial Management, Vol. 14(12), Ar-
ticle 605, 2021. [CrossRef]

[37] D. L. Ramos, S. Chen, A. Rabeeu, and A. B. Abdul 
Rahim, “Does SDG Coverage Influence Firm Per-
formance?,” Sustainability, Vol. 14(9), Article 4870, 
2022. [CrossRef]

[38] World Airline Awards, “World’s Top 100 Airlines 
2022 | SKYTRAX.” Accessed on Jun 11, 2023. 
https://www.worldairlineawards.com/worlds-top-
100-airlines-2022/



Smart environmental drone utilization for monitoring urban air quality

Environ Res Tec, Vol. 7, Issue. 2, pp. 194–200, June 2024

Environmental Research and Technology
https://ert.yildiz.edu.tr - https://dergipark.org.tr/tr/pub/ert

DOI: https://10.35208/ert.1369716

Research Article

Yeliz DURGUN*1 , Mahmut DURGUN2

1Turhal Vocational School, Tokat Gaziosmanpaşa University, Tokat, Türkiye 
2Faculty of Turhal Applied Sciences, Tokat Gaziosmanpaşa University, Tokat, Türkiye

*Corresponding author.
*E-mail address: yeliz.durgun@gop.edu.tr

ARTICLE INFO

Article history
Received: 01 October 2023
Revised: 24 October 2023
Accepted: 14 February 2024

Key words:
Air pollution measurement; 
Environmental drone; Urban air 
quality; Real time measurement

ABSTRACT

Urban air quality has significant and far-reaching impacts on both human health and the 
broader environment. Pollutants like particulate matter (PM2.5 and PM10), for instance, are 
associated with a range of health issues including respiratory conditions, asthma, heart dis-
eases, and even contribute to low birth weight in newborns. These health implications extend 
to larger environmental concerns such as air pollution, greenhouse gas emissions, and global 
climate change. Recognizing the urgent need for effective and dynamic air quality monitoring 
solutions, this paper explores the use of smart environmental drones as a promising approach. 
Our drone is equipped with a state-of-the-art, low-cost particulate matter sensor that can ac-
curately measure PM2.5 and PM10 concentrations. Operating at a flight speed of 10 m/s and 
capable of covering a range of 5 km, the drone executes a pre-programmed flight plan to au-
tonomously map pollution levels across urban areas. With a 95% accuracy rate in sensor read-
ings, our model significantly minimizes potential errors commonly associated with traditional 
air quality monitoring methods. Furthermore, it simplifies maintenance procedures, reducing 
both time and financial costs. By employing drone technology in this innovative manner, our 
model offers a cost-effective, reliable, and dynamic solution for monitoring urban air quali-
ty. It provides real-time, actionable pollution indices that can inform public health decisions, 
regulatory policies, and community awareness, thereby contributing to the broader goal of 
improving air quality and public health.

Cite this article as: Yeliz Durgun, Mahmut Durgun. Smart environmental drone utilization 
for monitoring urban air quality. Environ Res Tec 2024;7(2)194–200.

INTRODUCTION

In recent years, the increasing industrial activities in the 
world and in our country, as well as the rapid population 
growth in cities, have become the main source of environ-
mental problems [1]. The fact that environmental problems 
not only affect the areas where they occur, but also the entire 
world, has become a significant factor in the universalization 
of environmental awareness and approach [2]. Air pollution 
refers to the increase of pollutants such as dust, smoke, gas, 
odor, and non-pure water vapor that can negatively affect 
human and animal health and cause financial damages [3, 4].

The emissions that cause air pollution are produced as a 
result of natural events and necessary activities, and when 
they are released at high levels, they negatively impact the 
environment and human health [5]. These activities in-
clude burning industrial waste, conducting industrial and 
commercial activities, energy production, transportation, 
and agriculture [6]. The emissions may contain harmful 
substances such as carbon dioxide, nitrogen oxides, sulfur 
dioxide, particulate matter, and sulfur dioxide [7]. Addi-
tionally, particulate matter of different sizes (PM10, PM2.5) 
is released into the atmosphere [8]. When these substances 
are present in the air at high levels, they negatively impact 
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the environment and human health [9–11]. Carbon dioxide 
can cause consequences such as acceleration of the global 
climate change process, rising sea levels, changing climate 
conditions, and increasing natural disasters [12]. Nitrogen 
oxides and sulfur dioxide are one of the causes of air pol-
lution and can lead to respiratory problems, asthma, heart 
diseases, and other human health problems [13]. Particu-
late matter can increase the risk of lung and heart diseas-
es [14–16]. Therefore, monitoring and reducing emissions 
that cause air pollution is important to protect human 
health and the environment [17]. 
World Health Organization (WHO), affiliated with the 
United Nations, has established air quality standards with 
the aim of protecting human health and the sustainabili-
ty of the environment [7]. To this end, certain restrictions 
have been imposed on the emission of gases and particulate 
matter. These standards encourage efforts towards a cleaner 
and healthier air quality by limiting the emission of sub-
stances that pose a potential danger to human health and 
the environment. In Türkiye, the Ministry of Environment 
and Urbanization (MOEU) continuously monitors air qual-
ity at stations established at predetermined points through-
out the country, under the control of the Ministry [18]. The 
purpose of these measurements is three-fold: firstly, to pro-
vide information about the general condition and pollution 
level of the city’s air quality in a comprehensible manner; 
secondly, to increase awareness of health problems caused 
by increased air pollution levels; and thirdly, to create a dy-
namic ranking system based on air pollution levels in cities 
and towns with measuring stations. The air quality is deter-
mined by measuring the pollutants present in the environ-
ment through the National Air Quality Monitoring Stations 
(NAQMS) system [19]. 
According to the Air Quality Assessment and Management 
Regulation in Türkiye, limit values for certain pollutants 
have been determined and it is aimed to reach the European 
Union limit values for decreasing pollutant emissions grad-
ually by the specified dates [20]. To prevent people from 
being negatively affected by air pollution, it is necessary to 
measure the pollution level as soon as possible and take ac-
tion. For this reason, in 2007, the Tokat Central Air Quality 
Monitoring (AQM) station was established, followed by the 
Tokat Square, Erbaa, and Turhal Air Quality Monitoring 
(AQM) stations in 2015. 
Recent advancements in technology have opened up inno-
vative avenues for air quality monitoring. For instance, one 
study employed Smart Drones designed to monitor 9 differ-
ent pollutants in metropolitan cities, using a deep learning 
model, the Bi-GRU network, for real-time data analysis, 
yielding high accuracy rates in various urban settings [21]. 
Another research integrated microcontrollers like Arduino 
Nano and ESP32 with various sensors to measure air qual-
ity parameters such as CO, NO2, O3, and PM, employing 
both standalone devices and drone technology for real-time 
monitoring through an application called Blynk App [22].
Similarly, research has been conducted to counter the ab-
sence of national regulations and expensive monitoring 

networks by developing a smart multi-sensor system us-
ing unmanned aerial vehicles and LoRa communication 
[23]. Another study from Dhaka, Bangladesh, used an 
unmanned aerial vehicle built on a DJI F450 frame with 
various sensors to monitor air quality both indoor and 
outdoor, focusing on areas with more industries and con-
struction sites [24].

There are also systems designed for monitoring hard-to-
reach areas using Arduino Uno and NodeMcu microcon-
trollers, which not only provide real-time monitoring but 
also allow data logging to a remote server [25]. Further-
more, the growing availability of small drones equipped 
with advanced sensing technology has expanded the 
scope for environmental applications, including the map-
ping of pollutant distributions and monitoring of green-
house gases [26].

The versatility of drone technology has been further ex-
tended through various innovative approaches. One project 
focused on a combined deployment of ground robots and 
drones equipped with sharp-branded dust sensors for in-
door air quality monitoring, aiming to create a 3D air pollu-
tion map of the targeted area [27]. Another study presented 
an autonomous multi-rotor aerial platform capable of re-
al-time air quality monitoring across large cities, offering 
high spatial resolution at a relatively low cost [28].

The evolution of drone technology has expanded beyond 
its original military applications. Now integrated with 
IoT and machine learning, drones serve diverse functions 
ranging from traffic management to pollution monitoring. 
They have become vital tools in the development and sus-
tenance of smart cities, contributing significantly to vari-
ous stages such as operation, citizen engagement, and data 
collection [29].

In this study, a low-cost drone system was developed to 
measure and evaluate the pollution levels in Tokat province, 
Turhal district by using drones that can measure from dif-
ferent points in the city as an alternative to the Turhal Air 
Quality Monitoring (AQM) station in the city. In this study, 
a low-cost drone system was created to monitor and de-
tect environmental air pollution in Turhal district of Tokat 
province. The drones are designed for environmental data 
monitoring and long-term analysis in the city, with the aim 
of obtaining detailed information about the air quality in 
the area. The data obtained from the drone measurements 
is compared to the data obtained from the fixed AQM sta-
tion, and the results show that the drone system is capable 
of providing accurate and reliable air quality data.

Air Quality Index (AQI) is an index used to report daily air 
quality. It provides information on how clean or polluted 
the air in our region is and what type of health effects may 
result. The AQI also determines the levels of different air 
quality levels and their general effects on public health, as 
well as the steps to be taken when levels become unhealthy. 
The National Air Quality Index is based on the EPA Air 
Quality Index and adjusted to our national regulations and 
limit values. The AQI is calculated for 5 main pollutants: 
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particulate matter (PM10), carbon monoxide (CO), sulfur 
dioxide (SO2), nitrogen dioxide (NO2), and ozone (O3). The 
AQI consists of 6 categories ranging from 1 (Good) to 6 
(Hazardous). There is no mathematical calculation, only 
classification. The value for the highest pollutant deter-
mines the AQI value. Table 1 shows the National Air Qual-
ity Index Values determined for Türkiye [30]. 

MATERIALS AND METHODS

Design of Environmental Drone System
A drone sensor system has been designed to collect air 
quality information in the city. The system consists of a dust 
sensor DSM501A and ESP8266 dust measurement module, 
LTE modem, and drone. The dust sensor and ESP8266 are 
placed on top of the drone, while the LTE modem is placed 
beneath the drone.

Dust Measurement Component
The proposed module includes a dust detection sensor 
and a microcontroller capable of wireless communication. 
This unit is capable of detecting levels of dust and partic-
ulate matter in the air. The particulate matter (PM) level 
measurement is obtained as the ratio of the Low Pulse Oc-
cupancy time (LPO time) to a specific time unit. The LPO 
time itself is proportional to the detected particulate matter 
concentration levels (DIY Projects, 2017). A fan mounted 
on top of the sensor draws air and passes it over the sensor 
to obtain readings. The DSM501a operates by sending a low 
pulse for a constant time of 30 seconds, which is what we 
need to measure. Then, the total of low pulses is divided by 
a constant time period to calculate the value. The PM1.0 
and PM2.5 measurements are carried out through PWM 
lines on the microcontroller. For the microcontroller, Wi-
Fi unit, and IoT connector, we chose NodeMCU, which is 
an open-source IoT platform equipped with an ESP8266 
Wi-Fi SoC produced by Espressif Systems and hardware of 
the ESP-12 module (Espressif Systems, 2018). The ESP8266 
relies on system design on the chip, with a 32-bit micropro-
cessor operating at 80 MHz and equipped with 4 MB flash 
memory from Tensilica L106. In addition to having many 
GPIO pins, the ESP8266 has Wi-Fi functions and features 
that are compatible with the standard IEEE 802.11 b/g/n 
Wi-Fi protocol and support the TCP/IP stack.

LTE Modem
In this study, the Huawei E5573S LTE modem was used. 
This modem also operates as a wireless router. It provides 
NodemMCU Wifi wireless connection through its func-
tioning as a WiFi access point. It has an internal battery. 
The modem is mounted under the drone.

Drone
In this study, a four-rotor unmanned aerial vehicle (UAV) 
was selected as the test platform. The main structure is 
made of high-strength and lightweight carbon fiber with a 
weight of 108 g and a frame diameter of 235 mm. The UAV 
is equipped with four 2306 brushless motors, each with 
three-blade propellers. The speed parameter of the motors 
is 2750 kV, indicating the increase in speed with each volt-
age increase. A single motor has a full-load voltage of 977 
g and a kinetic energy conversion efficiency of 3.372 g/w. 
The UAV uses a STM32 microcontroller unit (MCU) as the 
controller and the main auxiliary sensors include an optical 
flow sensor, a laser range sensor, a gyroscope (Gyr), and an 
accelerometer (Acc) sensor.

Communication Protocol
In this work, Message Queuing Telemetry Transfer 
(MQTT), a lightweight publish/subscribe messaging proto-
col that is an ISO standard (ISO/IEC PRF 20922) and one of 
the popular protocols for Internet of Things (IoT) concept, 
was used for data transfer to the server. MQTT is useful 
for devices with limited resources, such as NodeMCU. The 
MQTT protocol is based on the pub/sub principle of mes-
sage publishing and subscribing. In this work, the sensor 
operation is ensured by subscribing to a topic to receive 
messages, and the sensor’s readings are sent to a specified 
topic by publishing.

Cloud Service
In the study, the Ubuntu Server software was installed on a 
Fujitsu Siemens S7 workstation. Remote access was provid-
ed with approximately 100 Mbit network access and a static 
IP address. Cloud service is provided using Ubuntu Server 
and Docker. Ubuntu Server is a Linux distribution regularly 
used as a powerful and flexible operating system. Docker is 
a platform that allows applications and data to be distribut-
ed and managed in a container-based manner. When used 
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together, they can be used to distribute, manage, and scale 
the resources required for creating a cloud service, such as 
server and storage space. The MYSQL database was installed 
as a container for data storage, the Apache web server for 
web interface, and the Eclipse Broker for MQTT messaging.

Cloud-Based Applications
In order to create graphical visualizations on the server, a 
software based on PHP, HTML and Javascript has been de-
veloped. This interface allows the data on the cloud to be 
displayed through wireless internet connections. This en-
ables all of the data collected by the sensors from the des-
ignated points to be reflected in a format that can be easily 
understood by end-users. It assists in monitoring historical 
data and mapping it.

RESULTS

In the study, a sequential testing strategy was used to de-
termine the PM1.0 and PM2.5 concentration at different 
locations. For each minute, fifteen different slices were 
created, each lasting 4 seconds. A reading is made for each 

slice with a 4-second sampling time, and an average is taken 
after each reading. At the end of the minute, the average of 
all the values is sent to the cloud database using publish, so 
that the values are stored in the server database for visual-
ization and analysis purposes. In this way, PM values on the 
drone are always stored in the cloud server database and 
can be easily accessible. The database ensures that the PM 
values are continuously and up-to-date stored and can be 
accessed whenever needed. This process guarantees a safe 
and direct data transfer from the PM sensor on the drone 
to the MySQL database in the cloud server.

An experiment was conducted using drones in three dif-
ferent areas within the Turhal district of Tokat from noon 
12:00 to 14:00 on January 12th, 2023. The algorithms using 
Figure 1 were utilized in the experiment. Task 1 was select-
ed as an agricultural area, Task 2 as an industrial area in the 
industrial area, and Task 3 as an area within the university 
campus. The data was collected every minute and mapping 
was performed based on the measured values.
The line graph showing PM values measured from differ-
ent locations using drone provides more information and 
can be interpreted about air quality (Fig. 2). Trend Analysis: 

Figure 1. System overview of environmental drone measurement.
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Using the line graph, it is possible to see the trend of PM 
values (increase or decrease) within a certain time period. 
These trends indicate the change in air quality at a certain 
point. For example, an increase trend of PM values at a cer-
tain point shows that the air quality has declined. Compar-
isons: The line graph allows for comparison of PM values at 
different locations. This shows how different the air quality 
is at certain points and gives more ideas about air quality 
at specific locations. Time-of- Day Analysis: Using the line 

graph, it is possible to see the change of PM values within 
a certain time period with respect to time. This change in-
dicates the daily change in air quality at a certain point. For 
example, if it is seen that PM values are low at the beginning 
of the day but show an increase throughout the day at a cer-
tain point, it can be understood that the air quality at that 
point can deteriorate during the day. These features enable 
the interpretation and gaining of more information about 
air quality using the line graph of PM values.

Figure 2. PM2.5 and PM1.0 as measured by proposed pollution measurement kit in real time.

Figure 3. Heat map according to air pollution values.
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The display of Particulate Matter (PM) values on the Figure 
3 as a temperature map provides the following advantages: 
Visualization: When PM values are presented in a visu-
al form such as a temperature map, it becomes possible to 
understand and easily evaluate the values. The colors on the 
temperature map indicate the high or low levels of PM con-
centration in certain regions. Thus, a more rapid and under-
standable idea about air quality can be gained. Geographical 
Context: Showing PM concentrations on a map allows you to 
see how high or low these values are in certain regions. This 
provides more information about the air quality in certain 
regions. For example, when high PM concentrations are seen 
in a certain region, it can be understood that the air quality 
in that region is poor. Real-Time Data: The temperature map 
displayed on the map is updated continuously with PM val-
ues measured by a drone, so it always provides the latest and 
real-time data. This allows you to gain an idea about air qual-
ity more quickly and accurately. Decision Making: Obtaining 
more information about PM concentrations enables you to 
make more informed decisions about air quality and take the 
necessary measures to improve it. For example, if high PM 
concentrations are seen in a certain region, necessary mea-
sures can be taken to improve the air quality in that region. 
These features demonstrate the advantages of displaying PM 
values as a temperature map on an online map.

In this study, air quality measurements were conducted at 
predetermined intervals and locations using drones. Upon 
reaching a designated point for measurement, the drone ex-
ecuted a safe landing to carry out the readings for that spe-
cific location. The focus of this approach primarily leverag-
es the advantages of drone technology. Instead of setting up 
multiple stationary measurement stations, we have utilized 
a single drone to collect data from different areas. This strat-
egy significantly reduces costs associated with station setup, 
maintenance, and other logistical concerns. Particularly, 
the use of drones enables quicker and more efficient local 
air quality measurements, thus expanding our capability to 
monitor air quality across a broader geographical area.

CONCLUSIONS AND FUTURE WORK

Our article proposes an open platform architecture consist-
ing of a drone-supported particulate measurement system 
capable of conducting measurements from various points 
through an interface. The study particularly leverages the 
technological advantages of using drones for air quali-
ty measurements. Upon reaching a specific measurement 
point, the drone executes a safe landing to collect readings, 
thus ensuring accurate and localized data capture. This ap-
proach significantly minimizes the logistical and financial 
burdens typically associated with setting up multiple sta-
tionary measurement stations.

The line graph of PM values measured from different points 
by the drone not only provides a more comprehensive under-
standing of air quality but also allows for techniques such as 
trend analysis, comparisons, and time-of-day analysis. These 
techniques visualize changes in air quality over time and 

space, thereby helping us understand the state of air quality 
at specific locations. Additionally, displaying PM values as a 
temperature map on an online platform offers another lay-
er of understanding, elucidating the interaction between air 
quality and temperature and its effects on the former.

For future work, further development of this drone-based 
technology and the collection of more extensive data will 
refine our results and deepen our understanding of air 
quality variables. Moreover, incorporating other environ-
mental factors such as humidity and wind speed into the 
analysis alongside PM values and temperature maps will 
enable a more holistic understanding of air quality deter-
minants and facilitate the development of more effective 
preservation strategies.
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ABSTRACT

Natural organic substances (NOM) found in drinking water are a major contributor to disin-
fection by-product formation and are potentially toxic to humans. Conventional water treat-
ment techniques may not always effectively treat NOMs. Therefore, an advanced treatment 
method such as adsorption can be inexpensive, simple and efficient. The selected adsorbent's 
and the NOMs properties both affect the removal effectiveness of the adsorption method. 
Activated carbon (AC), which is widely used in real-scale water treatment plants, has been 
modified and used in recent years in order to oxidize the porous carbon surface, raise its acidic 
qualities, eliminate mineral components, and enhance the surface's hydrophilic qualities. In 
this research, AC was modified with nitric acid (M-PAC) and NOM removal was investigated. 
In addition, it is discussed how the modification with nitric acid changes the adsorbent struc-
ture and chemistry. A morphology with smooth and irregular voids was observed as a result of 
nitric acid modification of the original AC by scanning electron microscopy (SEM) analysis. 
The particle size increased from 387.65 nm to 502.07 nm for the M-PAC adsorbent. The fouri-
er transform infrared spec trophotometer (FTIR) spectrum indicates that structures connected 
to aromatic rings get formed in the M-PAC adsorbent as a result of the modification. The high-
est NOM removal for the original powdered activated carbon (PAC), 47%, was observed at 36 
hours of contact time. On the other hand, M-PAC adsorbent achieved 40% NOM removal at 
contact times of 72 hours and above. It was concluded that the pseudo-second order kinetic 
model better represented NOM adsorption for both adsorbents.

Cite this article as: Aykut Şenel B, Ateş N, Kaplan Bekaroğlu ŞŞ. Evaluation of characteri-
zation and adsorption kinetics of natural organic matter onto nitric acid modified activated 
carbon. Environ Res Tec 2024;7(2)201–211.

INTRODUCTION

Over the last two decades, increased natural organic mat-
ter (NOM) concentration because of global warming, soil 
erosion, heavy rains [1, 2] and water pollution [3], poses 
challenges for water treatment plants in terms of opera-
tional optimization and proper process control [4, 5]. In 
addition to the increase in the amount of NOM in drink-
ing water, changes in its quality (for example UV, SUVA) 

also have a substantial effect on how water treatment sys-
tems function [6]. Furthermore, the interaction of NOM 
with chlorine-based disinfectants leads to the formation 
of disinfection by-product (DBPs) in drinking water [7]. 
Chronic exposure to these DBPs for example, trihalo-
methanes (THMs) and haloacetic acids (HAAs) in drink-
ing water through eating, inhalation, and skin contact can 
result in mutagenic and carcinogenic adverse health con-
sequences [5, 8].
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The most effective method for reducing and controlling 
DBPs formation is to remove precursors (such as NOM) 
prior to disinfection. Kristiana et al. [9] study is a good 
example of this situation. According to the study, adding 
powdered activated carbon (PAC) to the coagulation pro-
cess increased NOM removal efficiency by 70% and signifi-
cantly decreased the generation of DBPs (80–95%). Simi-
larly, Álvarez-Uriarte et al. [10] observed that the addition 
of 50 mg/L PAC resulted in a reduction in coagulant dose 
and increased removal of high molecular weight fractions 
of NOM. This confirmed that the THM formation poten-
tial increases the removal tendency. On the other hand, Jo-
seph et al. [11] achieved a similar NOM removal efficiency 
(71.2%) using only commercially activated carbon.

NOMs are commonly removed from drinking water using 
a variety of treatment techniques, including adsorption, 
electrochemical treatment, membrane filtration, oxidation, 
biochemical treatment, coagulation, and flocculation [12]. 
Owing to its advantages, including high efficiency, the ab-
sence of toxic byproducts, practicability, and affordability, 
the adsorption method is widely regarded as one of the 
most effective water treatment technologies for NOM re-
moval [13, 14]. It is used in the appropriate dosages before, 
during, and after coagulation to remove NOM more effec-
tively, particularly during the adsorption process utilizing 
PAC. The drawback of PAC is the potential for carbon leak-
age into treated water [15].

Worldwide, studies has concentrated on many methods of 
modification to improve the important characteristics of 
AC, including surface chemistry, surface area, and mor-
phological characteristics. Particularly in modification re-
search, the factors impacting AC's properties and the im-
pact of modifying agents on the morphological/adsorptive 
properties of the adsorbent are discussed [16]. It consists 
of three main categories of chemical, physical, and biologi-
cal AC modification procedures and is further divided into 
subcategories according on the methods applied to change 
the surfaces [17, 18]. The porous surface of the AC is mod-
ified using an acidic process to boost its acidic properties, 
remove rid of undesired minerals, and make it more hy-
drophilic [19]. Nitric and sulfuric acids are the most often 
employed acids for this modification. There are more acidic 
functional groups and structures with –N–O– linkages and 
various oxygen groups formed on the surface of activated 
carbon due to nitric acid (HNO3) modification [20].

Modification with nitric acid increases and/or decreases the 
pore volume and surface area and increases the amount of 
carbonyl, carboxyl, phenolic and lactone groups that give 
acid character to the surface. The modification of activated 
carbon with nitric acid resulted in the occurrence of func-
tional groups with high amounts of accessible oxygen on 
the adsorbent surface, as observed by Gökçe and Aktaş [21] 
and Valentin-Reyes et al. [22]. Similar to this, Li et al. [23] 
observed that following modification, groups like carboxyl 
and lactone increase the oxygen-containing groups on the 
AC surface while also increasing the surface's hydrophilic-
ity. Numerous investigations have found that nitric acid 

oxidation has a positive effect on the micro and mesopore 
volume. Nitric acid modification, according to Su et al. [24], 
increased the maximum surface area by 15%, which had a 
substantial impact on micropore formation and enhanced 
the adsorption area for the required pollutant removal. Our 
previous studies showed that the total pore volume of pow-
dered activated carbon modified with nitric acid increased 
significantly from 0.22 cm3/g to 0.76 cm3/g [25]. On the 
other hand, in a different study, nitric acid modification of 
AC resulted in a major reduction in total surface area (from 
13% to 25%), a slight increase in mesopore volume, some 
expansion of average pore size, and a slight increase in ad-
sorption capacity [26].

The modification method using acids like nitric acid and 
sulfuric acid had favorable impacts by enhancing the ad-
sorption capacity in the adsorption of organic pollutants 
like NOM. Yang and Fox [27] as a consequence of modifica-
tion with nitric acid, isotherm data showed that the adsorp-
tion capacity of humic acid increased from 30 mg/g to 45 
mg/g compared to unmodified PAC. It was also stated that 
the acid-modified carbon adsorption fits the pseudo-sec-
ond-order model. However, only a small number of studies 
have taken into account the adsorption of organic matter 
and its compounds using AC modified with nitric acid. The 
use of nitric acid modified AC is frequently encountered in 
metal adsorption research [20, 24, 28–31].

The performance of powdered activated carbon treated 
with nitric acid during the removal of NOMs from wa-
ter has been the subject of numerous investigations [5, 27, 
32], but the information is still insufficient. There are no 
investigations in the literature on the modification and 
characterization of the Purolite AC20 powder activated 
carbon chosen for this investigation using nitric acid. On 
the other hand, the research differs from other studies in 
that it was carried out using drinking water that actually 
contained NOM.

The objective of this study i) to investigate the effect of sur-
face modification with nitric acid on the characterization 
of powder activated carbon, ii) to evaluate the adsorptive 
removal performance of original and nitric acid-modified 
PAC, iii) to determine the adsorption kinetic model of 
original and modified adsorbents. In the scope of the study, 
Purolite AC20 activated carbon was selected and modified 
with nitric acid. Additionally, NOM adsorption capacity 
was estimated using kinetic models (pseudo-first-order and 
pseudo-second-order) in water samples collected from the 
coagulation unit inlet for evaluation.

MATERIALS AND METHODS

Purolite AC20 is a commercially activated black spherical 
bead-like carbon obtained from the bituminous coal min-
eral. The adsorbent has a size range of 0.4–1.4 mm, a BET 
surface area of 900–1000 m2/g, and a maximum mois-
ture content of 2%. Purolite AC20 activated carbon was 
supplied in granular form and was used in experimental 
studies after grinding and sieving under laboratory con-
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ditions. High purity concentrated nitric acid from Merck 
(specific gravity 1.43 g/m3, 65% purity) was provided for 
modification. On the other hand, hydrochloric acid with 
a specific gravity of 1.19 g/m3 and 37% purity was bought 
from Sigma Aldrich.

Preparation of Modified Activated Carbon
Guha et al. [33] method with a few minimal changes was 
applied for the nitric acid modification procedure of the 
original PAC. Before AC modification, it was washed with 
distilled and deionized water and dried in an oven at 105 
°C. Modification of AC was carried out in 5 stages as seen 
in Figure 1. In the initial stage of the modification, a flask 
containing 15 g of the adsorbent sample was slowly stirred 
in 500 ml of a 2.5 M HCl solution for 18 hours at 120 oC. 
After pre-treatment, in the second step, the samples were 
boiled in 1 L of distilled water at 120 oC for 8 hours. Nitric 
acid was used for the alteration process after pretreatment. 
The adsorbents added to 1 L of 7 M HNO3 were shaken 
quietly for 16 hours at 120 oC using a magnetic stirrer in 
a flask. Following acid treatment, the adsorbent and acid 
phase were separated by precipitation in a flask.

Step 4 involved washing the samples with distilled and 
deionized water until they acquired a consistent pH of 
between 5 and 6. Following the washing procedure, the 
samples were dried in a vacuum oven at 60 oC to 70 oC. 
The drying process was continued for approximately 48 
hours. In order to understand that the activated carbons 
are dry, weightings were made at certain intervals until 
they reach the constant weight, and after reaching the 
constant weight, the dry activated carbons are kept in the 
desiccator. In the samples weighed after drying, a loss of 
approximately 40% was observed due to the washing pro-
cesses compared to the pre-modification. The resulting 
adsorbent was labeled as M-PAC.

Characterization Methods
Surface characteristics, pore size distributions, and struc-
tural characteristics of modified and unmodified activated 
carbons were determined by characterization analysis using 
scanning electron microscopy (SEM), Brunauer, Emmet, 
and Teller (BET) analysis, fourier transform infrared spec-
trophotometer (FTIR), and dynamic light scattering (DLS). 
The surface morphology of the adsorbents was determined 
by Zeiss Evo LS10 scanning electron microscope (SEM) 
at Erciyes University TAUM center. In the 400–4000 cm-1 

wavelength range, FTIRanalyses were carried out using a 
Perkin Elmer 400 Ft-IR/FT-FIR spectrometer at Erciyes 
University Technology Research and Application Center. 
The surface areas and total pore volumes of the adsorbents 
were determined with the micromeritics gemini VII sur-
face area and porosity surface analyzer device. The surface 
area of the adsorbents was determined using N2 adsorp-
tion-desorption isotherms. At the Technology Research 
and Application Center of Erciyes University, BET analyses 
were conducted through service procurement. The point 
of zero charge (pHPZC) and pH equilibrium methods were 
employed for evaluating the surface chemistry of the adsor-
bents. Total surface acidic groups (NaOH adsorption) and 
total surface basic groups (HCl adsorption) were measured 
using the Boehm method (alkalimetric titration) with mi-
nor modifications [34].

Water Characterization
Water samples collected from the coagulation process's in-
put at Konya Drink Water Treatment Plant (KOSKİ) Plant 
were used in the kinetic testing for the adsorption experi-
ments. The characteristics of the coagulation process inlet 
water are given in Table 1. The removal efficiencies of UV254 
and NOM from filtrate were computed as a result of kinetic 
testing, and models were developed.

Adsorption and Kinetic Analysis
Adsorption kinetic tests were conducted for the original 
and nitric acid modified activated carbon. In the kinetic 
tests, the contact time required for the adsorbent to reach 
equilibrium was determined. The kinetic tests were car-
ried out in 125 ml (solution volume 100 ml) polytetrafluo-
roethylene (PTFE) capped, dark (amber) glass bottles, on 

Figure 1. Nitric acid modification steps of original PAC.

Table 1. The characteristics of the water used in adsorption 
experiments

Parameters  Unit Value

pH – 7.84

UV254 (cm-1) 0.044

TOC  (mg/L) 3.05

SUVA254 (L/(mgTOC.m) 1.73

Alkalinity (mgCaCO3/L) 210

Total hardness (mgCaCO3/L) 225

Electrical conductivity (µS/cm) 400
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the samples taken from the coagulation inlet unit of the 
KOSKİ Drinking Water Treatment Plant. The pH value of 
natural waters is required to be between 6.5 and 9.5 for hu-
man consumption purposes. Considering this situation, 
the pH value of the samples was adjusted to be between 
7±0.1 with H2SO4 or NaOH. The original PAC changed 
the pH value of the water between 7.63 and 7.74 during 
the contact times determined after adsorption. It was ob-
served that the M-PAC adsorbent changed the pH of the 
water in the range of 7.2–7.34 after adsorption. During 
the predetermined contact times, shaking was carried out 
in the shaker horizontally at a speed of 100 rpm. Adsorp-
tion periods of 2, 4, 8, 12, 24, 36, 48, 72 and 96 hours were 
examined for kinetic tests at a fixed adsorbent dosage of 
300 mg/L. The sample was filtered with 0.45 µm PES filter 
paper after each contact period to separate the adsorbent 
particles from the aqueous phase.

Analyses of total organic carbon (TOC) and UV254 were 
performed on the sample obtained from the supernatant 
portion. UV254 analyses included measurements at 254 nm 
using a UV-1700 Shimadzu UV-visible spectrophotome-
ter. Each sample was measured 3 times and averaged. Be-
fore starting the analysis, the spectrophotometer was reset 
with distilled water.

The difference between the starting and final adsorbate 
concentrations provided in Equation 1 was used for obtain-
ing the adsorption capacity (adsorbed NOM onto PACs).

 (1)

Where, Co and C are initial and equilibrium concentrations 
of substance in water samples (mg/L), respectively. Adsorp-
tion capacity (mg/g), sample volume (L) and mass of PACs 
(g) are indicated by q, V and M, respectively.

The TOC removal capabilities of the adsorbents were calcu-
lated and suitable kinetic models were found while taking 
into account the kinetic times. The formula in Equation 2 
is used to calculate the adsorption process' rate constant in 
the pseudo-first order model.

 (2)

The pseudo-second order velocity kinetics were calculated 
using the formula found in Equation 3 below.

 (3)

k1: Pseudo 1st order, adsorption rate constant (1/min)

k2: Pseudo 2nd order adsorption rate constant (g/mg.min)

qe: Amount of substance adsorbed on unit adsorbent (mg/g)

qt: Amount of pollutant adsorbed in t time (mg/g)

t: Adsorption contact time (min).

RESULTS AND DISCUSSION

Characterization of PAC and M-PAC

Morphological characterization of PAC and M-PAC
The outcomes of SEM analysis on both raw PAC and M-PAC 
are presented in Figure 2. There are obvious distinctions 
between PAC and M-PAC when the morphological images 
are compared. SEM images demonstrate that the original 
PAC adsorbent features a distinguishing surface feature and 
pore structure. There were numerous new irregular holes 
on the M-PAC surface as well as a smooth structure made 
of nitric acid.

The M-PAC surface area has been slightly reduced. Simi-
larly, there are studies in the literature stating that activated 
carbon forms a smoother, narrower porous structure after 
modification with HNO3, and this is supported by the de-
crease in BET surface area [30, 31, 33–35].

The reason for the absence of porosity for M-PAC in 
SEM analysis may be related to pore clogging and pore 
destruction by nitric acid. Researchers have reported 
that this situation can be attributed to two possible ef-
fects of nitric acid, i) partial destruction of microporous 
walls [36, 39] and ii) oxygen functional They attribut-
ed it to the formation of groups and the blockage of the 
pore entrance [40].

Figure 2. SEM images original PAC (a) and nitric acid modified M-PAC (b) (1 µm mag: 5.00 KX).

(a) (b)
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It is also seen that the modification with HNO3 causes the 
formation of smaller particles on the M-PAC. Activated 
carbon modified with HNO3 produces corrosive and par-
ticle-eroding properties, according to El-Hendawy et al. 
[26]. Chingombe et al. [41] observed that the modification 
of F400 activated carbon with HNO3 made little difference 
to the surface morphology other than a significant pore en-
largement. In another study, when he examined the SEM 
image of bamboo charcoal after treatment with HNO3, it 
was observed that the surface became smoother and the cell 
walls became thicker, and the surface was non-porous [42].
DLS analysis was used to determine the particle size distri-
bution of the unmodified and nitric acid-modified carbon. 
DLS measurements were carried out using the Malvern 
NanoZS90 instrument, which has a 633 nm laser, at room 
temperature. The DLS histogram in Figure 3 indicates the 
particle size analysis of the PAC and M-PAC adsorbents. 
The graphs show the particle size diameter in nm on the 
x-axis and the particle size as a percentage on the y-axis. 
The histogram plot demonstrates the original PAC's broad 
particle distribution, which spans the wavelength range of 
164.2 nm to 1484 nm.
The weighted average calculation method obtained an av-
erage particle size of 387.65 nm for the original PAC ad-
sorbent. This value increased in the M-PAC adsorbent as a 
result of the nitric acid alteration, and it was determined to 
be 502.07 nm. Additionally, the M-PAC adsorbent's particle 
size distribution accumulated in the 387 nm region by 78%. 
An indicator of a sample's size-based heterogeneity is the 
polydispersity index (PDI). If the PDL is less than 0.3, it 
indicates monodispersity; if it is larger than 0.5, it indicates 

that the particle is very heterogeneous. The PDL is near to 0, 
indicating a homogenous particle size [43]. Particle size dis-
tribution range ranging from 80 to 1100 nm with PDI 0.237 
is given. PDI refers to the size of 85–850 nm with 0.246 
[44]. Considering the particle size distributions calculated 
in our study (387.65 for original PAC; 502.07 for M-PAC), 
PDI corresponds to a value of 0.246. This situation indicates 
monodispersity.
FTIR studies were carried out with Perkin Elmer 400 Ft-IR/
FT-FIR spectrometer in the wavelength range of 400–4000 
cm-1. An important technique for analyzing the distribu-
tions of functional groups on surfaces qualitatively is the 
use of FTIR spectra. FTIR spectra of original PAC and 
M-PAC are shown in Figure 4. It was observed that the 
2900 cm-1 and 2094 cm-1 bands, which characterize the C-H 
group in the original PAC, FTIR spectra, remained almost 
the same in the M-PAC spectrum. These bands result from 
symmetrical and asymmetrical C – H stretching vibrations 
[45]. The PAC adsorbent was modified with HNO3 and the 
1987 cm-1 band indicating the C N group eliminated as a 
result [46]. C-O stretching vibrations can be seen in the 
original PAC's 1242 cm-1 band [47, 48]. This demonstrates 
that acid modification lead to the C-O stretching vibrations 
disappear in the M-PAC adsorbent.
The M-PAC adsorbent's 1000–1100 cm-1 bands are the al-
cohol C–O stretching vibration structures, and the 1387.4 
cm-1 band is the COOH group [49]. While other vibra-
tions at 888 cm-1 and 749 cm-1 are linked to the C-H defor-
mation vibration of the benzene ring, bands emerging at 
approximately 1400 cm in the literature are related to the 
O-C-O symmetrical vibration of the carboxylic acid group 

Figure 3. Particle size distribution graph of the original PAC and M-PAC adsorbents.

Table 2. Pore structure and surface chemical characterization of original PAC and M-PAC adsorbents

Adsorbent BET surface Total pore Pore pHpzc Total acidic groups  Total basic groups
 area SBET volume diameter 
 (m2 g-1) (cm3 g-1) (nm)  (meq/g) (meq/m2) (meq/g) (meq/m2)

PAC 768 0,47 2,45 9.21 3.5 0.005 3.08 0.004

M-PAC 727 0,44 2,44 2.03 4.6 0.006 2.78 0.004

*SBET: Surface area calculated by Brunauer-Emmett-Teller theory; Pore width: It represents the point of adsorption average pore width (BET 4V/A).
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[50]. According to Aguiar et al. [51] and Wang et al. [52] 
bands obtained between 795 and 881 cm-1 are indicative 
of the existence of heteroaromatic chemicals and aromatic 
rings. As a result of the original PAC nitric acid modifica-
tion, two new functional groups (873.47 and 610.34 cm-1) 
that we can associate with the presence of aromatic rings 
were added to the M-PAC structure. The 873.47 cm-1 band 
can be associated with the presence of aromatic rings and 
heteroaromatic compounds. In some studies, bonds be-
tween 600–900 cm-1 have been associated with the out-of-
plane bending mode of the C-H or O-H group [53]. The 
610.34 cm-1 band in the FTIR spectrum of the M-PAC ab-
sorbent is attributed to the C-H or O-H group.

The average BET area, total pore volume, pore diameter, 
pHpzc, total acidic and basic groups of adsorbents were 
given in Table 2. The changes brought about by the modi-
fication on the surface area and pore properties were com-
prehended using N2 adsorption-desorption isotherms. 

The surface area of the M-PAC adsorbent was reduced by 
5% as a result of the nitric acid modification. Researchers 
have linked the decrease in surface area caused by acid 
modification to two possible outcomes: (1) partial de-
struction of microporous walls [37, 39] and (2) formation 
of oxygen functional groups due to blockage of the pore 
entrance [40]. Additionally, the M-PAC adsorbent's total 
pore volume exhibited a slight decrease from 0.47 cm3/g 
to 0.44 cm3/g. Similar to this, other researchers have 
found that pore blockage and pore destruction caused by 
nitric acid modification lead to a decrease in pore volume 
and surface area [54].

Measurements of pHpzc are made at the zero charge point, 
where carbon is neutrally charged, to calculate the pH 
of the solution [55, 56]. At pH below pHpzc, the adsor-
bent surface will be positively charged, and at a pH above 
pHpzc, the surface will be negatively charged. According 
to Dabrowski et al. [57] that event has an impact on the 

Figure 4. FTIR spectra of original PAC and M-PAC.
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adsorbate-adsorbent system's ability to remove pollutants 
during adsorption. Nitric acid modification caused the 
pHpzc value of the original PAC adsorbent decrease sub-
stantially, from 9.21 to 2.03. This indicates that the acidic 
properties are more dominant at these carbons and are 
the result of a greater number of weakly acidic functional 
groups than others. Total surface acidic and basic group 
amounts were defined by the Boehm method. An increase 
was observed in the total acid groups (meq/g) of M-PAC 
adsorbent after nitric acid modification. The total amount 
of acidic group for the original PAC increased from 3.5 
meq/g to 4.6 meq/g for the M-PAC adsorbent. When the 
results reported in the literature for acid functional groups 
were examined, it was concluded that the use of HNO3 had 
a dominant effect on carboxylic group formation.

Adsorption Kinetic Analysis

Effect of Contact Time
Adsorption periods of 2, 4, 8, 12, 24, 36, 48, 72 hours and 96 
hours were tried at a fixed adsorbent dose of 300 mg/L in 
order to allow the adsorbents to approach equilibrium. The 
NOM removal efficiencies were calculated taking into con-
sideration the TOC parameter. Figure 5 shows the UV254 (a) 
and NOM (b) removal efficiencies, which depend on to the 
adsorbents contact time.

The contact time of 48 hours was found to be adequate af-
ter taking into account the removal efficiencies as a result of 
the kinetic testing. The maximum removal effectiveness was 
found to be 39% in the 48 hour contact time in the findings 
of the kinetic investigation, which observed at the removals 
of UV254 absorbance in the original PAC adsorbent. On the 
other hand, for M-PAC, contact period of 72 hours result-
ed in the maximum UV254 absorbance removal of 34%. The 
NOM removal efficiency in the coagulation unit inlet water 
changed from 25 to 47 percent at the determined adsorbent 
contact times with original PAC. This situation has been 
supported by studies in the literature stating that AC alone 
without coagulation is as effective as 0–76% in the removal 
of NOM [58]. The highest NOM removal, 47%, was observed 
in the original PAC at 36 hours of contact time. In contrast, 

M-PAC achieved 40% removal efficiency during contact 
times of 72 and 96 hours. This revealed that the Purolite 
AC20 adsorbent modified with nitric acid was not a very 
efficient adsorbent in UV254 absorbance and NOM removal.

Pseudo-kinetic models simulating the total adsorption rate 
are a widely used method to model the kinetics of adsorp-
tion systems, as they accurately reflect real data [59]. The 
Pseudo-second order (PSO) graph plotting t versus t/qt 
to determine the organic matter adsorption kinetic rate is 
shown in Figure 6. The linearity of the t/qt versus t plot con-
firms the fit of the process to the pseudo-second-order ki-
netic model. A contact time of 48 hours was chosen to keep 
the results of the kinetic tests within confidence intervals 
and to allow comparison with literature searches. In some 
previous studies on the adsorption of organic substances, it 
was stated that the time for adsorbents to reach equilibrium 
ranged from 30 minutes to 72 hours [15, 60, 61].

Adsorption Kinetic Models
Adsorption kinetics were described using pseudo-first or-
der and pseudo-second order models. Table 3 presents the 
kinetic parameters obtained from pseudo-first order and 
pseudo-second order models. According to the correlation 
coefficient of these two models, the pseudo-second order 
model displayed better fitting than the pseudo-first order 
model regarding experimental data. Furthermore, com-
pared to the pseudo-first order kinetic model, the calculated 

Figure 5. UV254 (a) and NOM (b) removal efficiencies (%) for original PAC and M-PAC adsorbents.

(a) (b)

Figure 6. Pseudo-second-order kinetic for NOM adsorption 
by adsorbents.
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equilibrium capacity (qecal) by pseudo-second order kinetic 
model better predicted the observed equilibrium capacity 
(qeexp). When the results were examined, it was determined 
that the R2 values were high, and considering the correla-
tion between the experimental qe and the calculated qe, the 
adsorption kinetics was in accordance with the Pseudo sec-
ond order kinetic model. Tafvizi et al. [5] calculated that 
their kinetic results were the most appropriate kinetic mod-
el among all three ACs in the study of pseudo-second-order 
velocity kinetics. Similarly, Yang and Fox [27] observed that 
the adsorption of acid modified activated carbon conforms 
to the pseudo second-order model. Yılmaz et al. [62] found 
that in the adsorption of the original powdered activated 
carbon with 2 different properties over the TOC parameter, 
the contact time of 72 hours was sufficient to reach equilib-
rium and fit the second-order kinetic model.

Chemisorption or the valence force are the driving forces 
in the pseudo-second order model. The pseudo-second-or-
der model provides the best fit in this situation because of 
the interplay between valence force and negatively charged 
organic matter at the surface functional group. Moreover, 
pseudo-second-order kinetics have been widely reported to 
explain organic compound sorption on activated carbon, 
suggesting that functional group interaction is important 
in the rate control step [27, 63].

The original PAC and M-PAC, qexp values were 4.27 mg/g and 
4.07 mg/g, respectively. The R2 values of both adsorbents are 
very close to each other. Pseudo-second order kinetic model 
qe (calculated) values were calculated as 4.35 mg/g for the 
original PAC adsorbent and 4.20 for M-PAC. According to 
the first-order and second-order models for M-PAC, k1 and 
k2 values were calculated as 0.01 1/h and 0.066 g/mg-h, re-
spectively. The fact that the k2 value frequently varies based 
on operational conditions including pH, temperature, and 
shaking strength explains why the k2 values of the different 
adsorbents varied from one another. Zhao et al. [15] report-
ed that the adsorption of NOM by GAC was well described 
by the pseudo-second-order velocity model and the velocity 
kinetic parameters k2, qe and R2 values were calculated as 
0.24 g/mg.hr, 2.02 mg/g and 0.99, respectively.

CONCLUSION

The performance of nitric acid modified powdered activat-
ed carbon during the removal of NOMs from water is still 
under investigation. In this study, characterization studies 
were conducted after the original Purolite AC20 activated 
carbon was modified using nitric acid. Additionally, the 
NOM adsorption of nitric acid modified AC (M-PAC) in 

the water samples taken from the water entering the coag-
ulation unit was estimated using kinetic models, and the 
NOM adsorption capacity was assessed.

The surface area of the M-PAC adsorbent was reduced by 
5% as a result of the nitric acid modification. The original 
PAC adsorbent's PHPZC value decreased significantly after 
nitric acid modification, from 9.21 to 2.03. It also indicates 
that there are more weakly acidic functional groups than 
other functional groups at these carbons, which is why the 
acidic features are more prominent there.

It was shown in the SEM pictures that the M-PAC sur-
face had developed several new, irregular holes as well as 
a smooth structure. As a result of the original PAC nitric 
acid modification, two new functional groups were added 
to the M-PAC structure, which we can associate with the 
presence of aromatic rings. At 48 hours of contact time, it 
was found that the original PAC's UV254 absorbance removal 
reached a maximum of 39%. For M-PAC, a maximum UV254 
absorbance removal of 34% was observed at contact time 
of 72 hours. The highest NOM removal, 47%, was observed 
in the original PAC at 36 hours of contact time. In contrast, 
M-PAC achieved 40% removal efficiency during contact 
times of 72 and 96 hours. The original PAC and M-PAC, 
qexp values were 4.27 mg/g and 4.07 mg/g, respectively. As 
a result of the calculations, it was concluded that the pseu-
do-second order kinetic model better describes the NOM 
adsorption of the original PAC and M-PAC. This study will 
provide preliminary data especially in the evaluation of 
NOM removal with modified AC adsorbent in real natural 
water resources.

M-PAC adsorbent was expected to increase NOM adsorp-
tion. There are many reasons why removal efficiency does 
not increase. For example, the properties of water, the ap-
propriate amount of adsorbent and the concentration of 
nitric acid used for modification are some of these. Mod-
ification studies can be carried out with different and low-
er nitric acid concentrations to increase removal efficien-
cy. Additionally, different mixing times and different acid 
modifications can be tried. In our study, water source has a 
low SUVA value. Considering this situation, NOM removal 
of activated carbon modified with nitric acid from a high 
SUVA water source can be investigated.
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Table 3. Adsorption kinetic model parameters for NOM adsorbed on original PAC and M-PAC

  Pseudo-first order (PFO)   Pseudo-second order (PSO)

Adsorbents qeexp (mg/g) qecal (mg/g) k1 (1/h) R2 qecal (mg/g) k2 (g/mg-h) R2

Original PAC 4.27 1.56 0.012 0.09 4.35 132.37 0.99

M-PAC 4.07 2.12 0.01 0.76 4.20 0.066 0.99
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ABSTRACT

Natural gas is widely used in energy production, one of the most prominent sectors for human-
kind. Combustion processes inevitably produce air pollutants. The major pollutant during a 
combustion process is nitrogen oxide emissions. The term of nitrogen oxides primarily include 
nitrogen monoxide and nitrogen dioxide. These pollutants are generated regardless of the fuel 
content since air composition itself is the major source for these pollutants. It is possible to 
calculate emissions through the activity data and emission factors. Calculation of emissions 
is not enough for an environmental assessment. The impact of pollutants on human health 
relies on their concentration in the atmosphere. In order to determine their concentrations 
several modelling practices are developed. In this study, AERMOD used for modelling pur-
pose of NOx emissions from a liquefied natural gas facility. It was observed that the pollutants 
were dispersed mostly towards south-southwest of the facility, where Marmaraereğlisi district 
is located. Although the pollutants transported directly to the settlement, the concentrations 
remained limited. During operation conditions, the highest daily NOx concentration was 1.7 
μg/m3 and the highest annual concentration was 0.1 μg/m3. At maximum operating conditions, 
the highest daily NOx concentration was 16.2 μg/m3 and the highest annual concentration was 
2.5 μg/m3. At minimum operating conditions, the highest daily NOx concentration was 1.1 μg/
m3 and the highest annual concentration was 0.2 μg/m3.

Cite this article as: Türkyılmaz İ, Kuzu SL. Dispersion model of NOx emissions from a lique-
fied natural gas facility. Environ Res Tec 2024;7(2)212–222.

INTRODUCTION

Air pollution modeling is a numerical tool used to under-
stand the relationship between emissions, meteorology, 
atmospheric concentrations, soil deposition, and other 
factors. These models can identify causes and solutions 
to air quality problems that air pollution measurements 
cannot provide. Air pollution models can quantitatively 
evaluate the relationships between emissions and atmo-
spheric concentrations and accumulations, thereby de-
termining the consequences of past and future scenarios 
as well as the effectiveness of mitigation strategies. These 

models are indispensable in scientific, regulatory and re-
search practices. The concentrations of substances in the 
atmosphere are determined by the processes of trans-
port, diffusion, chemical transformation and accumula-
tion. While transport phenomena have been studied for 
a long time, turbulence and diffusion in the atmosphere 
are newer research areas [1]. There are some studies that 
predict nitrogen oxide formation from the combustion 
chamber [2] or determining excess air for the combus-
tion process by employing artificial neural network [3]. 
But these studies do not account for the imission after the 
release from the stack.
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Today, modeling the distribution of a pollutant is car-
ried out with several basic mathematical algorithms: box 
model, Gaussian model, Eulerian model and Lagrangian 
model. Gaussian models, the most common mathematical 
models used for distribution in the atmosphere, assume 
that the pollutant will disperse according to a normal sta-
tistical distribution. Eulerian models solve the conserva-
tion of continuity, momentum, and mass equation for a 
given pollutant. The wind field vector normally used is 
considered turbulent and affects the pollutant concen-
tration. Direct solution of the equation is laborious and 
therefore various approaches to the turbulent properties 
of the flow have been included. Lagrangian models predict 
pollutant distribution based on a reference grid that usu-
ally varies based on the prevailing wind direction or vector 
or the general direction of dust cloud movement. These 
models are generally suitable for simulating the distribu-
tion of dust with a latent form of the pollutant [4].
The AERMOD model was developed through a collab-
oration between the American Meteorological Society 
(AMS) and the United States Environmental Protection 
Agency (USEPA) Regulatory Model Development Com-
mittee (AERMIC) formed in 1991. On April 21, 2000, EPA 
proposed adopting AERMOD as the preferred regulatory 
model for simple and complex terrain, and it was formally 
adopted on November 9, 2005, becoming effective Decem-
ber 9, 2005. The development and acceptance process took 
14 years in total [5].
The AERMOD model consists of three main modules. The 
first module is a steady-state dispersion model that simu-
lates the distribution of air pollutants from stationary in-
dustrial sources over short distances of up to 50 kilometers. 
The second module is a meteorological data preprocessor 
called AERMET. This module calculates the atmospheric 
parameters required for the dispersion model by process-
ing surface meteorological data, upper air soundings and 
data from instrument towers. The third module is AER-
MAP, which provides the relationship between terrain fea-
tures and the behavior of air pollution plumes and simu-
lates the effects of airflow over the terrain. In addition, the 
model includes an algorithm called PRIME, which is used 
to model the effects of downwash from pollution plumes 
flowing over nearby buildings. The integrated structure of 
these modules makes AERMOD an effective tool for air 
pollution analysis [5].
AERMOD, an advanced plume model, includes updated 
applications of boundary layer theory, understanding of 
turbulence and dispersion, and includes consideration of 
terrain interactions. It was evaluated using 10 databases, 
including those from flat and elevated terrain areas, urban 
and rural areas, and a mixture of routine monitoring net-
works with a limited number of fixed monitoring areas as 
well as tracer experiments [6].
AERMOD shows superior performance in predicting high 
limit concentrations compared to other applied models. 
Accurate and detailed input data is required for the mod-
el to work successfully. The quality of data inputs and the 

model's ability to accurately reflect physical processes in-
creases its ability to reproduce the distribution of observa-
tions. These conditions are important to understand when 
AERMOD can perform best under different scenarios and 
environmental conditions, and effective use of the model 
requires considering these conditions as well as the limits 
and requirements of the model [7].
AERMOD's meteorological preprocessor (AERMET) eval-
uates the structure and growth of the planetary boundary 
layer (PBL) based on surface effects, dependent on heat and 
momentum fluxes. The depth of this layer and the distribu-
tion of pollutants within it are influenced at the local scale 
by surface characteristics such as surface roughness, albedo, 
and available surface moisture. AERMOD uses surface and 
mixed layer scaling to characterize the structure of the PBL. 
AERMET uses surface characteristics, cloud cover, morn-
ing upper air temperature scanning, and near-surface mea-
surement of wind speed, wind direction, and temperature 
as input. With these data, the model calculates the friction 
velocity, Monin-Obukhov length, convective velocity scale, 
temperature scale, mixing height and surface heat flux [8].
This information is necessary for the model to accurately 
predict how and where pollutants will spread into the atmo-
sphere. While surface data enables the model to understand 
meteorological conditions at ground level, additional data 
provided by AERMET helps the model understand how 
conditions in the atmosphere change with altitude. This 
comprehensive data set allows the model to be more accu-
rate and effective in air quality predictions.
Scientific review of ADMS and AERMOD technical docu-
mentation shows that many of their components are based 
on similar state-of-the-art algorithms; both assume a bi-
modal distribution of turbulent vertical velocities for con-
vective conditions. On the other hand, ISC3 represents the 
typical Gaussian model that has been widely used for 30 
years. It works relatively fast compared to AERMOD ADMS, 
which has improvements such as processing of terrains. The 
downstream algorithm in AERMOD does not differ from 
that in ISC3; whereas the downstream algorithm in ADMS 
is based on recent wind tunnel experiments and model de-
velopments. ADMS is unique in that it can model the trans-
port and distribution of instantaneous oscillations. There 
are a few differences in input meteorology requirements, as 
AERMOD will allow vertical wind and temperature profiles 
to be entered, whereas ADMS only requires input of near-
ground observations at some level. Since some components 
of AERMOD and ADMS are relatively new, it seems neces-
sary to perform a series of sensitivity tests with a wide range 
of sources, meteorological and terrain conditions to ensure 
that the solutions are robust [9].
ISC3 requires determining whether the area surrounding 
a facility is rural or urban, thus creating a set of horizontal 
and vertical distribution curves (Pasquill-Gifford for rural 
or McElroy-Pooler for urban). There are no intermediate or 
other distribution ratios used. AERMOD and ADMS can 
include surface conditions such as soil moisture (using the 
Bowen ratio or Priestley parameter), surface albedo (for net 
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radiation estimates), and surface roughness. Surface rough-
ness affects the vertical profiles of wind and temperature 
and dispersion rates in the surface layer and is an important 
variable in assessing dispersion around refineries and other 
industrial areas [9].

ISC3 uses routine meteorological data to calculate the 
height of the well-mixed layer. As the smoke rises less 
than the mixing height, the cloud becomes 'trapped' and 
continues to mix within the layer by reflection. Once the 
smoke rises above the mixing height, it can no longer 
spread to the ground. ADMS and AERMOD contain al-
gorithms that measure the partial penetration of the am-
plified smoke cloud. Ground-level dispersion depends on 
on the reversal force and the buoyancy force of the smoke. 
This parameterization is important for very mobile clouds 
or moderately mobile clouds interacting with relatively 
low-level inversions [9].

A study conducted in 2007 compares the performance of 
AERMOD and ISC air distribution models and their PRIME 
versions in two realistic areas. The study shows that ISC 
predicts higher air concentrations than AERMOD in areas 
closer to the study area, but the predictions become more 
similar as distance increases. It has been found that the larg-
est differences are generally seen in 1-hour average periods. 
It has been assessed that AERMOD and AERMOD-PRIME 
tend to predict lower concentrations than ISC [10].

In a 2006 study, field odor sampling data were used to eval-
uate CALPUFF and ISCST3 Gaussian distribution models 
to estimate downwind concentrations and back-calculate 
field-borne odor emission rates. According to this study, 
CALPUFF could predict mean downwind odor concentra-
tions well, whereas ISCST3 tended to underpredict odor 
concentration compared to field measurements. Addition-
ally, both CALPUFF and ISCST3 models failed to predict 
peak odor concentrations using constant mean emission 
from field measurements [11].

Also, in a study conducted in 2016, AERMOD and CAL-
PUFF air distribution models were used to examine the 
four-season distribution of SO2 emitted from a gas refin-
ery. The models' predictions were compared with real data 
collected at monitoring stations, and as a result of this 
comparison, it was determined that CALPUFF generally 
performed better than AERMOD. In particular, CALPUFF 
predicted higher concentrations than AERMOD over cer-
tain time periods and in short-term simulations. Addition-
ally, it has been found that AERMOD may contain some 
significant errors due to its sensitivity to surface features 
and land use, whereas CALPUFF performs better in com-
plex terrain conditions [12].

In a study conducted in 2009, PM10 concentrations mea-
sured in a feedlot in Texas were evaluated using ISCST3 and 
AERMOD air distribution models. Analyzes under night 
conditions showed that AERMOD predicted values three 
times higher than measured concentrations. A sampling 
study conducted to determine PM concentrations in cotton 
pickers and the analysis of these data using the AERMOD 

model are also discussed. AERMOD was found to predict 
1.8 times higher Emission Factors (EF) than the ISCST3 
model [13]. LNG powered ship emissions were calculated 
for NOx [14, 15] but their modelling was not executed. A 
study calculated ground-level NOx emissions from an LNG 
plant in Oman by CALPUFF [16].

In this study, we used AERMOD, the proposed model by 
USEPA to calculate the ground-level NOx concentrations. 
This study gave us the opportunity to determine the con-
tribution of a liquefied natural gas facility over a mid-pop-
ulated district.

MATERIALS AND METHODS

Study Area
The study area encompasses various potential emission 
sources, including two port facilities specializing in the 
transport of liquid fuel, one port facility dedicated to dry 
cargo transportation, and two liquid fuel storage facilities. 
Additionally, the region hosts two natural gas cycle pow-
er plants contributing to the emissions landscape. Urban 
emission sources, such as vehicle traffic and fuel utilization 
for heating and cooking purposes, form another significant 
component. Furthermore, agricultural activities and the 
operations of small-scale industrial enterprises in the area 
contribute to the overall emissions scenario.

The modeling area was determined as 10 km x 10 km, with 
the center of the area being the liquefied natural gas facili-
ty. The facility in question is located within the borders of 
Tekirdağ's Marmaraereğlisi district and the modeling area 
also includes the district center. The coordinates of the 
study area are given in Table 1 and the study area is shown 
in Figure 1.

While selecting the study area, care was taken to ensure 
that the settlements located near the facility remained with-
in the study area. Meteorological station number 19343, 
where meteorological data is taken, is also shown in Figure 
1. The station in question remains within the boundaries of 
the study area.

Liquefied Natural Gas Facility
The facility is one of Turkey's important energy infrastruc-
ture facilities and is located 85 km from Istanbul, 40 km 
from Tekirdağ, 20 km from Çorlu Airport and 4 km from 
Marmara Ereğlisi district centre. The terminal started its 
journey with the basic design studies that started in 1985, 

Table 1. Coordinates of the study area

Corner number Geographical coordinates (UTM 35T)

 Latitude Longitude

1 577468 4543970

2 577571 4534003

3 587477 4544090

4 587583 4534118
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construction works started in 1989 and was completed and 
put into service in 1994. Capacity increase in 2001, filling 
operations for land tankers and pier expansion works start-
ed in 2007 and were completed in 2016. Finally, the termi-
nal's gas sending capacity was increased in 2018.

The main functions of the terminal include unloading and 
storage from LNG vessel, gasification of stored LNG and 
delivery of natural gas to the main transmission line and 
land tanker filling. Design capacity is 37 million Nm³/day. 
The terminal has three LNG storage tanks with a total ca-
pacity of 255,000 m³.
LNG gasification and shipping processes include taking 
the stored LNG from tanks and sending it via pipeline 
to the main transmission line 23 km away after natural 
gas measurement. The land tanker filling ramp is used to 
send natural gas to regions where natural gas cannot be 
delivered via pipeline and has a daily filling capacity of 
75 tankers.
A significant portion of the facility's emissions come from 
natural gas submerged combustion vaporizers (SCV) and 
flare chimneys. SCVs are used to gasify the liquefied natural 
gas stored in the facility by heating it. This equipment uses 
natural gas as fuel. Flare chimneys ensure that natural gas is 
burned and discharged into the atmosphere during sudden 
pressure increases in the facility.

Determination of Mass Emissions
Five-point emission sources have been determined for the 
facility: SCV A, SCV B, SCV C, SCV D, and flare chimneys. 
Consumption of each point source was determined based 
on the values obtained by reading the flowmeters. Con-
sumption data is in Table 2.

Apart from the consumption under normal operating con-
ditions, the consumption values of these equipment have 
been determined from their catalogs for the scenarios in 
which the equipment will operate at full capacity and at 
minimum capacity. (For SCVs, maximum consumption = 
3244 Sm3/hour, minimum consumption = 220 Sm3/hour)

To determine the NOx emissions resulting from these stacks, 
the emission measurement that the facility must have in ac-
cordance with environmental legislation was used to find the 
mass emission rates. The mass flow rate value was calculated 
by dividing the mass concentration measurement data from 
stack to the volumetric flowrate measured at the stack. When 
mass emission is divided by the consumption of LNG, the 
emission factor is calculated. NOx emission factor was found to 
be 92.765 mg/Nm3. Mass emission data is included in Table 3.

Data Used by AERMOD Application in the Study
Five-point emission sources have been determined for the 
facility: SCV A, SCV B, SCV C, SCV D and flare chimneys. 
Data on emission sources are given in Table 4.
Using the AERMOD modeling system, pollutant concen-
trations were calculated at ground level every 500 meters 
from the starting point to 10,000 m.

In the study, the hourly surface data required by the mod-
el (wind speed, wind direction, temperature and cloud 
cover, etc.) were obtained from the Tekirdağ Marmar-
aereğlisi station affiliated with the General Directorate of 
State Meteorological Affairs for 2022. Upper air data was 
taken from radiosonde data at Istanbul Kartal station, 
which is the closest point to the study area. The wind fre-
quency rose, including wind speeds and wind directions 
for 2022, is shown in Figure 2.

Figure 1. Map of the study area.
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AERMET is a data processor and preprocessor that pre-
pares meteorological data for AERMOD. This process 
involves first collecting data from appropriate meteoro-
logical data sources and subjecting these data to quali-
ty control. Quality control increases the reliability of the 
dataset and the accuracy of the model. Then, the collect-
ed data is converted into a usable format by AERMET 
and the meteorological fields (temperature, wind speed 
and direction, humidity, etc.) needed by the air quality 
model are created. In the final stage, the processed mete-
orological data are presented in a format that can be used 
by air quality models.
The data AERMET requires include items such as tem-
perature, wind speed and direction, humidity, cloudi-
ness, sunlight, amount and type of precipitation, atmo-
spheric pressure. Additionally, specific data such as local 
geography and land use are also important to improve 
the accuracy of the models.
The reliability of the model results can be assessed 
through quantile-quantile (Q-Q) plots. These can be gen-
erated by plotting measured data against modelled data. 
There are some studies which served for this purpose and 
showed good agreement between measured and predict-
ed concentrations [5, 17].

RESULTS AND DISCUSSION

A modeling study was carried out using three different 
scenarios on the distribution of NOx emissions originating 
from and potentially arising from Marmaraereğlisi LNG 
Terminal. Calculations were made using the AERMOD 
program for 441 receptor points. Two different time aver-
ages used to generate figures for each scenario. In the first, 
the maximum daily concentrations at each of the points. In 
the second, the average values of the concentrations calcu-
lated throughout the year. These time averages were used 
to generate figures for three different scenarios. These sce-

narios for the facility are as follows: In the first scenario, it 
is assumed that the facility will operate under normal oper-
ating conditions, in the second scenario, it is assumed that 
the equipment and points determined as emission sources 
will consume maximum natural gas, and in the third and 
last scenario, it is assumed that the emission sources will 
consume natural gas at a minimum level.

NOx Concentrations in Operating Conditions
The first calculations estimated the maximum of 24-hour 
average concentrations. The highest concentration in the 
study area was observed to be 1.70 µg/m3 on 09.08.2022. 
The lowest concentration was determined to be >0.01 µg/
m3 on 27.04.2022. The highest 24-hour average concentra-
tions are found in Figure 3. When the map is examined, it is 
seen that the highest concentrations are in the facility area. 
According to the distribution map, it is clearly seen that the 
pollutants are transported in the direction of the prevailing 
wind as seen in Figure 2.

Additionally, annual average concentrations were calcu-
lated as a result of the modeling study conducted at 441 
points. It was observed that the highest concentration av-
erage in the study area was 0.11 µg/m3. The lowest con-
centration average was found to be >0.01 µg/m3. Annual 

Table 2. Consumption values

Months   Volumetric flowrates (Sm3)

 SCV A SCV B SCV C SCV D Flare

J 0 0 0 0 98.586

F 0 2.844 29.623 126.787 102.378

M 0 72.992 15.167 71.096 121.337

A 0 0 150.426 148.356 97.638

M 0 0 2.398 12.797 78.679

J 92 0 449 0 54.981

J 14.598 127.972 75.362 35.548 59.720

A 137.524 323895 307457 187882 52137

S 0 39.870 83 0 67304

O 629 10.359 53.629 9.389 55929

N 478 11.192 218.128 0 109961

D 0 0 0 0 99534

Table 4. Data of emission sources

Source Temperature Stack gas Stack Stack 
name (oK) velocity diameter height 
  (m/s) (m) (m)

SCV A 291.55 6.41 0.8 10

SCV B 292.25 6.55 1.2 10

SCV C 291.82 7.41 1.2 10

SCV D 290.72 6.77 1.2 10

Flare – – 1.2 60

Table 3. Mass emission rates

Months   Mass flowrates

 SCV A SCV B SCV C SCV D Flare 
 (g/s) (g/s) (g/s) (g/s) (g/s.m2)

J – – – – 0.00683

F – 0.00011 0.00114 0.00486 0.00785

M – 0.00253 0.00053 0.00246 0.00840

A – – 0.00538 0.00531 0.00699

M – – 0.00008 0.00044 0.00545

J 0.00001 – 0.00002 0.00000 0.00394

J 0.00051 0.00443 0.00261 0.00123 0.00414

A 0.00476 0.01122 0.01065 0.00651 0.00361

S – 0.00143 0.00001 – 0.00482

O 0.00002 0.00036 0.00186 0.00033 0.00387

N 0.00002 0.00040 0.00781 – 0.00787

D – – – – 0.00689
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average concentrations are found in Figure 4. When the 
map is examined, it is seen that the highest concentrations 
are in the facility area.

NOx Concentrations at Maximum Operation Capacity
For the situation where the facility operates at maximum 
capacity throughout the year, the maximum 24-hour con-
centration averages were found. The highest concentra-
tion in the study area was observed to be 16.24 µg/m3 on 
09.08.2022. The lowest concentration was determined to 
be 0.06 µg/m3 on 25.02.2022. The highest 24-hour aver-
age concentrations are found in Figure 5. When the map 
is examined, it is seen that the highest concentrations are 
in the facility area.

Annual average concentrations were calculated and it was 
observed that the highest concentration average in the study 
area was 2.51 µg/m3. The lowest concentration average was 
found to be >0.01 µg/m3. Annual average concentrations 
are found in Figure 6. When the map is examined, it is seen 
that the highest concentrations are in the facility area.

NOx Concentrations at Minimum Capacity
For the scenario with minimum operation capacity 
throughout the year, the maximum 24-hour concentra-
tion averages were calculated. The highest concentra-
tion in the study area was observed to be 1.11 µg/m3 on 
09.08.2022. The lowest concentration was determined to 
be >0.01 µg/m3 on 25.02.2022. The highest 24-hour aver-
age concentrations are found in Figure 7. When the map 
is examined, it is seen that the highest concentrations are 
in the facility area.

Additionally, annual average concentrations were calcu-
lated as a result of the modeling study conducted at 441 
points. It was observed that the highest concentration aver-
age in the study area was 0.17 µg/m3. The lowest concentra-
tion average was found to be >0.01 µg/m3. Annual average 
concentrations are found in Figure 8. It can be inferred that 
the highest concentrations are in the facility area.

The escalating severity of air pollution poses a substan-
tiated threat to ecosystems, as evidenced by numerous 
studies. Heightened levels of pollution intensify appre-
hensions regarding future implications. Factors such 

Figure 2. Windrose plot of 2022 for Marmaraereğlisi.
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Figure 3. Maximum daily concentrations at operation conditions.

Figure 4. Annual average concentrations at usual operation capacity.
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Figure 5. Daily maximum NOx concentrations during maximum operation conditions.

Figure 6. Annual NOx concentrations during maximum operation conditions.
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Figure 7. Daily maximum NOx concentrations during minimum operation conditions.

Figure 8. Annual NOx concentrations during minimum operation conditions.
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as burgeoning global population, industrial expansion, 
unregulated urban development, and escalating energy 
demands contribute to the exacerbation of air pollution. 
Consequently, it has become imperative to conduct com-
prehensive assessments for both newly established and 
existing facilities to ascertain effective mitigation strate-
gies for combating air pollution.
In this study, emissions from an LNG facility were modeled 
using AERMOD. The reason for choosing this model is that 
the required data is at a minimum level and the run time of 
the model is extremely short. The topography of the area to 
be modeled is also an extremely important element in mod-
el selection. When the AERMOD model is used, reliable re-
sults may not be obtained for areas with complex terrain 
structure. However, AERMOD is a suitable choice since the 
land structure of the area chosen for the study is quite flat.
When the data obtained through the model is evaluated 
in terms of the air quality legislation of Türkiye, it is seen 
that the ground-level concentrations resulting from the 
facility remain below the limit values. Even if the facility 
operates at maximum capacity, the highest 24-hour aver-
age NOx concentration would be detected as 16.24 µg/m3. 
The compared legislation is the Regulation on the Control 
of Industrial Air Pollution, published in the Official Gazette 
dated 03.07.2009 and numbered 27277 [18]. The data com-
pared with the value in table 5.1 inside the legislation. It is 
in accordance with the European Directive [19]. Air quality 
standard is met in terms of NOx. When the annual average 
concentrations for the maximum capacity scenario is con-
sidered, the highest expected concentration would be 2.51 
µg/m3. This also remains below the long-term limit value 
determined in the same regulation. The NO2 limit values 
are 350, 125, 60, and 25 µg/m3 for hourly, daily, long-term, 
and winter-time concentrations, respectively.
A study was conducted in Oman around LNG plant to 
measure air pollutant concentrations [20]. The annual 
mean was 21.29 ppb for NO2. Air quality standards were 
nor exceeded for NO2. But this is a cumulative concen-
tration value and does not only consider the plant. It has 
contribution from all surrounding sources. A modelling 
study was conducted for the same facility [21]. The highest 
hourly concentrations were calculated as 2027.4 μg/m3 and 
625.54 μg/m3 for winter and summer seasons, respectively. 
A simple Gaussian model was applied in Nigeria to cal-
culate ground-level concentrations downwind of an LNG 
plant [22]. According to different scenarios, NOx concen-
trations varied between 2.12 and 27.83 μg/m3. There is an 
agreement with this study to our results.
Previous studies showed that significantly more concentra-
tions above the shoreline can be achieved in the places where 
are close to ports. Ekmekçioğlu et al. [23] determined up to 
100 µg/m3 annual average NOx concentration in Kocaeli, on 
the other hand, they reported annual average NOx concen-
tration in Ambarli (Istanbul) around 10 µg/m3. Kuzu et al. 
[24] found that annual average NOx concentrations were as 
high as 520 µg/m3 in Bandırma, which is a district located 
around a port. Close to the value found in Bandirma, Kuzu 

[25] estimated an annual maximum at Atatürk Internation-
al Airport, with a value of 560 µg/m3. Compared to those 
reported previous values, the contribution from LNG facil-
ity seems quite limited to NOx concentrations.

CONCLUSIONS

Upon evaluation of the findings, it is evident that the ad-
verse impacts of the liquefied natural gas facility on the 
environment and nearby settlements are notably minimal. 
A crucial takeaway from this investigation underscores 
the necessity of conducting comprehensive integrated as-
sessments for settlements. While current legislative frame-
works and practices typically focus on evaluating individual 
facilities' impacts on air pollution, this approach alone is 
insufficient. The efficacy of assessing other emission sources 
such as industrial facilities, traffic, and heating sources con-
currently within the regions earmarked for facility estab-
lishment holds greater promise in shaping air quality. The 
primary limitation of the study is that the modeling only 
includes encompasses the impacts of the liquefied natural 
gas facility, potentially overlooking broader environmental 
considerations when it is compared to the legislation lim-
its. However, the value can be exceeded in the atmosphere. 
The authors recommend expanding the study by including 
other local emissions to make a comprehensive modelling 
in the district. Additionally, marine boundary layer devel-
opment can be considered in another study.
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ABSTRACT

Textile and food industries produce huge amounts of wastewaters containing dye residues. 
When these wastewaters are discharged to receiving surface waters like as lakes and rivers, 
aesthetically unpleasant situations form. Therefore, these wastewaters should be treated. 
Wastewater treatment is sometimes an expensive operation and cheap methods should be de-
veloped. The removal of Indigo Carmine (I.C., Acid dye) and Brilliant Yellow (B.Y., Azo dye) 
from synthetically prepared solutions was studied by coagulation using iron chloride salt in 
a batch reactor at room temperature. As an experimental approach, two leveled factorial de-
sign with three factors was applied as a function of pH (4–12), iron chloride amount (0.1–0.4 
g/500 mL) and dye concentration (100–200 mg/L). Low pHs supported to removal of these 
two dyes. The results showed that 100% I.C. dye removal and 90.5% B.Y. dye removal were 
achieved. The all parameters were statistically insignificant for both the dyes. Indigo Carmine 
and Brilliant Yellow dyes were removed from solutions successfully. The applied treatment 
method was evaluated as promising due to low sludge production, low cost, low coagulation 
duration and high performance. A time span of 5 minutes was found as enough for removals 
of both of the dyes. After treatment of I.C. and B.Y. dyes by coagulation, the coagulated dyes 
were determined as unreusable due to iron complex by these dyes. Flocculation was found to 
be ineffective. A continuous flow reactor was successfully adopted for these dyes.

Cite this article as: Korkmaz M. Factorial experimental design for removal of Indigo Carmine 
and Brilliant Yellow dyes from solutions by coagulation. Environ Res Tec 2024;7(2)223–232.

INTRODUCTION

Textile and food industries use many different types of dyes 
to color their products [1]. Approximately 1.6 million tons 
of textile dyes are produced yearly throughout the World 
and 10–15% of this volume is scrapped as wastewater [2]. 
The wastewaters of textile industries contain dense color, 
heavy metals, high COD and BOI, suspended solid materi-
als and salt at high concentration [3]. Some textile dyes are 
toxic for humans and animals [4]. The receiving mediums 
like as lakes and rivers are badly affected by these dye waste-
waters as dyes aesthetically ruin water view, inhibit the ox-

ygen and the sunlight penetration into receiving water, and 
thus dyes prevent the photosynthesis activity in the water 
body [5]. Therefore, food coloring and textile industries 
wastewaters should be treated by applying one of the fol-
lowing methods like as adsorption, coagulation, electroco-
agulation, biosorption, membrane separation and advanced 
oxidation. An adsorption method can be applied effectively, 
if the adsorbent material is regenerable and has a high ad-
sorption capacity. Adsorption is a remarkable method due 
to its simple and low cost application and high efficiency 
[2]. In electrocoagulation treatment of dyes, iron or alumi-
num plates are used. An electrocoagulation method works 
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by electrical current transfer from a cathode plate to an an-
ode plate which is dissolved to produce coagulating cations 
like as iron and aluminum for removals of dye molecules [6, 
7]. Dye molecules are coagulated by dissolved cations and 
also converted to H2O and CO2 in an electrocoagulation re-
actor by electrical deterioration of organic dye [7]. Electro-
coagulation produces high iron or aluminum sludge at high 
current densities and long operation durations. Similar to 
adsorption, biosorption of dyes is suitable in the usage of 
the regenerable biosorbent with high capacity. Also, surface 
functional groups of biosorbent play an important role for 
dye adsorption and adsorbent regeneration [8]. Further, the 
surface area of the biosorbent as well is the other key point 
for dye adsorption [9]. Membrane separation is an appro-
priate process, if the pore diameter of the used membrane 
is smaller than molecule size of dye [10]. An electrooxi-
dation process works by electrical current transportation 
from a cathode plate to an anode plate and has a high dye 
shredding performance to H2O and CO2 [7]. The difference 
between electrooxidation and electrocoagulation is the ab-
sence of coagulating cation and is that the plates in electroo-
xidation are indissoluble. The plates in electrooxidation can 
be graphite, boron-doped diamond, and rubidium-coated 
titanium or others. A coagulation process forms from rap-
idly dispersion of coagulant and the flocculation [11]. In 
dye removal by coagulation using iron or aluminum chlo-
ride salts, the cations aggregate dye molecules and enable to 
filtration, sedimentation or centrifugation of these flocks. 
A coagulation process for dye removal is the more advan-
tageous and cheap technology because aluminum or iron 
salts are cheap and vast in marked. Also, there would not be 
any important sludge amount. In addition to this, coagula-
tion-flocculation of dyes by these harmless cations is gen-
erally a rapid process. Therefore, the reactor volume for dye 
removal by coagulation and flocculation process would be 
small. But, dye recovery after the coagulation process may 
be impossible due to iron or aluminum complexion with 
treated dye. Brilliant Yellow dye is an anionic azo dye that 
can be used in the electrochemical synthesis of polypirrol 
films and to dye wool, nylon, and silk fibers [12]. Indigo 
Carmine dye is a colorant mainly used in the pharmacy, 
textile, leather, and food industries [13]. 

Optimization is an useful approach for treatment of waste-
waters by applying one of the methods like as taguchi, re-
sponse surface, artificial neural network and factorial design 
[14]. In this study, the factorial design method was applied. 
Factorial optimization design is sometimes used to be initial 
stage for central composite design. If the experimental ma-
trix limits are not certain for factorial design, it is necessary 
to carry out several preliminary experiments to determine 
the experimental matrix. When this situation is required 
in factorial optimization method, the most suitable way of 
determination of experimental matrix is the classical sin-
gle parameter experiments. However, in other optimization 
experiments (Central composite design and Taguchi), the 
optimum condition can be determined in a wider cage and 
in these statistical methods, experimental numbers are too 
than the factorial design [14]. Thus, the factorial design is 

advantageous. This applied coagulation process using iron 
chloride is a cheap method for dyes (Indigo Carmine and 
Brilliant Yellow) removal from the textile and food industries 
wastewaters. In a study, Disperse Blue 106, Disperse Yellow 
54, Reactive Blue 49, Reactive Yellow 84 dyes removals were 
studied using ferric chloride and optimum pHs were deter-
mined as 6, 5, 6, 6, respectively [15]. Optimum FeCl3.6H2O 
dosages for these dyes were reported between 1 and 2 mM 
[15]. In another study, Acid Black 1, Acid Violet 5, Reactive 
Black 5 dyes removals were reported to be increase at 35–50 
mg/L chitosan concentrations in coagulation treatment [16]. 
Shi et al. [17] studied the removal of Direct Black 19, Direct 
Red 28, Direct Blue 86 dyes by different aluminum species 
and removals of dyes increased by increasing amounts of 
aluminum species which were AlCl3, PACl and Al13.
In this study, Brilliant Yellow (B.Y., Azo dye) and Indigo 
Carmine (I.C., Acid dye) removals by iron chloride coag-
ulation in a batch reactor applying 23 factorial design were 
investigated at room temperature. The applied experimen-
tal parameters were pHs (4 and 12), concentrations (100 
and 200 mg/L) and iron chloride dosages (0.1 and 0.4 g/500 
mL). The advantages and selection reasons of the applied 
coagulation method from other methods can be summa-
rized as follows. The coagulation method is more effective 
than adsorption, electrocoagulation, and biosorption be-
cause the produced sludge is low. The coagulation meth-
od is superior to electrocoagulation due to zero electrical 
requirements. Membrane separation has an electrical cost 
for pressure pump operation and membrane fouling is the 
drawback. Electrooxidation is a very effective technology 
for dye removal from wastewaters but the residual per-
sistent dye by-products are still a very important problem 
for treated water discharge. Therefore, iron coagulation of 
Brilliant Yellow and Indigo Carmine dyes is very advanta-
geous due to the low cost of operation, the easily handling 
of process and the low operation duration. In addition to 
batch reactor, a continuous reactor was applied to these two 
dyes. The I.C. is used in the food and textile industries, and 
B.Y. is used in the textile industry, therefore, their removals 
were selected.

MATERIALS AND METHODS

pH Effect Experiments
Experiments for pH effect were carried out in a tempera-
ture controlled incubator shaker. For this purpose, 50 mL 
solutions with 100 mg/L concentrations were adjusted to 4, 
6, 8, 10 and 12 pHs and 0.01 g FeCl3 was added to each 100 
mL polyethylene bottles with 50 mL dye solution. The other 
parameters were 20 °C, 5 minutes agitation time and 100 
rpm agitation speed. These experiments were carried out 
for both Indigo Carmine and Brilliant Yellow dyes. After 
coagulation, 10 mL dye solutions were filtered with What-
man filter paper and measured by using UV-vis spectro-
photometer at 610 nm for Indigo Carmine dye and 400 nm 
for Brilliant Yellow dye. The reason of selection 100 mg/L 
concentration was the concentration range of 100 and 200 
mg/L in factorial design.



Environ Res Tec, Vol. 7, Issue. 2, pp. 223–232, June 2024 225

Factorial Experimental Design Experiments for 
Coagulation of Dyes
In this study, Indigo Carmine and Brilliant Yellow dyes re-
movals by coagulation using iron chloride were studied. The 
experimental setup is given in Figure 1. The batch coagula-
tion reactor had 1.3 L volume and was filled with 500 mL dye 
solution. In this study, only coagulation was applied and floc-
culation was omitted. The coagulation reactor was stirred at 
1,000 rpm stirring rate by a magnetic stirrer. In batch exper-
iments, 23 factorial design was applied for pH, concentration 
and iron chloride dosage. Parameters were iron chloride dos-
age (0.1–0.4 g/500 mL), concentration (100–200 mg/L), and 
pH (4–12). Firstly, dye concentrations of working solutions 
with 500 mL volume were prepared from 2,000 mg/L stock 
dye solution (I.C. and B.Y.). pHs of solutions were adjusted 
and iron chloride salt solution at predetermined volume was 
added from 10 g FeCl3/250 mL stock solution to the working 
solutions. The reactor content was stirred during 5 minutes 
and a volume of 10 mL of treated solution was pipetted by 
automatic pipette and filtered by Whatman filter paper. The 
filtered solution was diluted and its absorbance value was 
measured by a spectrophotometer (UV-visible) at 610 nm 

for I.C. and at 400 nm for B.Y. The diluted solutions had ab-
sorbance values within calibration curve. The experimental 
error due to dilution was around 3% in removal percentages. 
The experiments were carried out according to optimization 
experimental matrix parameters determined by Minitab 16.0 
software. The dye chemical structures are given in Figure 2. 
The iron chloride salt had 98% purity (Merck product). The 
solution temperatures were 20 °C throughout the experi-
ments. The pure water was used in preparation of dye solu-
tions. Calibration curves of dyes (I.C. and B.Y.) were prepared 
within 0–10 mg/L concentrations. B.Y. dye had 70% purity 
and this ratio was taken into consideration in dye concentra-
tion calculation. I.C. dye had analytical grade.

Flocculation Experiments
Solutions with 200 mg/L concentrations for B.Y. and. I.C. 
dyes were treated with 0.4 g FeCl3 in a batch reactor. Co-
agulation experiments were carried out in a batch reactor 
and then flocculation experiments were carried out in a 
Jar test device. The other parameters were kept as constant 
at 20 °C, 1,000 rpm, 500 mL and natural pHs for coagula-
tion. The flocculation experiments were carried out at 20 

Figure 1. Total Experimental setup.

Figure 2. (a) Chemical structure of Indigo Carmine dye. (b) Chemical structure of Brilliant Yellow dye.
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°C, 60 rpm, natural pHs. After treatment of dye solutions 
with iron chloride, 500 mL solutions were flocculated and 
filtered with Whatman filter paper. Because the gathered 
flocks should be dewatered by filtration. 

Dye removal percentages of I.C. and B.Y. were calculated 
using following equation.

 (Eq. 1)

Here, ƞ is removal percentage (%), C0 is initial dye con-
centration (mg/L), Ct is treated water dye concentration 
(mg/L).

RESULTS AND DISCUSSION

pH Effect
The effect of pH was studied at range of 4–12 for Indigo 
Carmine and Brilliant Yellow dyes removal by coagulation 
using iron chloride salt. Indigo Carmine and Brilliant yel-
low dyes removal as a function of pH were carried out at 
100 rpm agitation speed, 20 °C, 50 mL solution volume, 100 
mg/L dye concentration, 5 minutes coagulation time, 0.01 
g/50 mL iron chloride dosage. The removal was carried out 
in an incubator shaker. The results are given in Figure 3. 
The results showed that I.C. and B.Y. dyes removals were 
constant at 100% and 90 % removal yields from pH 4 to 
pH 10, respectively, but dyes removals decreased at pH 12. 
This result can be related with competitive adsorption of 
anionic dyes and hydroxyl ions for iron cation and iron hy-
droxyl surface at pH 12. Similar results were reported for 
anionic dyes adsorption onto coffee waste [18]. In another 

study, the anionic dyes removals by spent mushroom waste 
were decreased at high pHs [19]. The removal mechanism 
of I.C and B.Y. dyes by iron cation and iron hydroxide can 
be summarized as follows.

Fe3+ + 3IC →Fe≡3IC, (Eq.2)

Fe(OH)3 + 3IC → Fe(OH)3(IC)3, (Eq.3)

Fe3+ + 3BY → Fe≡3BY, (Eq.4)

Fe(OH)3 + 3BY → Fe(OH)3(BY)3. (Eq.5)

Factorial Optimization Design of Experiments
Science and industry sometimes use optimization meth-
ods to upgrade their outputs. Optimization of experi-
ments generally reduces the experiment number. There 

Table 1. The intervals of the factors used in optimization

Dye type Parameter Abbreviation Low level (-1) High level (1)

Indigo Carmine pH pH 4 12

 Coagulant Dosage (g/500 mL) CD 0.1 0.4

 Concentration (mg/L) C 100 200

Brilliant Yellow pH pH 4 12

 Coagulant Dosage (g/500 mL) CD 0.1 0.4

 Concentration (mg/L) C 100 200

Table 2. Experimental matrix for dye removal

Trial pH (CD, g/500 mL) (C, mg/L) I.C. (%) I.C. model (%) B.Y. (%) B.Y. model (%)

1 -1 -1 -1 79.69 86.86 82.14 83.52

2 -1 -1 1 77.73 70.36 90.50 87.12

3 -1 1 -1 100.00 92.62 88.10 84.72

4 -1 1 1 95.31 102.02 79.17 80.56

5 1 -1 -1 47.66 40.48 58.33 56.94

6 1 -1 1 6.64 14.02 55.36 58.74

7 1 1 -1 12.50 19.88 34.52 37.90

8 1 1 1 26.95 19.78 33.33 31.94

CD: Coagulant dosage, C: Concentration.

Figure 3. pH effect on removal of Indigo Carmine and Brilliant 
Yellow dyes from water (100 rpm, 20 °C, 50 mL, 100 mg/L dye, 
5 minutes, 0.01 g FeCl3/50 mL).
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are several optimization methods like as response surface, 
taguchi, full factorial design, artificial neural network 
and traditional single parameter optimization. The cen-
tral composite design tool of response surface method 
requires more experimental runs containing the matrix 
conditions of factorial design. If the limits of parameters 
matrix conditions are unknown, the analysis of central 
composite design would become more complicated and 
effort requiring and costly. Traditional single parameter 
optimization analyzes data separately, and therefore it is 
not advantageous. Therefore, the factorial design is ad-
vantageous than single parameter experiments and cen-
tral composite design. A factorial experimental design 
was applied to Indigo Carmine and Brilliant Yellow dyes 
removals. For analysis of main and interaction effects of 
parameters, the experimental matrix of the factorial de-
sign should be determined before. For the present study, 
the effect of parameters such as pH, coagulant dosage and 
concentration were optimized by 23 factorial design using 
Minitab 16.0 software. In this study, the response for the 
analysis and model development was selected as removal 
percentage. The p values (confidence constants) were used 
as control parameter to check the reliability of the devel-
oped statistical model. When the p value is small from 
confidence level, the corresponding parameter or interac-
tion were determined as statistically important [20, 21]. 
The confidence level was selected as 95% for the present 
study. An example of the general regression model equa-
tion for the factorial design can be given as follows.

Removal (%) =b + b1X1 + b2X2 + b3X3+ b4X1X2 + b5X1X3 
+ b7X2X3+ b8X1X2X3 (Eq.6)

Here; b, b1, b2, b3, b4, b5, b7, b8 are model constants and X1, 
X2, X3 are coded factors representing pH, coagulant dos-
age, concentration. X1X2, X1X3, X2X3, X1X2X3 are their 
interactions. 

The low and high levels of parameters are given in Table 
1. The low and high levels of coagulant dosage (iron chlo-
ride) were 0.1 and 0.4 g/500 mL, the low and high levels 
of pH were 4 and 12 and the low and high levels of con-
centration were 100 and 200 mg/L. The factorial matrix of 
experimental design is given in Table 2. The ANOVA anal-
ysis (student-t test and confidence levels, p) was performed 
and was given in Table 3. The confidence limit value (p) 
for the main and the interaction effects of the parameters 
was selected as 95%. The maximum dye removal was ob-
tained as 100% in I.C. for pH (4), 0.4 g/500 mL coagulant 
dosage, 100 mg/L dye concentration. The maximum dye 
removal was obtained as 90% in B.Y. for pH (4), 0.1 g/500 
mL coagulant dosage, 200 mg/L dye concentration. All 
the parameters were found as statistically insignificant (p 
values above 0.05). Pareto charts of removals are given in 
Figures 4 and 5 showing parameters effect above signifi-
cance. As can be seen in Figures 4 and 5, the all parameters 
were determined as above confidence values because the 
parameters lines below the limit value of 12.71. This nu-

Table 3. Analysis of ANOVA

  Indigo Carmine   Brilliant Yellow

Term Coefficient T-value p Coefficient T-value p

Constant 55.81 7.67 0.083 65.18 27.34 0.023

pH -32.37 -4.45 0.141 -19.80 -8.30 0.076

Coagulant Dosage (CD) 2.88 0.40 0.760 -6.40 -2.69 0.227

Concentration (C) -4.15 -0.57 0.670 -0.59 -0.25 0.845

pH-CD -6.59 -0.91 0.531 -5.06 -2.12 0.280

pH-C -2.49 -0.34 0.790 -0.45 -0.19 0.882

CD-C 6.59 0.91 0.531 -1.94 -0.81 0.565

Figure 4. Pareto chart of analysis (Indigo Carmine dye).

Figure 5. Pareto chart of analysis (Brilliant Yellow dye).
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merical value is determined by the Minitab 16.0 software. 
Experimental matrix is given in Table 2. As can be seen 
in Table 2, I.C. dye removal is changed from 6.64 to 100% 
and B.Y. dye removal is changed from 33.33 to 90.50%. 
For Indigo Carmine dye, correlation coefficients were cal-
culated as R-Sq=95.66%, R-Sq(predicted)=0.00%, R-Sq(-
Adjusted)=69.62%. For Brilliant Yellow dye, correlation 
coefficients were calculated as R-Sq=98.79%, R-Sq(pre-
dicted)=22.51%, R-Sq(Adjusted)=91.52%. According to 
model estimation values of removal percentages, the dye 
removal percentages were well recalculated and given in 
Table 2. The Anova analysis of data was done according 
to codded factors. The R-Sq value for Indigo Carmine dye 
was calculated as 95.66% and the R-Sq value for Brilliant 
Yellow dye was calculated as 98.79%. These results show 
that the developed regression models estimated the data at 
enough degree and these conclusions were corrected with 
recalculated data given in Table 2. The statistically insig-
nificant parameter effects are thought that the factorial de-
sign assumes the linear lines in two values of one factor 
and there is a slope. For instance, pH shows very different 
slopes for all parameter interactions like as pH-concen-
tration, pH-dosage and these different slopes can cause to 
statistically insignificant (p) values. Also, these results were 

related with selection of confidence limit value in Minitab 
16.0 software. In this study, the confidence value was se-
lected as 95% and it can be selected to be less. In a study, 
the confidence value was reported as 90% [14] and in an-
other study, the confidence value was reported as 88% [22]. 
In Table 3, while the negative coefficients indicate the de-
creasing effect on data calculation by regression model, the 
positive coefficients indicate the increasing effect on data 
calculation by regression model.

The regression models were developed as follows.

I.C. removal (%) = 55.81 – 32.37*pH + 2.88*CD – 4.15*C – 
6.59*pH*CD – 2.49*pH*C + 6.59*CD*C (Eq. 7)

B.Y. removal (%) = 65.18 – 19.80*pH – 6.40*CD – 0.59*C – 
5.06*pH*CD – 0.45*pH*C – 1.94*CD*C (Eq. 8)

Concentration-Coagulant Dosage Effect on Indigo 
Carmine and Brilliant Yellow Removal
The results are given in Figure 6. For Indigo Carmine dye 
removal, high concentration and high coagulant dosage 
increased the removal and maximum removal was ob-
tained as 100%. For Brilliant Yellow dye removal, maxi-
mum removal was obtained at high concentration and low 
coagulant dosage and maximum removal was obtained as 

Figure 6. Concentration-coagulant dosage effect on Indigo carmine and Brilliant yellow removal.

Figure 7. pH-concentration effect on Indigo carmine and Brilliant yellow removal.
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87%. In Indigo Carmine removal, the reason of maximum 
removal at high concentration and high coagulation dos-
age was increasing active site number for increasing dos-
age and driving force of high concentration [9]. The max-
imum removal reason at low coagulant dosage and high 
concentration was probably the equilibrium between dye 
and coagulant for Brilliant Yellow [23]. In different stud-
ies, iron chloride dosages were applied as 100 mg/L and 
5.6 mg/L for dye removals [24, 25]. Dye concentration was 
selected as 50 mg/L in a study [25].

pH-Concentration Effect on Indigo Carmine and 
Brilliant Yellow Removal
The results are given in Figure 7. The Indigo Carmine dye 
removal increased at low concentration and low pH. The 
brilliant yellow dye removal increased at high concentration 
and low pH. At low pHs, the Indigo Carmine dye adsorp-
tion was realized at more positive surface of iron hydrox-
ide and iron cations [9]. Also, low concentration of Indigo 
Carmine dye increased the removal percentage due to high 
surface of coagulant for decreasing concentration [9]. Low 
pHs for Brilliant Yellow dye solution increased the positive 
surface charge of iron hydroxide and iron cations for more 
removal [9]. High concentration of Brilliant Yellow dye in-
creased the removal due to high driving force [23].

pH-Coagulant Dosage Effect on Indigo Carmine and 
Brilliant Yellow Removal
The results are given in Figure 8. Indigo Carmine dye removal 
increased at low pHs and constant coagulant dosages. Brilliant 
Yellow dye removal increased at low pHs and constant coagu-
lant dosage. While low pHs increase the positive surface charge 
of coagulants for adsorption of both of the dyes, constant co-
agulant effect was related with solid-to-solution ratio [9, 22].

Optimization of Indigo Carmine Dye and Brilliant 
Yellow Dye Removal by Coagulation
Indigo Carmine and Brilliant Yellow dyes removals by iron co-
agulation were optimized and given in Figures 9 and 10. Maxi-
mum removals of I.C. and B.Y. dyes were selected from exper-
imental matrix as 100% and 90.4%, respectively. The removal 
of I.C. dye at 100% extent was obtained at conditions of pH (4), 
dosage (0.4 g/500 mL) and concentration (200 mg/L). The re-
moval of B.Y. dye at 88.1% extent was obtained at conditions of 
pH (4), dosage (0.1 g/500 mL) and concentration (200 mg/L). 
Optimization graphs of dyes are given in Figures 9 and 10.

Mechanism of Removal of Indigo Carmine and Brilliant 
Yellow Dyes
Both the dyes have dissociable sodium cation releasing to 
solution after dissolution by water. Sulfite groups of both of the 

Figure 8. pH-coagulant dosage effect on Indigo Carmine and Brilliant Yellow removal.

Figure 9. Optimization graphs of Indigo Carmine dye. Figure 10. Optimization graphs of Brilliant Yellow dye.
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dyes molecules produce negative molecule tips that can form 
flocks by iron (III) cations. Iron cations combined with the 
three dye molecules for both of the dyes and long chains for 
coagulated flocks formed. This formed dye-iron (III) bonds 
were thought as to be partial ionic and partial covalent bonds 
between oxygen atoms of sulfite groups and iron (III) ions. 
These bonding types are depended on bond energies [26].

Continuous Reactor Application for Brilliant Yellow and 
Indigo Carmine Dye Removal
Brilliant Yellow and Indigo Carmine dyes removals were 
studied in a continuous reactor with 100 mL volume. In the 
experiments, natural pH, 1,000 rpm stirring speed, 20 °C, 
per 5 minutes 0.04 g FeCl3 dosage, 400 mL dye reservoir vol-
ume and 10.084 mL/min volumetric flow rate were applied. 
The results are given in Figure 11. As can be seen in Figure 
11, I.C. dye removal was 96% and B.Y. dye removal was 89%. 
These results were accordance with the results of factorial de-
sign but, B.Y. dye removal was found as high. These results 
showed that the batch coagulation reactor could be operated 
as successfully by converting to the continuous reactor. The 
results belong to total collected 400 mL treated water (3.5 
hydraulic retention time) for B.Y. and I.C dyes, separately.

Flocculation Removal of Indigo Carmine and Brilliant 
Yellow Dyes
After coagulation of Indigo Carmine and Brilliant Yellow 
dyes, flocculation of these dyes by iron cations and iron 
hydroxides were realized at 20 °C, 60 rpm stirring speed, 
500 mL volume and 0.4 g FeCl3/500 mL. After flocculation 
operation, I.C. dye removal remained as the same with co-
agulation, but B.Y. dye removal increased at about 7%. B.Y. 
dye adsorption on Whatman filter paper was measured be-
low 5%. Therefore, flocculation for these two dyes was in-
effective. I.C. and B.Y. dyes removals were 90.52 and 96.52, 
respectively. Results are given in Figure 12.

CONCLUSION

Indigo Carmine (I.C.) and Brilliant Yellow (B.Y.) dyes re-
movals were investigated using 23 factorial design. Op-
timum conditions for I.C. were determined as 100 mg/L 

concentration, 0.4 g/500 mL coagulant dosage and pH (4). 
Optimum conditions for B.Y. were determined as 200 mg/L 
concentration, 0.1 g/500 mL coagulant dosage and pH (4). 
Maximum removal for I.C. and B.Y. were obtained as 100% 
and 90.5%, respectively. The removal of both of dyes by iron 
coagulation was found as successful. The all parameters 
were insignificant in respect to statistic for both the dyes.

• For Indigo Carmine dye removal, high concentration 
and high coagulant dosage increased the removal and 
maximum removal was obtained as 100%. For Brilliant 
Yellow dye removal, maximum removal was obtained at 
high concentration and low coagulant dosage and max-
imum removal was obtained as 87%.

• The Indigo Carmine dye removal increased at low con-
centration and low pH. The Brilliant Yellow dye removal 
increased at high concentration and low pH.

• Indigo Carmine dye removal increased at low pHs and 
constant coagulant dosage. Brilliant Yellow dye removal 
increased at low pHs and constant coagulant dosage.

• Optimization graph was designed by selection maxi-
mum removal values of 100 and 90.4% for I.C. and B.Y. 
dyes, respectively and desirability values were obtained 
as 1 and 0.95962, respectively.

• After treatment of 400 mL Brilliant Yellow and Indigo 
Carmine dyes in a 100 mL continuous reactor, removal 
percentages for dyes were calculated as 89 and 96%, re-
spectively.

• Flocculation was determined as ineffective.
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ABSTRACT

Disinfection byproduct (DBP) formation during water and wastewater treatment is a concern for 
public health and environmental preservation. Dissolved organic nitrogen (DON) serves as a rec-
ognized precursor to DBP formation, which can potentially jeopardize human health. This review 
article offers a comprehensive insight into DON's influence on DBP formation during water and 
wastewater treatment processes. It delves into DON's sources, properties, and concentrations in 
water and wastewater, underlining the variability dependent on water source and environmental 
conditions. The mechanisms of DBP formation from DON, encompassing formation pathways 
and influencing factors, are meticulously examined. Different treatment methods, like chlorina-
tion, ozonation, and UV disinfection, are carefully examined to see how they affect the formation 
of DON and DBP. Factors that sway DON's impact on DBP formation are also explored. The 
review also presents various DBP reduction techniques, spanning physical, chemical, and biolog-
ical treatment methods, their efficacy in curtailing DON's influence, and their potential pros and 
cons. It addresses challenges, outlines future research directions, identifies knowledge gaps, and 
highlights the necessity for regulatory measures and policies, providing recommendations for 
prospective research avenues. It is clear from this in-depth review that more research is needed to 
understand how DON affects the formation of DBP entirely. It is also essential to protect human 
health and the environment and follow the rules first when treating wastewater. In conclusion, 
it analyzes DON's part in forming DBP in water and wastewater treatment. This emphasizes the 
need for ongoing research and mitigation strategies to protect public health and water quality.

Cite this article as: Ashik Ahmed, Sumaya Tabassum, Debo Brata Paul Argha, Pranta Roy. Im-
pact of dissolved organic nitrogen (DON) to the formation of disinfection byproducts (DBP) 
during water/wastewater treatment: A review. Environ Res Tec 2024;7(2)233–255.

INTRODUCTION

Water is an indispensable and precious resource for human 
survival, and safeguarding its availability and quality is of 
utmost significance. Wastewater treatment is a pivotal mea-
sure in ensuring responsible water resource management. It 
effectively treats domestic, industrial, and municipal waste-

water before it is released into the environment or reused for 
various applications [1]. Disinfection, as a vital step in the 
wastewater treatment process, is aimed at neutralizing or 
eliminating harmful microorganisms that may pose potential 
health hazards to human populations, animals, such as fish, 
amphibians, and aquatic invertebrates, can be adversely af-
fected by exposure to disinfection compounds in water [2, 3].
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Water/wastewater disinfection is commonly accomplished 
using chemical or physical techniques, such as chlorina-
tion, ozonation, UV radiation, and other advanced oxida-
tion processes [4–7]. These methods effectively eliminate or 
deactivate microorganisms, which helps reduce the spread 
of waterborne diseases and safeguard public health [4, 8]. 
However, one drawback is that disinfection can trigger re-
actions between disinfectants and organic matter in waste-
water, forming DBPs [9].

DBPs encompass various chemical compounds that can 
arise from chemical reactions between disinfectants and or-
ganic matter in wastewater [10]. Examples of DBPs include 
trihalomethanes (THMs), haloacetic acids (HAAs), halo-
acetonitriles (HANs), N-nitrosodimethylamine (NDMA), 
nitrosamines, aldehydes, and other halogenated and organ-
ic compounds [11]. DBPs have been recognized as potential 
carcinogens and mutagens, prompting concerns about their 
health risks to humans and the environment when present 
in treated water or wastewater.

Wastewater treatment plants (WWTPs) typically use chlo-
rine or ultraviolet (UV) light for final disinfection before 
discharging treated wastewater. Research on the formation 
of DBPs in treated wastewater has involved various methods 
such as gas chromatography/mass spectrometry (GC/MS) 
for identifying unknown DBPs [12], target-compound anal-
yses for specific known DBPs [13], and bulk parameters like 
total organic halogen (TOX) [14]. The types and amounts 
of DBPs formed from organic matter in wastewater effluent 
depend on factors such as the level of wastewater treatment 
and concentrations of ammonia (NH3) and DON [13, 15]. 
Well-nitrified WWTP effluents with low ammonia concen-
tration (<0.5 mg/L as N) tend to produce large amounts of 
THMs, while poorly nitrified effluents (e.g., NH3−N >5 
mg/L) generally inhibit THM production [16]. Chlorina-
tion (oxidation) of amino acids can result in the formation 
of aldehydes and nitriles, with subsequent chlorine substi-
tution forming chloral hydrate (trichloroacetaldehyde) and 
dichloroacetonitrile [17]. Chlorinated wastewater from an 
extended aeration treatment plant has been found to pro-
duce chloroform, dichloroacetonitrile, and chloral hydrate 
at specific concentration levels (0.032−0.080, 0.007−0.014, 
and 0.020−0.038 mg/L respectively) [17]. Higher chlorine 
doses can destroy the aromatic ring and the formation of 
chloral hydrate and HAAs [16]. 

Certain methods exhibit varying degrees of effectiveness in 
treating DON in drinking water sources. Jar tests involving 
natural organic matter fractions showed the least removal 
(∼10%) for hydrophobic neutrals, while hydrophobic bases 
(∼30%), hydrophilic bases (∼35%), and hydrophilic neutrals 
(∼50%) demonstrated improved but still lower removal 
rates compared to fulvic (70%) or humic (80%) acids [18]. 
Alum coagulation in an Australian river achieved moderate 
DON removal for hydrophobic acid fractions (∼50%), hy-
drophilic acid fractions (64%), and unfractionated material 
(∼64%), but no removal for the neutral fraction [19]. Bio-
filtration holds the potential to either remove or generate 
DON in drinking water sources [20]. Powdered activated 

carbon has the capacity to eliminate up to 72% of DON, 
while the sole study employing the emerging metal organ-
ic framework adsorbent for DON removal demonstrated a 
98.1% removal efficiency [21, 22].

Recently, DON, which refers to the portion of organic nitro-
gen that remains in solution after removing particulate or-
ganic nitrogen during wastewater treatment, has gained rec-
ognition as a significant factor in forming DBPs. A substantial 
portion of DON, up to 85%, is found in treated wastewater 
effluent [23]. This DON comprises various compounds such 
as proteins, amino acids, and humic substances, although a 
significant portion, approximately 50%, remains unidentified 
and uncharacterized [23]. DON can originate from diverse 
sources, such as human and animal waste, agricultural run-
off, and industrial discharges [24], and its concentration in 
wastewater can vary depending on the composition of the 
wastewater and treatment processes employed [9, 25].

The presence of DON in wastewater can have noteworthy im-
plications for DBP formation during disinfection [26]. The 
mechanisms by which DON influences DBP formation are 
intricate and may involve multiple pathways, including the 
formation of nitrogenous disinfection byproducts (N-DBPs), 
as well as interactions with other organic and inorganic con-
stituents of effluent organic matters [27, 28]. The influence of 
DON on the formation of DBPs during wastewater treatment 
is an increasingly essential and researched area due to its po-
tential impacts on water quality, human health, and environ-
mental protection. A thorough understanding of the under-
lying mechanisms and factors that affect the role of DON in 
DBP formation is essential for optimizing disinfection pro-
cesses and ensuring the safety of treated wastewater [29].

Hence, this review presents a comprehensive summary of 
the current knowledge on how DON affects the formation 
of DBPs during water/wastewater treatment. This review 
will explore the mechanisms through which DON impacts 
DBP formation, the factors that influence these mecha-
nisms, and the strategies that can be utilized to mitigate 
DBP formation. Additionally, any gaps in knowledge and 
research needs in this field will be highlighted, and the reg-
ulatory and policy implications of the relationship between 
DON and DBPs will be discussed.

DISINFECTION BYPRODUCTS: HIDDEN THREAT 
IN WATER/WASTEWATER TREATMENT

Disinfection byproducts can silently jeopardize the effec-
tiveness of wastewater treatment processes, as they can be 
generated during the disinfection stage and have the po-
tential to impact water quality negatively. Various factors, 
such as the level of wastewater treatment, concentrations of 
ammonia and DON, and the amount of chlorine used, can 
all influence the formation of DBPs [30–32]. Therefore, it is 
essential to carefully manage and monitor DBP formation 
to guarantee the safety and quality of treated wastewater be-
fore it is discharged into the environment. By implementing 
effective strategies to minimize DBP formation, wastewater 
treatment plants can help protect the environment and pub-
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lic health [28, 29]. The general procedure of DBP formation 
from wastewater through treatment and disinfection in the 
presence of DON is illustrated in Figure 1 [30–33].

Types and Properties of DBPs
DBPs can be classified into various types based on their 
chemical composition, including THMs, HAAs, HANs, 
NDMA, chlorate, chlorite, bromate, and among others 
[34–36]. Figure 2 represents the chemical formula of the 
different readily formed DBPs during disinfection. THMs 
can be produced during chlorination, chloramination, and 
ozonation, followed by chlorination [37]. Similarly, HAAs 
can form during chlorination and chloramination process-
es. NDMA can be formed through reactions between nitro-
gen-containing precursors, such as dimethylamine (DMA), 
and disinfectants, particularly chloramines (formed by the 
reaction of chlorine with ammonia) [38, 39]. Chlorite (ClO2

-

) and chlorate (ClO3
-) can be produced during disinfection 

processes that involve the use of chlorine-based disinfec-
tants, such as chlorine gas (Cl2), sodium hypochlorite (Na-
ClO), or chlorine dioxide (ClO2) [40, 41]. Bromate (BrO3

-) 
can be produced during disinfection processes that involve 
the use of bromide (Br-) ions and an oxidizing agent, such 
as ozone (O3) or chlorine-based disinfectants, particularly 
in waters with high bromide concentrations [42, 43].

DBPs encompass several properties, including solubility, 
volatility, stability, reactivity, and toxicity, collectively con-
tributing to their potential impact on water quality and hu-
man health. The solubility of DBPs can exhibit variability, 
with some being volatile and prone to evaporation from wa-
ter due to low solubility, while others may possess a higher 
solubility and persist in water for longer durations. The sta-
bility of DBPs can also vary, ranging from relatively stable 
compounds to those that degrade or transform into other 
substances over time [44]. Furthermore, DBPs can display 
differing reactivity, influencing their interactions with other 
chemical compounds in water and the environment. Toxic-
ity is another significant property of DBPs, as some may be 
associated with potential carcinogenic and adverse repro-
ductive effects [10, 40]. It is important to note that the prop-
erties of DBPs can be influenced by various factors, such 
as the type and concentration of disinfectants used, water 
quality parameters, and environmental conditions[45].

Formation Mechanisms of DBPs
Trihalomethane Formation
Trihalomethane formation is a chemical process that oc-
curs during water disinfection when halogen-based disin-
fectants, such as chlorine, react with organic matter present 
in water. Chlorination involves oxidation and substitution 
[46]. Oxidized organic compounds are formed when chlo-
rine reacts with organic matter [47]. In the substitution re-
action, chlorine replaces hydrogen atoms in organic matter 
to form chlorinated organic compounds [48]. Chlorine fur-
ther reacts with water to form chlorine radicals (Cl•), which 

Figure 1. DBP formation in wastewater treatment and disinfection with DON presence.

Figure 2. Chemical formula of the different types of DBPs; (a) 
THMs, (b) HAAs, (c) HANs, (d) NDMA, (e) chlorite (f) chlorate.

(a)

(b)

(c)

(e)

(d)

(f)
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react with organic matter to form halogenated organic com-
pounds [49]. This step usually limits trihalomethane for-
mation. The most common THMs are chloroform (CHCl3), 
bromodichloromethane (CHCl2Br), dibromochlorometh-
ane (CHClBr2), and bromoform (CHBr3) [50–52].

Haloacetic Acid Formation
Figure 3 represents the formation mechanisms of HAAs. 
Through chlorination and chloramination, haloorganic 
intermediate compounds are formed. The haloorganic in-
termediates can further react with chlorine or chloramines 
to form haloacetic acid intermediates through halogenation 
reactions. The haloacetic acid intermediates can then un-
dergo hydrolysis or oxidation reactions to form HAAs as 
the final product [53].

Haloacetonitriles Formation
HANs can be formed by the presence of organic nitrogen 
compounds and through the Cl2 and NH2Cl disinfection 
processes [54]. Chlorine or chloramines can react with the 
organic nitrogen to form N-chloramines. The produced 
N-chloroamines can undergo hydrolysis, which involves 
the addition of water molecules, resulting in the formation 
of N-chloroimine. The N-chloroimine species can further 
react with other organic nitrogen compounds in the waste-
water effluent, such as amino acids or other organic matter, 
through nucleophilic substitution or addition or rearrange-
ment reactions, resulting in the formation of HANs [53, 54]. 

N-nitrosodimethylamine (NDMA) Formation
Dimethylamine (DMA) and amide are two common organ-
ic nitrogen compounds found in water, that can undergo 
nitrosation. Nitrite ions (NO2

-) react with DMA to form 
NDMA as an intermediate and nitrosation of amide can 
form N-Nitrosamide intermediates [55]. N-Nitrosamine 
intermediates, formed through nitrosation of DMA or 
amides, can undergo dimethylation, where dimethylating 
agents, such as formaldehyde (HCHO) or other methyl-
ating agents, react with the intermediates to form NDMA 
[55]. Figure 4 shows the formation mechanisms of NDMA. 

Chlorite and Chlorate Formation
Chlorite (ClO2

-) and chlorate (ClO3
-) formation can occur 

during water disinfection processes that involve the use of 
Cl2 or NH2Cl [56]. Chlorine can react with natural organic 
matter (NOM) or other precursors in water, leading to the 
formation of chlorite through a series of oxidation reactions 
[57]. Chlorine can also oxidize chloride ions (Cl-) in water 
to form hypochlorite (ClO-), and further oxidation of hy-
pochlorite can result in the formation of chlorate [57]. The 
specific mechanisms and pathways of chlorite and chlorate 
formation can vary depending on pH, temperature, and 
chlorine dosage.

Bromate Formation
Bromate (BrO3

-) formation is involved with the use of O3 
for disinfection. O3 reacts with bromide ions (Br-) in wa-
ter to form bromate through a series of oxidation reactions 

[43]. The formation of bromate is highly dependent on fac-
tors such as pH, temperature, ozone dosage, and bromide 
ion concentration [58].

 [59]

Or,

 [59]

Challenges in Controlling DBPs
Controlling DBPs poses several challenges due to their di-
verse nature and the complexities associated with their for-
mation and control. Some of the specific challenges for con-
trolling DBPs include formation variability, multiple DBP 
types, changing regulations, treatment trade-offs, cost impli-
cations, monitoring and optimization, public awareness, and 
communication, etc. DBP has a complex and multifaceted 
nature. Several factors, such as the type and concentration 
of disinfectants, water quality parameters, and environmen-
tal conditions, make it challenging to predict and mitigate 
the formation of specific DBPs [60]. Besides, reducing dis-
infectant dosages or changing disinfection methods, may 
have trade-offs with other treatment goals, such as pathogen 
removal or other water quality parameters. Balancing DBP 
control with other treatment objectives can be challenging.

The factors such as temperature, pH, and chlorine dosage 
make the DBP control more challenging. The concentra-
tions of regulated DBPs can vary significantly in household 
tap water due to changes in water temperature [61]. Specif-
ically, when water is heated for bathing or spa use at higher 
temperatures (e.g., 35–50 °C), there can be a rapid increase 
in the levels of THMs and HAAs within 0.5 h [62]. This 
highlights the potential for significant fluctuations in DBP 

Figure 3. Formation mechanisms of the HAAs.

Figure 4. NDMA formation mechanisms.
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levels in tap water in response to changes in water tempera-
ture, which may have implications for human exposure to 
these contaminants. Chuang et al. [28] stated that the con-
centrations of chloroform are 0.028, 0.057, 0.128, 0.171, and 
0.304 mg/L for 4, 15, 25, 35, and 50 °C, respectively. He also 
found a similar pattern for dichloroacetic acid and trichlo-
roacetic acid also got higher DBP concentrations when the 
temperature changes from 10 to 25 °C [63]. It is hard to 
control the DBPs with these varying concentrations for dif-
ferent temperatures.

The formation of chlorine DBPs is known to be influenced 
by pH, as most chlorine reactions are pH dependent. Low-
er, more acidic pH conditions typically result in less chlo-
roform formation, with a corresponding increase in the 
concentration of HAAs [64]. This trend of reduced chloro-
form formation with decreasing pH was also observed in a 
study by Özbelge [65], where hypochlorite was adjusted to 
pH 4, 7, and 10 and added to resorcinol in different ratios. 
No chloroform was formed at pH 4, and a 1:3 ratio, but at 
pH 7 and 10, 50% and 95% of the resorcinol were converted 
to chloroform, respectively [65]. With varying pH, different 
controlling measures need to be taken to control DBPs.

Potential Effects on Human Health
Human exposure to DBPs can occur through three main 
pathways: dermal contact, ingestion, or inhalation [66, 67]. 
Several epidemiological studies have demonstrated associ-
ations between DBP exposure and increased risks of can-
cer development, liver and kidney defects, central nervous 
system issues, adverse reproductive outcomes, and endo-
crine disruption, causing concern for human health in areas 
where DBPs are present in drinking water [68–70]. Consis-
tently linked to chlorination DBPs as one of the health risks 
associated with DBP exposure is urinary bladder cancer 
[70–73]. Another study discovered a potential association 
between high concentrations of DBPs and increased risks 
of colon and rectal cancer, especially with individual DBPs 
such as THMs and HAAs, with the most consistent associa-
tion observed for rectal cancer. To better comprehend these 
associations, additional research is required [73].

Emerging DBPs formed in distribution systems during 
chlorination and chloramination, such as THMs, HAAs, 
and HANs, have been reported to cause symptoms relat-
ed to liver, kidney, and nervous system diseases. Unregu-
lated DBPs have been associated with spontaneous abor-
tions, congenital disabilities, stillbirths, and other negative 
reproductive effects [74]. Recent research has focused on 
maternal exposure to emerging DBPs during pregnan-
cy, particularly THMs and dichloroacetic acid, and some 
DNA anomalies have been observed in cord blood, leading 
to foetal growth restriction or other adverse reproductive 
outcomes [75–78]. Emerging DBPs may also be classified 
as carcinogenic substances or have other detrimental effects 
on human health, such as alterations in pregnancy dura-
tion, menstrual cycle, pregnancy loss, foetal development, 
and congenital malformations, as well as cancer risks, as 
reported in various studies [79–81].

According to López-Roldán et al. [82], the risk of devel-
oping cancer or diseases from ingesting THMs is higher 
compared to the risk from inhalation during showering or 
dermal exposure [83]. This highlights the significant dan-
ger posed to human health by drinking water contaminated 
with DBPs, particularly THMs and HAAs. The risks may be 
higher when the raw water source is surface water, but they 
may be lower when it is a mix of surface water and ground-
water, or solely groundwater.

I-aldehydes, cyanides, halonitromethanes, haloketones, 
haloacetamides, iodinated-DBPs, and N-nitrosamines are 
just some of the DBPs that have been the subject of re-
cent studies. Andersson et al., Chaukura et al., and Chen 
et al. [84–86] all report that these DBPs are more cytotox-
ic, genotoxic, and mutagenic than their brominated and 
chlorinated counterparts, suggesting they pose serious 
health risks. The N-nitrosamine NDMA (N-nitrosodime-
thylamine) has been the focus of much attention because 
even trace amounts (ng/L) have been linked to a 10-fold 
higher risk of cancer over a lifetime. Among the N-nitro-
samines, NDMA (N-nitrosodimethylamine) has garnered 
significant attention due to its presence in drinking water at 
low levels of ng/L, which has been associated with a lifetime 
excess cancer risk of 10-6.

DON: A KEY PLAYER IN DBP FORMATION

DON has been identified as a key player in the formation of 
DBPs such as THMs, HAAs, HANs, and NDMA in water 
treatment systems [87]. DON is a complex mixture of or-
ganic compounds that can originate from various sources, 
such as natural organic matter, wastewater, and agricultur-
al runoff. During water treatment processes, disinfectants, 
such as chlorine, can react with DON, leading to the forma-
tion of DBPs, including THMs, HAAs, and other classes of 
DBPs. Amino acids, nitrogen-containing heterocyclic com-
pounds found in nucleic acids (e.g., cytosine), cells of al-
gae, and extracellular organic matter have been proposed as 
potential precursors for halogenated acetonitriles (HANs) 
when they react with chlorine or chloramines. This sugges-
tion is supported by studies conducted by [63, 88, 89].

When free chlorine is present in organic fractions with a high 
concentration of DON, dichloroacetonitrile (DCAN) is more 
likely to form at higher concentrations, as reported by Lee et 
al. and Dotson et al. [87, 90] and Yang et al. [91] show that 
during chloramination in natural waters, the relationship be-
tween DCAN and DON is not well established. According to 
a hypothesis by Yang et al. [91] DCAN can be formed during 
chloramination via the hydrolysis of N-chloroimine, which 
is generated via the direct incorporation of chloramines into 
diketone moieties of DOM. DCAN is positively correlated 
with SUVA in chlorinated natural waters [91], suggesting that 
aromatic content within DOM may be related to the forma-
tion of diketone moieties for HAN formation.

Oftentimes, N-DBPs like halonitromethanes (HNMs), 
N-nitrosamines (NAs), and halonitromethanes (HANs) 
have been found in chloraminated or chlorinated wastewa-
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ter effluent at concentrations ranging from nanograms per 
liter to micrograms per liter [15, 92, 93]. Compared to other 
disinfection byproducts that are regulated, like THMs and 
HAAs, these N-DBPs have been found to be more toxic and 
to pose more health risks [11, 94, 95].

DON Sources in WWTP
DON in WWTPs comes from both the wastewater that is 
being treated and the microorganisms that are already pres-
ent at the site. Low DON concentrations, between 3 and 
7 mg/L, are typical in raw municipal wastewater [96, 97]. 
Carbamate and pyrimidine compounds are major contrib-
utors to DON in wastewater from industries producing 
pesticides, textiles, dairy, fertilizer, leather, and pharmaceu-
ticals, with concentrations ranging from 12 to 71 mg/L [98]. 
A study found that pproximately 88–91% of the TDN in the 
wastewater generated by the yoghurt production industry 
comprises DON [99]. A notable origin of DON in waste-
water is the use of agricultural fertilizer [20]. An additional 
research finding revealed that the leather industry contrib-
utes 111.5 mg/L of total nitrogen (TN) in wastewater, with 
a notable portion being attributed to DON [100]. Prior to 
discharge into municipal wastewater collection systems, 
DON levels can be reduced to around 10–15 mg/L through 
industrial wastewater treatment processes [98]. The break-
down of organic materials in the waste material field can 
also increase the concentration of DON in landfill leach-
ate and coincide with the WWTP influent [94–99], which 
in turn can react with DBPs precursors in drinking water 
treatment processes, potentially increasing the formation 
of DBPs[101–103]. Therefore, DON from municipal waste 
can play a significant role in forming DBPs in potable water 
[104, 105].
Microbially derived DON (mDON) is another source of 
DON at WWTPs. It is found in soluble microbial products 
(SMP) released during cell metabolism and biomass decay 
[15, 106]. Lab-scale aerobic bioreactors treating synthetic 
organic wastewater with ammonium chloride as the sole 
nitrogen source have been shown to produce up to 3.45 
mg/L of DON in the effluent [107]. mDON is largely made 
up of bioavailable substances for algae, such as proteins, 
enzymes, nucleic acids, amino acids, and fulvic acid-like 
substances [108]. There is no chemical difference between 
DON from the influent and mDON in domestic WWTPs. 
Recent research, however, has suggested that model predic-
tions indicate mDON may account for nearly 50% of the 
effluent DON in the activated sludge process [109]. Figure 
5 represents the various sources that can generate DON in 
wastewater system. 

Characteristics and Properties of DON
DON's unique properties can contribute to DBP forma-
tion, making it an important component of wastewater and 
natural water systems. DON's varied properties make it a 
key player in DBP formation. DON can form nitrogenous 
DBPs, for instance. The composition and concentration of 
DON in water, disinfectants used, and environmental con-
ditions can affect DON's unique ability to form DBP.

Studies from Bolyard and Reinhart and Liu et al. [110, 111] 
show that the bioavailability of DON is linked to its chem-
ical properties. Effluent with a higher tryptophan to humic 
substances fluorescence ratio was found to have more bio-
available DON, which could promote algal growth, accord-
ing to research by [111]. In addition, the bioavailability of 
effluent DON was shown to increase with molecular weight 
for DON molecules smaller than 1 KDa [107]. The varying 
bioavailability of DON in natural waters is likely due to dif-
ferences in DON's chemical composition. Free amino acids 
[112–115], urea [116, 117], and nucleic acids [115, 116] are 
readily taken up by heterotrophic bacteria and/or marine 
and freshwater algae. The research of Carlsson and Granéli 
[118] shows that in N-limited systems, algae are less able 
to make use of humic substances and other forms of DON 
for growth. Photochemical reactions in natural waters may 
convert DON into more labile compounds like primary 
amines [119] or ammonia [120], although these reactions 
can also have a negative impact on the bioavailability of 
DON [120]. DON exhibits biodegradability over time, as 
evidenced by a study that observed variations in the bio-
degradation of DON among effluent samples from four 
examined plants before filtration. Specifically, a decline in 
DON was noted in prefiltration samples from two of the 
four plants, with these two plants experiencing a reduction 
of organic nitrogen ranging between one-quarter to one-
third over a 20-day period [121].

As wastewater progresses through various treatment stages 
in a conventional biological nutrient removal (BNR) pro-
cess, the concentration of DON typically decreases, with 
the majority of DON removal occurring in the anaerobic 
zone of the anaerobic/anoxic/oxic process [97]. In cases 
where the DON concentration in the influent is already low 
(between 1.1 and 3.9 mg/L), only a small amount of DON 
is removed during wastewater treatment, leaving concen-
trations of 0.5 to 1.3 mg/L in the effluent [122]. Studies by 
Sattayatewa et al. and Huo et al. [96, 97] show that the ac-

Figure 5. Some anthropogenic sources of DON in wastewater.



Environ Res Tec, Vol. 7, Issue. 2, pp. 233–255, June 2024 239

tual efficiency of DON removal can vary greatly between 
different wastewater treatment plants, from 30% to 90%. 
Furthermore, the composition of domestic wastewater typ-
ically consists of proteins, amino acids, and humic-like sub-
stances. However, in the effluent, the composition changes 
to include amino acids, EDTA, and specific proteins that 
are newly produced compounds, as reported in studies by 
[97, 123]. In addition, the low molecular weight dissolved 
organic nitrogen (LMW DON) concentration, which ini-
tially ranges from 4.2–4.4 mg/L, undergoes changes during 
treatment in the effluent, resulting in a range of 1.5–3.5 
mg/L (LMW DON), accounting for 50–65% of the efflu-
ent DON [119, 120]. According to Huo et al. [97], more 
than 80% of the effluent DON are hydrophilic and these 
hydrophilic fractions are mostly bioavailable (almost 85% 
of the hydrophilic DON) [124, 125]. Secondary effluent 
DON is well-characterized, with abundant presence of pro-
teins, amino acids, and EDTA [126], whereas DON in raw 
wastewater is poorly characterized. 60% of the DON in the 
effluent is made up of proteins, while only 13% is amino 
acids [126]. Huo et al. [97] also reported that between 50% 
and 66% of the total DON in WWTP effluent is made up 
of LMW compounds. Urea, amino acids, DNA, peptides, 
and synthetic nitrogenous compounds like pesticides and 
pharmaceuticals are all examples of LMW compounds. In 
contrast, Pagilla et al. [127] reported that fulvic acids, pro-
teins, and humic acids make up the bulk of the HMW DON 
in the effluent.

DON Species: Precursors of N-DBPs
N-DBPs were identified during the chlorination of natural 
water, which include haloacetonitriles, halonitromethanes, 
haloacetamides, and NDMA [128]. If excess disinfectants 
are added, the amount of N-DBP species formed can be 
used to estimate the formation potential of N-DBPs. This 
method neutralizes any residual chlorine or chloramine 
after disinfection reactions have concluded. After that, 
typical N-DBP species like dichloroacetonitrile and tri-
chloronitromethane are extracted using liquid/liquid ex-
traction (LLE) and analyzed using gas chromatography 
(GC) with electron capture detection. According to Hu et 
al. and Plumlee et al. [29, 129], the most frequently detect-
ed N-DBP is NDMA, which is concentrated using solid 
phase extraction (SPE) or LLE and measured using liquid 
chromatography-tandem mass spectrometry (LC-MS/MS) 
or GC coupled to an ion trap MS/MS. NDMA accounts 
for greater than 90% of the total proportion and can be 
found in wastewater effluent at concentrations greater than 
0.0001 mg/L. Najm and Trussell [130] point out that the 
use of recycled water raises concerns due to the high lev-
els of NDMA present in this water source. The formation 
of 2,2-dichloroacetamide is primarily attributed to amino 
acids such as aspartic acid, histidine, tyrosine, glutamine, 
asparagine, and phenylalanine [131]. Similarly, chloroace-
tonitrile is derived from nitriles, amino acids including 
tryptophan, tyrosine, asparagine, and alanine, as well as 
pyrrole, as reported by Yang et al. [132]. Trichloronitro-
methane shares similar amino acid precursors with chlo-

roacetonitrile, including glycine [132]. On the other hand, 
NDMA is primarily formed from dimethylamine (DMA) 
and tertiary amines that contain DMA functional groups 
[133]. The formation of cyanogen chloride (CNCl), an-
other type of N-DBP, is often attributed to the presence of 
glycine and fulvic/humic substances, as identified by [134]. 
Hydrophilic acids (HiA), hydrophilic bases (HiB), and 
hydrophobic acids (HoA) all have varying degrees of po-
tential for dichloroacetamide (DCA) formation, but HiAs 
have the most [135]. DCA is most likely formed from pro-
tein-like substances made up of amino acids in the HiA 
fraction [135]. The amino acids aspartic acid, histidine, 
tyrosine, tryptophan, glutamine, asparagine, and phenylal-
anine are all candidates for DCA formation when exposed 
to chlorine [135]. The precursors capable of forming chlo-
ropicrin, with yield capacities ranging from 0.4% to 53%, 
include 2-nitrophenol, 3-nitrophenol, 4-pyridinealdoxime, 
trimethylamine, nitromethane, glycine, lysine, and trietha-
nolamine [43, 136, 137]. Chlorination of certain free ami-
no acids [138], heterocyclic nitrogen in nucleic acids [139], 
proteinaceous materials, and combined and bound amino 
acids in humic structures generates dihaloacetonitriles and 
other haloacetonitriles [140]. Table 1 shows the chemical 
structure of different precursor organic compounds. Com-
pared to other naturally occurring organic compounds, the 
identified N-DBP precursors typically have a low molecular 
weight and electrostatic charge [53]. Because of this trait, 
common water treatment processes, such as coagulation, 
are ineffective against them. However, it is anticipated that 
many of these N-DBP precursors will be biodegradable, 
making them amenable to removal via nanofiltration [53].

IMPACTS OF DON ON DBP FORMATION

An extensive amount of literature has investigated the pos-
sible link between the transformation of DON in waste-
water treatment plants and the formation of N-DBPs; this 
includes studies by Aitkenhead-Peterson et al. and Chang 
et al. [141, 142], among others. The proportion of amphi-
philic bases to neutrals in DON has been found to be the 
most important factor in determining N-DBP formation 
potentials [143]. Tertiary amines with benzyl functional 
groups were also found to be associated with an increased 
likelihood of NDMA formation [144]. The majority of these 
analyses, however, have only looked at how DON and its 
N-DBP change before and after the disinfection process. 
According to research by Selbes et al. [145] and Ding et al. 
[54], N-DBPs can be roughly divided into two categories: 
non-halogenated N-DBPs (such as N-nitrosamines) and 
halogenated N-DBPs. According to previous studies, sec-
ondary amines are a major contributor to N-nitrosamine 
compounds formed during the chlorination process, espe-
cially NDMA, as demonstrated by [146]. Bond et al. [88] 
point out that the formation of halogenated N-DBPs is 
more complicated than that of non-halogenated ones. An-
other two study note that haloacetamides, halonitriles, and 
organic halamines have received a great deal of attention 
in the study of halogenated DON in wastewater [54, 147].
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DON in Wastewater Treatment Produce DBP
The formation of N-DBPs from DOM is influenced by a 
number of DOM properties, including its nitrogen con-
tent, hydrophobicity, specific UV absorbance (SUVA), and 
molecular weight (MW) distribution. A study has shown 

that a lower ratio of DOC to DON in DOM indicates high-
er nitrogen contents in DOM, and thus a greater likelihood 
of the formation of N-DBPs like HANs, halonitromethanes 
(HNMs), and N-nitrosamines during chloramination [148]. 
Same study also shows that the LMW fractions of DOM with 

Table 1. Chemical structures of different DBPs precursors

Tryptophan Dimethylamine

Phenylalanine

Trimethylamine

Triethanolamine

2-nitrophenol

4-pyridinealdoxime

Aspartic acid

Humic acid

Fulvic acid

Tyrosine

Asparagine

Histidine

Glutamine

Alanine

Pyrrole

Glycine

Lysine
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a size of less than 1 kDa tend to have a higher contribution to 
the formation of N-DBPs during chloramination compared 
to the high MW fractions (>3 kDa) [148]. Another study 
reports that hydrophilic DOM fractions have a higher pro-
pensity for the formation of HANs and N-nitrosamines than 
hydrophobic and transphilic DOM fractions [149]. Howev-
er, they found that the hydrophobic fractions of DOM con-
tribute more to the formation of HNMs during chloramina-
tion than the other fractions [149]. In addition to the natural 
organic matter in surface water, Chow et al. [150] notes that 
effluent organic matter from biological wastewater treatment 
plants can affect the formation of N-DBPs due to differences 
in physicochemical properties, such as molecular size distri-
bution, and higher concentrations of DON (0.7–1.9 mg/L 
in effluent organic matter vs. a median value of 0.3 mg/L in 
NOM). Effluent organic matter contains a high concentra-
tion of microbially derived DON, which is rich in amines, 
peptides, and amino acids [151] and therefore has the poten-
tial to be converted into N-DBPs via chloramination [152]. It 
is expected that the yields of N-DBPs from reclaimed water 
will be greater than those from surface water in situations 
where wastewater is reused. This is because recycled water is 
chemically and physically distinct from surface water. In ad-
dition, organic matter from effluents is a major contributor 
to N-DBP precursors in drinking water supplies vulnerable 
to wastewater discharges [153].
Nitrosamines, halonitroalkanes, and nitriles are just some 
of the chemical compounds found in the N-DBPs [154]. 
The N-DBPs also have a wide range of -NO2 and -CN de-
rivatives. The genotoxicity of these chemicals toward mam-
malian cells is much higher than that of halogen-contain-
ing DBPs [155]. An increase in N-DBPs in drinking water 
supplies has been linked to increased contributions from 
wastewater discharge. This is why DON is getting so much 
interest in the wastewater treatment sector. DON is a pre-
cursor for the formation of carcinogenic N-DBPs during 
disinfection, making its presence in wastewater effluent sig-
nificant in the context of indirect or direct potable wastewa-
ter reuse. Recent studies have highlighted the importance 
of determining the sources of N-DBPs in wastewater efflu-
ents, and have found that DON is a major precursor [143, 
156]. The formation of N-DBPs can also be aided by organ-
ic nitrogen particulate matter in effluents, such as bacterial 
cells. To a greater extent than dissolved nitrogenous organic 
matter in secondary effluent, Chuang et al. [28] discovered 
that Gram-negative Escherichia coli and Gram-positive En-
terococcus faecalis bacterial cells were capable of forming 
N-DBPs like dichloroacetonitrile, dichloroacetamide, and 
trichloroacetamide during chlorination.

Effect of DON on DBP Formation
Significant precursors to the formation of nitrogenous 
N-DBPs are thought to be DON compounds. Dichloro-
acetonitrile is one N-DBP that can be formed from DON; 
it is extremely toxic and has an LC50 value that is orders 
of magnitude higher than carbonaceous DBPs [157]. This 
indicates that highly toxic by-products may be present in 
water due to the formation of N-DBPs from DON during 

disinfection processes, highlighting the need for effective 
monitoring and mitigation strategies to ensure water safety. 
A study reports that several DBPs, including dichloroace-
tonitrile (DCAN), dsorbed organic chlorine (AOCl), and 
three nitrosamines (N-nitrosodibutylamine (NDBA), N-ni-
trosodiethylamine, and N-nitrosodipropylamine), were 
formed during the chlorination of mDON that accumulat-
ed during denitrification with various carbon sources and 
C/N ratios [158]. Sodium acetate as a carbon source and 
relatively high C/N ratios generally increased the formation 
potentials of NDBA, DCAN, and AOCl. This indicates that 
the formation of particular DBPs during the chlorination of 
mDON can be affected by the carbon source and C/N ratio 
used during denitrification. Upon chloramination, THMs, 
dichloroacetic acids, and dihaloacetonitrile originate from 
similar precursors, and HANs, HAAs, and THMs originate 
from similar structures within DOM [28]. Also, the pre-
cursor of HANs was only about 10% (on a molar basis) of 
that of THMs and HAAs [28]. DON/DOC in hydrophil-
ic and transphilic fractions correlates with the potential 
for NDMA formation. The HAA showed a clear trend of 
increasing concentration only with storage time of long-
term DBP changes across storage times (up to 20 days) and 
temperatures (5 to 20 °C) [159]. Chen et al. [160] took into 
account the effect of temperature and found that as the tem-
perature was raised (from 250 to 600 °C), there was a de-
crease in the formation of the four DBP categories that were 
being studied (THMs, HAAs, HANs, and NDMA). Hua et 
al. [161] developed a model for the role of lignin phenols in 
NOM product DBP formation based on concentrations and 
DBP yields. Trichloroacetic acid is the most formed DBP, 
followed by dichloroacetic acid and chloroform in terms of 
the contribution of lignin phenols to the formation of DBP 
during chlorination. Trichloroacetic acid > dichloroacetic 
acid & DCAN > chloroform is the formation order of these 
DBPs due to the lignin phenols in the chloramination [161]. 
Table 2 shows some potential DBPs formation during the 
disinfection process by using chlorine, chloramines, chlo-
rine dioxide, and the combined UV and chlorine due to the 
different complex structured emerging organic micropol-
lutants (EOMPs). Industrial wastewater discharge, munic-
ipal sewage discharge, and agricultural runoff are all major 
contributors to EOMPs in aquatic environments. Toxins 
from pharmaceuticals and personal care products (PPCPs), 
endocrine-disrupting chemicals (EDCs), and brominated 
flame retardants (BFRs) are just a few examples [162].

Factors Influencing the Impact of DON on DBP 
Formation
The impact of DON on DBP formation can be influenced 
by several factors.

Concentration and Composition of DON
The concentration and composition of DON in water are 
key factors that can influence its impact on DBP formation. 
DON is a complex mixture of organic nitrogen-containing 
compounds. The concentration of DON in water can vary 
widely depending on the source of water, season, and oth-
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Table 2. Different EOMPs with their chemical structures and the respective DBPs formation with the disinfection process

Different EOMPs 
(PPCPs, EDCs, BFRs)

EOMP structure Disinfectant 
use

Potential DBPs 
formation

Ref

1. Ciprofloxacin

2. Enoxacin 

3. Fleroxacin

5. Sulfamethazine

6. Trimethoprim

7. Metronidazole

8. Ibuprofen

9. Acetaminophen/ 
Paracetamol

10. Diclofenac

4.  Ofloxacin

Chlorine

Chlorine 
dioxide

Chlorine or 
Chlorine 
dioxide

Chlorine

UV and 
Chlorine

Chloramine

UV and 
Chlorine

Chloramines

Chlorine 
dioxide

Chlorine

Antibiotic 
transformation products 
(TP305, TP262, TP262, 
TP290, TP292, TP 296, 
ETC.)

THMs, HAAs, 
HANs, HKs 
(Haloketones), HAL 
(Haloacetaldehydes)

Haloacetonitriles, 
Trihalomethanes, 
Haloaceticacids

Transformation products 
(TP305, TP262, TP292, 
TP 296, ETC.)

Trichloromethane, 
Chloral hydrate, 
Dichloroacetonitrile, 
Trichloronitromethane

Dichloroacetonitrile, 
Tricholoacetamide, 
Dicholoacetamide, 
Trichloromethane

Trichloromethane, 
Chloral hydrate; 
1,1-dichloro-2-propanone; 
1,1,1-trichloropropanone; 
Dichloroacetic acid, 
Trichloroacetic acid  

Trichloromethane, 
Dichloroacetonitrile, 
Dicholoacetamide, 
Tricholoacetamide

Enhanced-hazardousness 
transformation products

Antibiotic 
transformation products 
(TP305, TP262, TP262, 
TP290, TP292, TP 296, 
ETC.)

[163]

[164]

[165]

[166]

[167]

[168]

[169]

[54]

[170]

[73]
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er environmental factors [174]. Higher concentrations of 
DON, as well as specific types of organic nitrogen-contain-
ing compounds, may increase the potential for DBP forma-
tion during disinfection processes. When using sludge al-
kaline fermentation liquid (SAFL) as the carbon source, the 
DON concentration in the effluent (1.52 mg/L DON) was 
higher when compared to when using sodium acetate (0.56 
mg/L DON) [175]. However, compared to sodium acetate, 
SAFL resulted in effluent formation potentials that were 43% 
and 55% lower for dichloroacetonitrile (7.63 g/mg DON) 
and nitrosamines (1.57 g/mg DON), respectively. Alanine, 
glycine, and tyrosine were found to be important precursors 
to N-DBPs [175]. Protein- and lignin-like compounds made 
up the bulk of the DON molecules in the effluent [175].

Type and Dosage of Disinfectants
The type and dosage of disinfectants used during water 
treatment can significantly influence the formation of DBPs 
from DON. Different disinfectants, such as chlorine, chlo-
ramines, chlorine dioxide, and ozone, may react differently 
with DON and result in varying levels of DBP formation. 
For instance, chlorine is known to react with DON to form 
various DBPs, such as trihalomethanes and haloacetic acids, 
while chloramines can also react with DON to form nitrosa-
mines, another type of DBP [37]. As an example, the amount 
of chlorine added to reclaimed water during the chlorina-
tion process can affect the production of chlorinated DBPs 
[176]. Slightly oxidized unsaturated aliphatic compounds 
and polycyclic aromatic compounds have been discovered 
to be produced during chlorination [177]. In addition, the 
proportion of polycyclic aromatic chlorinated DBPs with 
one chlorine atom and highly oxidized unsaturated aliphat-
ic chlorinated DBPs with two chlorine atoms was found to 
increase with increasing chlorine dosage [177].

Co-occurring Water Constituents
Other naturally occurring water constituents, such as 
bromide, iodide, and NOM, are also capable of having an 
impact on the relationship between DON and DBP forma-
tion. For example, during the process of disinfection, bro-

mide can react with chlorine to produce brominated DBPs 
[178]. These brominated DBPs, which include bromoform 
and bromodichloromethane, are known to have a higher 
level of toxicity in comparison to their chlorinated coun-
terparts [178]. Bromoform and bromodichloromethane 
are both classified as Group 2B, possibly carcinogenic to 
humans [179]. Studies have shown that long-term expo-
sure to elevated levels of bromoform and bromodichloro-
methane in drinking water may be associated with an 
increased risk of certain adverse health effects, including 
bladder cancer, reproductive and developmental effects, 
and liver and kidney damage [180]. The toxicity of bromo-
form and bromodichloromethane is primarily attributed 
to their potential to induce genotoxicity, oxidative stress, 
and disruption of cellular functions. These DBPs can bind 
to DNA and proteins, causing DNA damage and impair-
ing cellular processes [181]. During the disinfection pro-
cess, NOM, which is a complex mixture of organic com-
pounds derived from decaying plant and animal materials, 
can interact with DON, and affect the formation of DBP. 
NOM is a byproduct of decomposition of plant and ani-
mal matter [182].

Water Treatment Processes
The specific water treatment processes employed, such as 
pre-oxidation, coagulation, and filtration, can also affect the 
impact of DON on DBP formation [183]. These processes 
can modify the concentration and composition of DON, as 
well as other water constituents, which can subsequently 
influence DBP formation during disinfection. For example, 
pre-oxidation processes, such as ozonation or chlorination, 
can alter the reactivity and characteristics of DON, affect-
ing its potential to form DBPs during subsequent disinfec-
tion processes [184].

Reaction Time and Conditions
The reaction time and conditions during disinfection, in-
cluding contact time, temperature, and pH, can impact 
the extent of DBP formation from DON. The reaction 
time refers to the duration for which the disinfectant and 

Table 2 (cont). Different EOMPs with their chemical structures and the respective DBPs formation with the disinfection process

Different EOMPs 
(PPCPs, EDCs, BFRs)

EOMP structure Disinfectant 
use

Potential DBPs 
formation

Ref

11. Bisphenol A

12. Bisphenol S

13. Tetrabromobisphenol A

Chloramine

Chlorine

Chlorine

Halogenated bisphenol 
A, Trihalomethane, 
Haloaceticacids, 
Haloacetonitriles

Monochloro-, dichloro-, 
trichloro-, tetrachloro-
bisphenol; biphenyl 
ether dimer and trimers

Transformation products 
(TP305, TP262, TP292, 
TP 296, ETC.)

[171]

[172]

[173]
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water are in contact during the disinfection process. Lon-
ger contact times can lead to increased DBP formation 
as more time allows for greater interaction between the 
disinfectant and organic or inorganic precursors in wa-
ter [185]. For example, higher levels of THMs and HAAs 
have been observed with longer chlorine contact times 
during water treatment processes [186]. Higher tempera-
tures can accelerate the rate of DBP formation as reac-
tions are generally more rapid at elevated temperatures 
[187]. For instance, warm water used in hot tubs, spas, or 
showers can lead to higher levels of DBPs due to increased 
reaction rates. The pH of the water can also affect DBP 
formation, as some DBPs are more likely to form under 
acidic or basic conditions [187].

Water Quality Regulations
Water quality regulations play a significant role in managing 
DBP formation, including the impact of DON. Compliance 
with regulatory standards may necessitate adjustments in 
water treatment processes, disinfection practices, and mon-
itoring strategies to mitigate DBP formation from DON. 
Regulatory guidelines, such as maximum contaminant 
levels (MCLs) established by regulatory agencies, dictate 
the permissible levels of DBPs in drinking water, and are 
typically based on extensive research and risk assessments 
to safeguard public health [188]. Ensuring compliance with 
these regulations may require utilities to implement addi-
tional treatment steps or optimize existing treatment pro-
cesses to control DBP formation, including addressing the 
contribution of DON [189]. To prevent harmful effects on 
the environment, it is essential that industrial wastewater 
discharge standards do not include nitrogen species, es-
pecially when dealing with situations where DON levels 
are high. Strict compliance with regulations helps protect 
aquatic ecosystems, lessens the likelihood of eutrophica-
tion, and promotes ecological harmony in the receiving 
environment. Hence, understanding and adhering to water 
quality regulations are critical factors in effectively manag-
ing DBP formation, including the role of DON, in drinking 
water supplies [190].

DBP MITIGATION TECHNIQUES FOR 
WASTEWATER TREATMENT

DBP mitigation is important due to the potential health 
risks associated with DBPs, such as carcinogenicity, geno-
toxicity, and reproductive and developmental effects. 
Compliance with regulatory standards for DBP levels in 
drinking water is necessary to ensure the safety of the 
water supply and protect public health. Different coun-
tries have different regulatory standards for DBPs [191]. 
For example, the maximum allowable limits for THMs, 
HAAs, bromate, and inorganic DBPs are 0.08, 0.06, 0.01, 
and 1 mg/L respectively whereas there has no set limit for 
NDMA [27]. Therefore, effective DBP mitigation strate-
gies are essential in wastewater treatment to reduce the 
formation of DBPs and ensure compliance with regulato-
ry requirements.

Techniques for DBP Control
Physical treatment methods are employed to decrease the 
formation of DBPs in wastewater by physically removing 
or altering wastewater constituents. Sedimentation [192], 
filtration [193], and membrane processes [194] are some 
examples of physical treatment techniques. Sedimentation 
facilitates the settling of suspended particles in wastewater, 
reducing the availability of precursor materials for DBP 
formation [192]. Filtration, on the other hand, involves 
passing wastewater through filters to remove particulate 
matter, organic matter, and other contaminants that can 
contribute to DBP formation [193]. Membrane processes 
utilize semipermeable membranes to selectively eliminate 
particles, dissolved substances, and microorganisms from 
wastewater [194].

Chemical treatment methods involve the utilization of 
chemicals to modify or eliminate DBP precursors in waste-
water. Coagulation [195], oxidation [196], and advanced 
oxidation processes [197] are examples of chemical treat-
ment techniques. Coagulation entails the addition of chem-
icals that form flocs, aiding in the removal of suspended 
particles and dissolved organic matter from wastewater 
[195]. Oxidation processes employ chemicals like chlorine 
or ozone to oxidize DBP precursors, reducing their reac-
tivity toward DBP formation [198]. Advanced oxidation 
processes, such as UV irradiation in combination with hy-
drogen peroxide, generate highly reactive hydroxyl radicals 
that can effectively degrade DBP precursors [191, 199].

Biological treatment methods, on the other hand, employ 
microorganisms to transform or remove DBP precursors in 
wastewater. Activated sludge processes [200], biofiltration 
[201], and biological nutrient removal [202], are examples 
of biological treatment techniques. Activated sludge pro-
cesses utilize microorganisms in the presence of oxygen to 
biodegrade organic matter and remove it from wastewater. 
Biofiltration involves the use of microorganisms attached 
to a solid support medium to biologically degrade organ-
ic matter [201]. Biological nutrient removal processes use 
microorganisms to remove nutrients, such as nitrogen and 
phosphorus, from wastewater, which can also indirectly 
reduce DBP formation by limiting the availability of DBP 
precursors [203].

Effectiveness of Physical, Chemical, and Biological 
Treatments in Reducing the Impact of DON on DBP 
Formation
The effectiveness of these treatments in mitigating the im-
pact of DON on DBP formation is contingent upon sever-
al factors, including the specific treatment technique em-
ployed, the characteristics of the wastewater being treated, 
and the concentration and reactivity of DON. Physical 
treatment methods, such as sedimentation and filtration, 
can be successful in removing particulate and organic 
matter, including DON, from wastewater, thereby reduc-
ing the availability of DON for DBP formation [192, 201]. 
Chemical treatment methods, such as coagulation and ox-
idation, can also be effective in modifying or eliminating 
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DON from wastewater, thus mitigating its contribution to 
DBP formation [195, 198]. Biological treatment methods, 
such as activated sludge processes and biological nutrient 
removal, employ microbial processes to transform or re-
move DON, which can also diminish its impact on DBP 
formation [200, 202].

Potential Benefits and Drawbacks of Using These 
Treatments
The utilization of physical, chemical, and biological treat-
ment methods in wastewater treatment for controlling DBP 
formation has both advantages and disadvantages. These 
treatments have the potential to reduce DBP formation, 
improve water quality, and comply with regulatory stan-
dards. Physical methods, chemical methods, and biological 
methods can selectively modify or remove DBP precursors 
through transformation via chemical reaction and micro-
bials, all of which can lead to improved water quality and 
reduced health risks associated with DBPs [23].

However, there are also drawbacks to consider. Physical 
and chemical methods may require additional equipment, 
chemicals, and operational costs, which can increase the 
overall cost of wastewater treatment [204]. Chemical meth-
ods may also generate residuals or by-products that need 
proper handling and disposal [205]. Moreover, some phys-
ical and chemical methods may not effectively remove all 
types of DBP precursors, and additional treatment steps 
may be needed. Biological methods may require careful 
control of environmental conditions, such as temperature, 
pH, and nutrient levels, to optimize microbial activity and 
DBP precursor removal [206]. Additionally, biological 
methods may have longer treatment times and may not be 
suitable for all types of wastewater or treatment plant con-
figurations [207]. While physical, chemical, and biological 
treatment methods offer potential benefits in mitigating 
DBP formation in wastewater treatment, it is important to 
also consider their drawbacks.

CHALLENGES AND FUTURE DIRECTIONS

The field of DBPs control in wastewater treatment has sev-
eral knowledge gaps and research requirements. Further 
investigation is needed in key areas such as identifying and 
characterizing DBP precursors, understanding the mecha-
nisms of DBP formation, optimizing treatment efficacy, and 
assessing the toxicity and health risks of DBPs. Comprehen-
sive research is necessary to identify and characterize differ-
ent types of DBP precursors in wastewater, including their 
sources, reactivity, and fate during treatment processes.

The complex mechanisms of DBP formation, including 
pathways and reaction kinetics, require further under-
standing. While various treatment methods have been 
proposed for DBP control, their efficacy and optimization 
in different wastewater treatment scenarios need more in-
vestigation. Limited information is available on the toxicity 
and health risks associated with different types of DBPs, in-
cluding genotoxicity, carcinogenicity, and potential adverse 

effects on human health and the environment. Further re-
search is necessary to better understand the toxicological 
properties of DBPs and their impacts on public health and 
the environment. Long-term monitoring and assessment 
of DBP precursors, formation, and treatment efficacy in 
full-scale wastewater treatment plants are needed to un-
derstand the effectiveness of different treatment methods 
under real-world conditions, aiding in the identification of 
suitable treatment strategies for different wastewater treat-
ment scenarios.

CONCLUSION

In conclusion, the formation of DBPs in wastewater treat-
ment is a complex issue that requires careful consideration of 
the impacts of DON, health effects of DBPs, and mitigation 
strategies. DON has been found to influence DBP formation 
in wastewater treatment, which has potential implications for 
water quality and public health. The health effects of DBPs, 
including genotoxicity and carcinogenicity, underscore the 
need for further research and understanding of their toxi-
cological properties. Various mitigation strategies, such as 
physical, chemical, and biological treatment methods, offer 
potential benefits in reducing DBP formation, improving 
water quality, and complying with regulatory standards. 
However, it's important to note that these methods also have 
drawbacks, including additional costs and the potential gen-
eration of chemical residuals or by-products.

To address the knowledge gaps and research requirements in 
this field, future investigations should prioritize identifying 
and characterizing DBP precursors, understanding mecha-
nisms of DBP formation, optimizing treatment efficacy, and 
assessing toxicity and health risks of DBPs. Long-term mon-
itoring and assessment of DBP precursors, formation, and 
treatment efficacy in real-world wastewater treatment plants 
would provide valuable insights for effective mitigation strat-
egies. Regulatory and policy measures should also be consid-
ered to ensure appropriate guidelines and standards are in 
place to mitigate DBP formation and protect public health.

In summary, it is crucial to carefully balance the benefits and 
drawbacks of DBP control methods and continue research 
efforts to advance our understanding of DBP formation, 
health effects, and mitigation strategies in wastewater treat-
ment. This will enable the development of sustainable and 
effective approaches to minimize DBP formation, ensure 
safe water quality, and protect public health and the envi-
ronment. By addressing the challenges and knowledge gaps 
in this field, we can work towards achieving efficient waste-
water treatment practices that prioritize human health, envi-
ronmental sustainability, and regulatory compliance.
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ABSTRACT

In recent decades, natural fiber reinforced composites (NFRCs) have become an attractive 
substitute for conventional materials such as glass fiber and have attracted considerable inter-
est from researchers and academics, particularly in the context of environmental protection. 
Environmental factors and their impact on the fundamental properties of renewable mate-
rials are becoming an increasingly popular area of study, particularly natural fibers and their 
composites. While this area of research is still expanding, natural fiber-reinforced polymer 
composites (NFRCs) have found widespread use in a variety of engineering contexts. Natu-
ral fibers (NFs) such as pineapple leaf (PALF), bamboo, abaca, coconut fibers, jute, banana, 
flax, hemp, sisal, kenaf, and others have many desirable properties, but their development 
and use present researchers with a number of obstacles. These fibers have attracted attention 
due to their various advantageous properties, such as lightness, economy, biodegradabili-
ty, remarkable specific strength, and competitive mechanical properties, which make them 
promising candidates for use as biomaterials. As a result, they can serve as alternative mate-
rials to traditional composite fibers such as glass, aramid, and carbon in various applications. 
In addition, natural fibers have attracted the interest of an increasing number of researchers 
because they are readily available in nature and as by-products of agricultural and food sys-
tems, contributing to the improvement of the environmental ecosystem. This interest coin-
cides with the search for environmentally friendly materials to replace synthetic fibers used 
in the construction, automotive, and packaging industries. The use of natural fibers is not 
only logical but also practical, as their fibrous form can be easily extracted and strength-
ened by chemical, physical, or enzymatic treatments. This article provides a brief overview 
of NFRCs, looking at their chemical, physical, and mechanical properties. It also highlights 
some of the significant advances associated with NFRCs from an economic, environmental, 
and sustainability perspective. Additionally, it provides a concise discussion of their diverse 
applications, all with a focus on their positive impact on the environment.
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INTRODUCTION

In recent decades, natural fiber, also known as plant fibers 
have gained an increasing attention for polymer composites 
as a possible alternative to traditional polymer composites 
reinforced with synthetic fibers. Reasons for this include 
their affordable price and good mechanical properties [1]. 
There is an increasing focus on the potential to produce bio-
composites with minimal environmental impact and a trend 
towards carbon neutrality. This applies to both thermosets 
and thermoplastics and has received considerable attention 
[2, 3]. Since the initial research efforts, the expansion of the 
natural fiber market into the composites sector has been 
steadily increasing worldwide. It is reasonable to assume 
that one or more natural fibers suitable for this purpose can 
be identified in each global region [4]. Based on assessments 
carried out between 2011 and 2016, the global output of 
companies specializing in natural fiber composites is ex-
pected to grow by 10% [5]. In particular, the refinement of 
hybridization processes with aramid, glass, carbon and nat-
ural fibers has been the focus of progress in their application 
in composites. Additionally, there has been an exploration 
of distinct and more targeted treatments, diverging from the 
expertise traditionally gained in textile products [5, 6].

The polymer matrix, a critical component of natural fiber 
reinforced composites (NFRCs), prevents mechanical abra-
sion and environmental hazards from reaching the fiber 
surface [7]. The incorporation of resilient and low-density 
plant fibers in polymer matrix, ensuring robust integration, 
can result in composites with increased specific strength. 
This applies to both thermoplastics and thermosets, with 
recent applications extending to bio-based matrices. Table 1 
provides an inventory of globally popular and commercial-
ly viable natural fibers, along with total global fiber produc-
tion. An upward trend in the use of sustainable materials 
in the manufacture of automotive components [8, 9]. The 
majority of these NFRCs are composed of sixty to seventy 
percent NFs, with the remaining portion consisting of ad-
hesive and matrix. A variation of microbes and ecological 
factors, such as humidity and temperature, influence the 

degradation of NF in an open environment [10, 11]. There 
is a significant cause for concern in construction applica-
tions regarding the environmental conditions of NFRCs. 
The degradation of natural fiber components at higher tem-
peratures alters the mechanical properties of the composite 
[12–14]. These components include cellulose, hemicellu-
lose, and lignin.

This study focused on the characteristics of commercial 
natural fibers, manufacturing techniques for NFRCs, and 
their diverse economic, environmental, and sustainability 
perspectives. Moreover, the future prospects of the NFRCs 
were discussed. 

FIBERS MADE FROM NATURAL SOURCES

Natural fibers (NFs) can be derived from minerals plants, 
or animals [22]. Within the category of animal fibers, nota-
ble examples include protein fibers such as silk, human hair 
and even wool [23, 24]. Figure 1 illustrates different exam-
ples of fiber classification. According to their origin, plant 
fibers can be classified as stem, stalk, bast, wood, fruit, leaf, 
grass or seed. Cell walls in plant fibers use randomly orient-
ed hemicellulose and lignin to bind the mostly amorphous 
cellulose [25]. Amorphous lignin forms a protective layer 
between the fibers, increasing the strength of the cellulose 
and hemicellulose network [26]. Hemicellulose formulae a 
matrix encapsulating the Crystallized cellulose microfibrils 
and acts as a binder in the cell wall. As shown in Figure 2, 
the mechanical properties of the fiber are determined by 
the secondary walls (S2) of the crystalline cellulose microfi-
brils. When used independently, whether in nanometric or 
micrometric arrangement, the fiber exhibits excellent ten-
sile strength [26, 27]. Surface modification of polypropyl-
ene resulted in improved mechanical properties, indicating 
that the arrangement had a positive effect [28].

Bast fibers such as sisal, hemp, flax, jute, coir, including 
kenaf are widely used in polymer based composites due to 
their uniqe properties such as high tensile properties, low 
density, low-cost [3,29,30]. In particular, flax, hemp and 

Table 1. Global production of natural fibers around the world and their quantities [15–21]

Source of fiber Leading Countries in Production Production in the world (103 tons)

Abaca Philippines, Costa Rica, Ecuador 70

Bamboo India, China, Indonesia 30000

Coir India, Sri Lanka 100

Flax Canada, France, Belgium 830

Hemp China, France, Philippines 214

Jute India, China, Bangladesh 2300

Kenaf India, Bangladesh, US 970

Ramie China, Brazil, Philippines, India 100

Sisal Tanzania, Brazil 375

Sugarcane bagasse Brazil, India, China 75000

Cotton China, India, US 25000
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jute were used in polymer composites at an early experi-
mental stage. Over time, however, the scope of research 
has expanded to include a wide range of species [31]. Jute, 
grown in South Asian countries and several Latin Ameri-
can countries, is a fiber known for its significant mechanical 
properties, making it suitable for applications such as ropes 
and sacks [32]. Flax is the most important and sought-after 

bast fiber in Europe, although certain varieties are naturally 
grown in China [33]. The quality of natural fibers depends 
on geographic conditions such as weather, harvesting time, 
soil properties. The geographic conditions affects the chem-
ical composition and cellulose crystallinity, which determi-
nees the physical, mechanical, and thermal properties of 
the polymer composites [34].

The aspect ratio of the fiber is affected by other properties of 
the fibers include the microfibrillar angle, which is the angle 
at which the technical (extractable) fiber is formed by wind-
ing together the fibers, the dimensions of the lumen and 
porosity, and the cell length and diameter. Together, these 
factors affect [33, 35, 36]. All these properties have the po-
tential to influence the mechanical characteristics of the fi-
ber. The mechanical characteristics of various natural based 
fibers are compared to E-glass synthetic fibers in Table 2. 
At the composite stage, factors such as fiber extraction, 
polymer matrix type, interfacial bond performance, distri-
bution of fiber in polymer matrix, manufacturing process-
es, fiber orientation and porosity emerge as key elements 
influencing the strength of the resulting composite [8]. In 
addition, the modulus of natural fibers tends to decrease 
with increasing diameter, as shown in a previous study [35]. 
This phenomenon was mainly attributed to the fibrillation 

Figure 1. Classification of natural and man-made fibers.

Figure 2. Natural fiber structure [29].
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of natural fibers and increase in the percentage of porosity 
within the fibers [36]. Natural fibers, due to their chemical 
composition, have a notable drawback for their applications 
- hygroscopicity. The absorption of moisture adversely af-
fects their properties [37, 38].
Pure microcrystalline cellulose occupies its maximum the-
oretical density, which is somewhat less than 1.6 g/cm3, is 
linked to that of natural lignocellulosic fiber [39, 37]. Natural 
fibers are undoubtedly less dense than the theoretical maxi-
mum due to their high porosity content and cellulose com-
position [15]. In composites made of natural fibers, the den-
sity is significantly lower since the matrix is usually lighter 
than the fibers. Table 3 displays the densities of commercially 
used natural based fibers in polymeric composite materials.
The proportions of cellulose, hemicellulose and lignin in 
natural fibers are the main factors influencing their chemi-
cal composition. Cellulose is a naturally occurring molecule 
that is abundant and degradable. In addition, NFRCs can 
be biodegraded with other polymers after they have served 
their useful purpose [44-46]. NFRCs reduce the risk of at-
mospheric impact and generate positive carbon credits. In 
this case, NFRCs consist mainly of NFs (60-70%), with the 
adhesive and matrix making up the remainder [6]. A va-
riety of microbes, as well as environmental factors such as 
temperature and humidity, influence NF degradation in an 
open environment. The degradation process involves the 
breakdown of various fiber components, including hemi-
celluloses, lignin and cellulose. This allowed for the obser-
vation of the overall failure of the mechanical properties of 
NFRCs [45]. Furthermore, a characteristic that defines the 
structural potential of the fibers is their degree of crystallin-
ity. Normal fibers often contain very little pectin and waxes, 
and the amount of residual ash is usually only a few percent. 
Selected studies reporting structural components of some 
natural fibers are presented in Tables 4, 5 and 6, respectively.
Coconut is a rigid and decomposable lignocellulosic type of 
fiber derived from the the outer shell of the coconut fruit, 
which makes up approximately 25% of the husk. Coconut fi-
ber is also called coir fiber [49]. Coconut (Cocos nucifera) is 

widely grown in tropical countries such as Thailand, Philip-
pines, India, Indonesia, and Lanka. The high amoount of the 
lignin of coir fibers makes them weather resistant, relatively 
waterproof durable, and also Chemically changeable. The fi-
bers also have a higher elongation at break. The unique prop-
erties of coconut fiber, characteristics such as a low specific 
gravity and an excellent flexural as well as tensile strength, 
among others, make it a potential alternative to synthetic fi-
bers such as glass fibers in polymer composites [50]. Tensile 
properties of plant fibers, tensile modulus along with tensile 
and impact strength are crtical characteristics for consider-
ing the performance in polymer composites. The physical, 
mechanical, thermal and morphological properties of coir 
fiber have been reported in the literature [50].

Table 2. Mechanical properties of certain fibers derived from [8]

Fibers Density Tensile strength Specific tensile Stiffness Specific stiffness 
 (g/cm3) (MPa) strength (GPa) (GPa/g.cm3) 
   (MPa/g.cm3)

E-glass 2.5 2000–3000 800–1400 70 29

Wool 1.3 50–315 38–242 2.3–5 1.8–3.8

Chicken feather 0.9 100–203 112–226 3–10 3.3–11

Ramie 1.5 400–938 270–620 44–128 29–85

Flax 1.5 345–1830 230–1220 27–80 18–53

Jute 1.3–1.5 393–800 300–610 10–55 7.1–39

Hemp 1.5 550–1110 370–740 58–70 39–47

Cotton 1.5–1.6 287–800 190–530 5.5–13 3.7–8.4

Sisal 1.3–1.5 507–855 362–610 9.4–28 6.7–20

Silk 1.3 100–1500 100–1500 5–25 4–20

Table 3. The density of various natural fibers

Fiber Density (g/cm3) Reference

Abaca 1.5 [38]

Alfa 0.89 [38]

Bamboo 0.6–1.1 [40]

Banana 1–1.5 [41]

Coir 1.25 [1]

Cotton 1.5–1.6 [41]

Flax 1.4 [1]

Hemp 1.48 [1]

Henequen 1.2 [38]

Jute 1.3–1.49 [40]

Kenaf 1.45 [42]

PALF 1.53 [43]

Palm 1.03 [24]

Ramie 1.5 [1]

Sisal 1.33 [1]

Wool 1.3 [41]

Vakka 0.81 [30]
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In composites, several fiber factors may influence the 
mechanical as well as physical properties. These include 
fiber length, orientation, dispersion within the polymer-
ic matrix, loading level, and form [51]. The shape and 
arrangement of the fibers, e.g. continuous fibers, fabric 
fibers, discontinuous fibers (discrete fibers that are both 
aligned and orientated in a random manner), flakes and 
particles, influences the composite's strength [52,53]. 
The schematic representations of orientation of contin-
uous and discontinuous fibers are presented in Figure 3 
[54]. Short fibers are more evenly distributed through-
out the matrix, but tend to have a lower stiffness than 
longer fibers. When the short fibers are used randomly 
and uniformly in the polymer matrix, the resulting com-
posite has homogeneous strength in all directions. In 
general, the production process of polymer composites 
with short fibers are simpler than long fibers. In partic-
ular, short-fiber reinforced polymer based composites 
are more suitable for applications requiring impact re-
sistance [52, 53, 55].

MANUFACTURING METHODS FOR NATURAL 
FIBER-REINFORCED POLYMER COMPOSITES 
(NFRCs)

Fiber-reinforced plastics can be produced using a variety 
of techniques, all based on the idea of polymerization, de-
pending on the geometry of the target component. A col-
lection of research on natural fiber composites produced 
using a range of production techniques and processes is 
shown in Table 7.

Hand Layup
The molding process described is a manual process in which 
fiber-reinforcements are placed by hand and polymer resin 
is poured over them. An additional layer of fiber-reinforce-
ment is then applied to the surface of the polymer matrix. 
To ensure a seamless and air-free surface, a lightly pres-
surized roller is then moved over the layers. This step not 
only prevents air from being trapped between the layers but 
also ensures a smooth and uniform surface [75, 78]. After 

Table 4. Amount of cellulose in some commercial natural fibers

Source of natural fiber  Cellulose(% by weight) Reference

Abaca 56–66 [38]

Alfa 45 [38]

Bamboo 30–65 [40]

Banana 62–64 [46]

Cotton 82–7–90 [38]

Flax 71 [47]

Hemp 57–75 [47]

Henequen 60–77.6 [38]

Jute 59–71.5 [40]

Kenaf 45–57 [42]

Ramie 68–91 [47]

Sisal 78 [48]

Table 6. Amount of lignin of some commercial natural fibers

Source of natural fiber Lignin (% by weight) Reference

Abaca 7–13 [38]

Alfa 14.9 [38]

Bamboo 5–31 [40]

Banana 5 [46]

Cotton <2 [38]

Flax 2.2 [47]

Hemp 3.7–13 [47]

Henequen 8–13.1 [38]

Jute 11.8–13 [40]

Kenaf 21.5 [42]

Ramie 0.6–0.7 [47]

Sisal 12.1 [48]

Table 5. Amount of hemicellulose in several plant fibers

Source of natural fiber Hemicellulose (% by weight) Reference

Abaca 20–25 [38]

Alfa 38.5 [38]

Bamboo 30 [40]

Banana 19 [46]

Cotton 5.7 [38]

Flax 18.6–21.6 [47]

Hemp 14–22.4 [47]

Henequen 4–28 [38]

Jute 13.6–20.4 [40]

Kenaf 8–13 [42]

Ramie 5–16.7 [47]

Sisal 25.7 [48]

Figure 3. Arrangement of fibers in polymer matrix, (a) continu-
ous and aligned, (b) discontinuous and aligned, (c) discontinuous 
and randomly oriented fiber reinforced polymer composites [54].
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the initial steps, the manufacturing technique described 
is repetitive for each polymer matrix and fiber to build up 
the required layers. This stacking allows for the necessary 
curing time. The process is particularly suitable for small 
size composite batches. To facilitate manual handling, the 
viscosity of the resin must be low, which is often achieved 
by increasing the diluent/styrene content. However, this 
adjustment may result in a slight reduction in mechanical 
properties. A single-sided hand lay-up produces a seamless 
and better excellence finish to the product. This method 
offers greater flexibility in material design. However, the 
trade-off is a longer curing cycle, typically 24 to 48 hours. 
This time frame is critical to ensure proper curing and to 
achieve the desired structural integrity and performance of 
the composite [53,54].

Spray Layup
Spray lay-up is a hand molding technique that is an 
extension of hand lay-up, similar to hand lay-up. This 
strategy has attracted much interest, particularly in the 
field of natural fiber composites [79]. In this technique, 
a spray gun is used to apply pressurized adhesive and 
reinforcement into the geometry of chopped fibers. It is 
possible to spray the reinforcement and matrix material 

simultaneously or sequentially at various intervals. To 
release any air entrapped in the layups, a roller is then 
lightly tensioned as it passes over the sprayed surface. 
The material is sprayed to the appropriate thickness. 
Then, it is cured at room temperature for a certain pe-
riod of time before it is taken out of the mold [80]. This 
approach preferentially uses low-viscosity matrices; 
however, low-volume production is the most appropri-
ate manufacturing process, although this choice may af-
fect the mechanical properties of the matrices. The aim 
is to produce a low-cost composite with an excellent 
one-sided surface finish [42].

Filament Winding
Depending on the situation, filament winding is often 
used for both open and closed constructions. Using a 
mandrel that is swung around a spindle, filaments are 
wound under stress to create the composite material. 
By following the axis of the rotating mandrel, a mov-
ing eye simultaneously deposits fibers where required. 
In this way it is possible to produce convex shapes. Low 
viscosity resins are often preferred [81] and in the case of 
natural fiber composites, custom grades of epoxy resins 
have been used [70].

Table 7. Different composite manufacturing procedures and methods

Method Composite produced References

Hand layup Sisal, jute, and glass fibers with Polyester resin [56]

 bi-directional jute fiber with epoxy resin [57]

 Banana fiber with epoxy [58]

 Glass and sisal/jute fibers with Epoxy [56]

 Calotropis Gigantea fruit fiber with Polyester [59]

Spray layup Rice straw waste in a box made of Kraft paper with a natural rubber seal. [60, 61]

 Composites using different flax topologies and nanosilica particles [45, 62, 63]

 Epoxy with coconut sheath fiber [64]

 Epoxy containing jute and sisal fibers [65]

Filament winding Kraft paper and cellulose combine to form cellulose aceto-butyrate (CAB) or natural rubber (NR). [66]

 Composites reinforced with ramie fiber yarn [67]

 composites consisting of biopol and jute yarn [68]

 High density pre-preg polyethylene made of sisal fiber [69]

 Filament-wound epoxy composites reinforced with natural fibers [70]

Compression moulding Composites of cellulose and natural rubber reinforcing short natural fibers made of polyethylene [71]

 Jute fibers in matrices of polyester and epoxy [72]

 reinforcement for composites using sisal and banana [56]

 Natural fibers used to reinforce PLA composites [73]

 Polypropylene/sugarcane bagasse fibers composite [74]

Injection winding Sisal woven fibers with an epoxy matrix modified by natural rubber [71, 72]

 Vetiver/polypropylene [75]

 Bamboo-glass fibers/polypropylene hybrids [76]

 Reinforced polypropylene composites using sugarcane bagasse fibers [74]

 Reinforced polypropylene with palm fibers [53, 77]
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Compression Molding
It is a widely used technique in the field of thermoplastic 
matrices, especially when dealing with loose chopped fi-
bers, short or long fiber mats and structures that may be 
very uneven or aligned. This technique can also be used 
with thermoset matrices. Fibers are usually laid in various 
configurations with sheets of thermoplastic resin before 
heat and pressure are applied to form a stronger structure. 
Typically, the material is heated, placed in an open cavity, 
reheated and then pressed into the mold. [79, 80, 82].

Injection Molding
The substance contained within a barrel that has been 
heated an injection molding machine is melted by the 
combined action of fluctuating temperatures and the fric-
tional motion of the barrel. Following its introduction by 
an injection nozzle into the mold cavity, the molten plas-
tic solidifies to assume the geometry of the interior struc-
ture as it cools. After the components have hardened, the 
plate is opened, and ejector pins are used to remove the 
item. A transportable container holds the mold tool in 
place. Higher volume applications are a good fit for this 
technique, which produces a clean surface finish. Still, this 
process's tensile strength is often lower than that of other 
thermoset systems [83].

MECHANICAL PROPERTIES OF NFRCs

The mechanical characterization of a material includes its 
response to an applied load, including elastic deforma-
tion. These properties not only define the range of use of 
the material but also influence its durability in everyday 
applications. To characterize and differentiate between ma-
terials and alloys, mechanical properties are essential. The 
mechanical characteristics of composites reinforced with 
natural fibers are given in Table 8.

Lignin effectively protects plant fibers from damaging en-
vironmental conditions such as humidity and temperature 
[84, 85], including cellulose, hemicellulose, pectin and wax. 
Hydrophilicity and exposure to a wide range of weather 
conditions are two additional factors that shorten the life 

of NFRCs. However, in humid environments, plant fibers 
absorb more water and have more voids in their interior, 
which changes their structure and affects their mechanical 
and impact properties [83, 85-87]. The NFRCs have become 
more popular in recent years due to their environmental 
advantages over synthetic fibers. These advantages include 
recyclability, biodegradability, energy efficiency and light-
weight [88–92].

SUSTAINABILITY OF NFRCs

The "green" term is frequently linked with NFRCs, which 
are seen as one of the new materials of current use [94, 98–
101]. This is because NFRCs break down into their com-
ponent parts when composites decompose, making them 
biodegradable [102]. Sustainability, biodegradability, and 
recyclability can impact the climate in the present and the 
future [102-105]. The global movement towards eco-friend-
ly materials is generating significant interest as it advocates 
for stricter regulations and legislation to combat harmful 
materials. Specifically, NFRCs are being promoted as a 
green material by the researchers in this context [106, 107]. 
A significant amount of NFRCs is produced by NFs. Tradi-
tional fiber-reinforced composites, like glass, use 54.7 MJ/
kg of energy to produce, while NFRCs use just 9.55 MJ/kg 
[108]. Compared to fiber composites, non-fiber reinforced 
plastics have a lower environmental impact. Products with 
eco-friendly features, such as biodegradability and renew-
ability, are seeing increased demand in the market because 
of their reduced impact on the environment [109-113]. 
NFs also generate revenue through the production process, 
which is an additional significant benefit. Also, the land uti-
lized in the production of NF can be repeatedly cultivated. 
As an example, in addition to fibers, seeds, substances, and 
oils are produced during the processing of hemp and flax, 
which have various significant applications, such as the pro-
duction of nutritional supplements for people [114]. Addi-
tionally, the mass that is made can be broken down natural-
ly at the end of its functioning period. For example, a sector 
of the economy that generates 64.3 billion nuts annually 
already produces coir strands as a waste product [115-118]. 

Table 8. Mechanical characteristics of composites reinforced with natural fibers

Fiber Tensile strength (MPa) Young’s modulus (GPa) Flexural strength (MPa) Reference

Abaca 100–980 6.2–20 – [38]

Bamboo 140–800 11–32 32 [29, 42]

Banana 600 17.85 76.53 [29, 54]

Cotton 400 12 43.3 [1, 93]

Jute 320–800 8–78 45 [42, 68]

Kenaf 930 53 74 [94]

Palm 377 2.75 24.4 [77, 95]

Ramie 500 44 – [1]

Sisal 600–700 38 288.6 [1]

Henequen 430–570 10.1–16.3 95 [41, 96, 97]
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POTENTIAL APPLICATIONS OF NFRCs

The use of NFRCs as a viable alternative to glass fiber, albeit 
to a lesser extent than carbon fiber composites, has become 
increasingly widespread in a wide range of engineering ap-
plications. Some of their notable advantages are their low 
specific weight, affordability, biodegradability at the end 
of life and renewability. NFRCs are becoming increasingly 
popular in the transportation (vehicle) industries, especial-
ly in the case of indoor uses like boot linings, protection 
against the sun, door panels, seat backs and external un-
derfloor panels [7, 113]. Already in 2004, the BMW Group 
used approximately 10,000 tons of natural fibers in its man-
ufacturing processes. In addition, the aerospace industry 
has embraced the use of natural fiber composites for air-
craft interior trim [16]. There is increasing evidence that 
natural fiber composites (NFRCs) can be efficiently con-
verted into load-bearing structural elements suitable for 
infrastructure and other structural applications [27, 114]. 
In addition, current research initiatives aim to promote the 
use of sisal and coconut fiber composites as a substitute for 
asbestos in roofing components. [44, 79-82]. The environ-
mental impact of NFRCs is lower than that of synthetic fi-
ber-reinforced composites. Due to their biodegradability, 
lightweight, affordability and lack of environmental impact, 
natural plant fibers are promising for use in industrial ap-
plications [119, 120]. On the other hand, researchers are 
promoting the use of NFRCs in particular in this context 
[110]. Hemp, flax and kenaf are natural plant fibers that 
have many uses, including in the aerospace, automotive, 
marine, construction and packaging industries [121]. The 
sports industry, including water sports, is heavily involved 
in the application of natural fiber composites (NFRCs) due 
to the improved performance that can be achieved through 
their use. Table 9 lists some of the advanced manufacturing 
applications of NFRCs in this sector.

FUTURE PROSPECTS

Natural fibers are a low-cost, lightweight and environmen-
tally friendly substitute for glass fibers in polymer compos-
ites and their use is rapidly becoming the norm. NFRCs 
are used in a wide range of sectors including transporta-

tion, energy, construction and domestic appliances. When 
exposed to high levels of moisture, it is inevitable that the 
fiber/matrix interface will deteriorate, leading to distortion 
of dimensional properties and poor stress transfer in all 
plant fiber composites. In addition, moisture distribution 
within the composite, temperature, humidity, matrix, and 
fiber content are some of the many factors that influence 
moisture uptake. Environmental characterization of NFRCs 
has become an important and time-consuming component 
of evaluating the physical characteristics of composites in 
dissimilar ecological circumstances. This review paper has 
covered a lot of ground in its discussion of the environmen-
tal impact of NFRCs, drawing on a large body of literature. 
Particular attention has been paid to studies that have in-
vestigated the effects of moisture uptake by plant fibers on 
polymer matrices and how these effects manifest themselves 
in composite laminates that have undergone impact testing 
at low, elevated and cryogenic temperatures. Several impact 
characteristics have been highlighted and addressed. While 
the NFRCs have made great strides in focusing research 
studies, there are still some gaps that need to be filled.

CONCLUSION

Natural fibers, also known as plant cellulose fibers, are 
a novel material that can replace composite materials in 
various industries. Comparative studies of natural fibers 
with other reinforced composites have highlighted the en-
vironmental benefits of natural fibers, making them more 
suitable for practical use in industry. As a result, the in-
tegration of NFRCs with personal armour technologies 
has been actively explored by materials scientists and en-
gineers. Each type of natural fiber has different chemical 
characteristics: bamboo and hemp have higher hemicel-
lulose content, cotton has higher cellulose and kenaf con-
tent, and bamboo has higher lignin content. The difference 
in fiber content by weight contributes to the difference in 
density between natural and synthetic fibers, promoting 
environmental sustainability. This has led to the wide-
spread adoption of natural fibers as an alternative to syn-
thetic fibers, not only because of their environmentally 
friendly properties but also for their applications in the 
engineering and construction industries, promoting eco-

Table 9. Recent applications of some NFRCs [122]

Fiber Application

Coir Cases for mirrors, brooms as well as brushes, doors with flush shutters, cushions for seats, upholstery filler, yarns and ropes  
 for nets, and roofing sheets

Cotton Industries for furniture, textiles, and yarn

Flax Bicycle frames, decking, fencing, window frames, tennis rackets, and snowboarding

Hemp Textile, paper, electrical, cordage, and furniture industries

Jute Construction panels, chipboards, construction materials, door frames and shutters and geotextiles

Kenaf Mobile device cases, insulation, bags, packing supplies, and bedding for animals

Ramie Manufacturing of paper, fishing nets, home furnishings, packaging, sewing threads, and clothes

Sisal The construction industry produces doors, panels, roofing sheets, and other products.
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nomic growth in rural areas. The motivation for replacing 
glass fibers with biofibers is the environmental impact, 
health problems, cost and energy requirements. Natu-
ral based fibers are derived from various parts of plants. 
The study findings suggest that enhancing the properties 
of composites using natural fibers could offer promising 
avenues for improving environmental sustainability. The 
environmental impact of the NFRCs is quite low, making 
them suitable for various sustainable engineering appli-
cations. Numerical tools can be used to help characterize 
mechanical properties of composites, which enable the de-
sign of innovative composites and saving time.
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ABSTRACT

This comprehensive literature review delves into the application of Scheffe's Simplex Lattice 
Model for optimizing cement concrete mixtures, with a particular emphasis on its impact on 
material properties and sustainability. The review meticulously outlines the principles, his-
torical context, and advantages of Scheffe's model, providing a nuanced understanding of its 
significance. Comparative analyses with traditional and alternative optimization techniques 
in concrete mix design illuminate the distinct advantages of statistical methods, especially 
Scheffe's model. The review critically examines the challenges and limitations associated with 
applying Scheffe's model, addressing issues related to the complexity of concrete mixtures and 
computational demands. Potential avenues for improvement are explored, suggesting refine-
ments to handle non-linearity, incorporate advanced optimization algorithms, and streamline 
computational requirements. Additionally, the review highlights emerging trends in statistical 
modeling for concrete mixture optimization, such as the integration of machine learning and 
data-driven approaches, signaling the evolving landscape of concrete technology. In conclu-
sion, the literature underscores Scheffe's Simplex Lattice Model as a valuable and versatile tool 
with far-reaching implications for the advancement of concrete mixture design methodolo-
gies. The call to action encourages ongoing research and development to refine the model, 
explore emerging trends, and address practical challenges, positioning Scheffe's model as a 
cornerstone in the pursuit of sustainable, resilient, and high-performance concrete materials.

Cite this article as: Agunwamba J, Okafor F, Tiza MT. Application of Scheffe's Simplex Lat-
tice Model in concrete mixture design and performance enhancement. Environ Res Tec 
2024;7(2)270–279.

INTRODUCTION

The optimization of concrete mixtures is crucial for en-
suring the strength, durability, and overall performance of 
structures, especially in the face of growing demands for en-
hanced material properties and sustainability. The complex 
nature of concrete mixtures, influenced by numerous vari-
ables, poses a challenge in achieving an ideal balance. This 
literature review focuses on statistical methods in concrete 
mixture optimization, particularly Scheffe's Simplex Lattice 
Model, recognized for efficiently exploring and optimizing 

multi-variable systems. By unraveling the model's principles 
and examining its applications, the review aims to contribute 
insights into its potential to revolutionize concrete mixture 
design. It comprehensively surveys existing studies, eval-
uating methodologies and outcomes, with the overarching 
goal of advancing concrete technology and providing valu-
able guidance to researchers and practitioners in the field. 
The scope encompasses a diverse range of studies, method-
ologies, and outcomes related to Scheffe's model, offering a 
holistic perspective on its successes, challenges, and future 
potential in shaping the future of concrete mixture design.
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SCHEFFE'S SIMPLEX LATTICE MODEL 
OVERVIEW AND PRINCIPLES

Explanation of Scheffe's Simplex Lattice Model
Scheffe's Simplex Lattice Model is a statistical tool de-
signed for optimizing complex systems with multiple 
variables. Developed by statistician Henry Scheffe (1958), 
this model is particularly suited for mixture design, en-
abling researchers and engineers to navigate intricate 
parameter spaces efficiently. At its core, the model em-
ploys a simplex, a geometric shape formed by connecting 
points in multi-dimensional space, to iteratively explore 
and converge towards optimal combinations of variables 
[1]. By systematically probing the experimental space, 
Scheffe's Simplex Lattice Model facilitates the identifica-
tion of optimal concrete mixtures. The process begins by 
defining parameters {q, n} for the Simplex Lattice Mod-
el, generating a design with uniformly spaced points for 
each component.

In a mixture experiment with q components, think of a lat-
tice as a well-ordered pattern of points. For Scheffe's sim-
plex lattice design, when q is 2, it is like 2 points forming a 
straight line as depicted in Figure 1a. When q is 3, it resem-
bles an equilateral triangle as depicted in Figure 1b, and for 
q equal to 4, it takes the shape of a regular tetrahedron as 
depicted in Figure 1c.

Scheffe's idea suggests that each component in the mixture 
design sits on a corner (vertex) of this lattice, with a factor 
space of (q-1). If we denote the degree of the polynomial 
as 'n,' a {q, n} simplex lattice for q components has evenly 
spaced points created by all possible combinations of (n+1) 
levels for each component.

Concrete properties, according to Scheffe, depend on the 
right proportioning of its components, not the total mass. 
So, Scheffe's optimization theory, using polynomial regres-
sion, helps model and optimize concrete properties.

Actual ratios are determined through experience, and pseu-
do ratios are calculated [2]. Experiments are conducted to 
obtain response values, and model equations are fitted us-
ing the Least Squares Method. The model is validated, and 

mix proportions are optimized, with experiments verifying 
predictions. Results are analyzed, and the process concludes 
[3–5]. Refer to Figure 2 for the visual representation of this 
comprehensive flowchart. 

Historical Context and Development of the Model
The historical evolution of Scheffe's Simplex Lattice Mod-
el traces back to the mid-20th century when Henry Scheffe 
introduced it as a powerful statistical tool [6]. Stemming 
from advancements in experimental design and statistical 
analysis, the model emerged as a response to the increas-
ing complexity of industrial processes, including the intri-
cate nature of concrete mixture optimization. Its develop-
ment represents a pivotal moment in statistical modeling, 
demonstrating a tailored approach for efficiently exploring 
and optimizing intricate parameter spaces [7].

Basic Principles and Mathematical Foundations
The model's fundamental principles rest on the simplex 
method, a mathematical optimization technique used to 
navigate complex spaces [8]. The simplex is a geometric 
shape with vertices representing different combinations of 
variables [9]. Scheffe's model employs a systematic process 
of moving toward optimal combinations by iteratively ad-
justing the vertices. Mathematically, this involves solving 
linear programming problems, minimizing or maximiz-
ing an objective function subject to certain constraints 
[10]. The model's elegance lies in its ability to efficiently 
converge towards optimal solutions, even in high-dimen-
sional spaces [10, 11].

Advantages and Unique Features of Scheffe's Simplex 
Lattice Model in the Context of Concrete Mixture 
Optimization
Scheffe's Simplex Lattice Model offers distinct advantages 
in the realm of concrete mixture optimization. Its system-
atic approach allows for the exploration of a wide range of 
variables simultaneously, enabling researchers to identify 
optimal combinations efficiently [12]. The model's adapt-
ability to high-dimensional spaces is particularly bene-
ficial in the intricate context of concrete mixtures, where 

Figure 1. (a) Scheffe's simplex lattice design, when q is 2. (b) Scheffe's simplex lattice when q is 3. (c) Scheffe's simplex lattice 
design, when q is 4 (Tetrahedron Shape).

(a)

(b)

(c)
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multiple components interact to determine the material's 
properties [13]. Additionally, Scheffe's model provides a 
structured methodology for researchers to understand and 
refine the relationships between variables, offering valuable 
insights into the optimization process. Its application in 
concrete mixture design demonstrates a unique ability to 
balance variables effectively, resulting in improved material 
performance and durability [14]. Table 1 summarizes the 
key advantages of Scheffe's Simplex Lattice Model in con-
crete mixture optimization.

HISTORICAL DEVELOPMENT OF MIXTURE 
DESIGN TECHNIQUES IN CONCRETE

Evolution of Concrete Mixture Design Methodologies
The evolution of concrete mixture design methodologies 
reflects a progression from empirical methods to more sys-
tematic and scientific approaches [15]. Initially, concrete 
mixtures were formulated based on experience and rules 
of thumb. Over time, advancements in material science, 
engineering, and statistical methods have driven the devel-
opment of more sophisticated and precise mixture design 
techniques [16]. The evolution represents a shift towards 
a more comprehensive understanding of the complex in-
teractions among various components in concrete [16]. 
As depicted in Figure 3, this flowchart visually represents 
the evolution of concrete mixture design methodologies. 
The progression begins with empirical methods rooted in 
experience and rule of thumb formulations, transitioning 

towards more sophisticated and precise techniques driven 
by advancements in material science, engineering, and sta-
tistical methods.

Key Milestones and Advancements Leading to the 
Adoption of Statistical Methods
Key milestones in concrete mixture design include the 
recognition of statistical methods as powerful tools for 
optimizing material properties [17]. As the demand for 
high-performance concrete increased, researchers sought 
more rigorous and efficient approaches. The adoption of 
statistical methods gained momentum with the realization 
that they could systematically explore the vast design space 
of concrete mixtures [18]. Milestones include the integra-
tion of factorial experiments and response surface meth-
odologies, paving the way for the utilization of advanced 
statistical models like Scheffe's Simplex Lattice Model [19].

Comparison with Other Optimization Techniques Used 
in Concrete Mix Design
Comparing statistical methods, such as Scheffe's Simplex 
Lattice Model, with other optimization techniques in con-
crete mix design reveals distinct advantages. Traditional 
methods often rely on trial-and-error approaches, where-
as statistical models provide a systematic and data-driven 
framework for optimization [20]. Statistical methods can 
efficiently handle multiple variables simultaneously, of-
fering a holistic approach to mixture design. In contrast, 
deterministic methods may struggle to navigate complex 
parameter spaces. Moreover, statistical models, by consid-
ering interactions between variables, contribute to a more 
nuanced understanding of the concrete mixture, leading to 
improved performance and durability compared to some 
traditional optimization techniques [21].

Figure 2. Visual representation of optimization process using 
Scheffe's Simplex Lattice Model in concrete mix design.

Figure 3. Flowchart visually representing the evolution of con-
crete mixture design methodologies.
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In summary, the evolution of concrete mixture design 
methodologies has witnessed a transition from empirical 
practices to sophisticated, statistically driven approaches. 
Key milestones underscore the importance of adopting 
statistical methods for precision and efficiency [22]. When 
compared with other optimization techniques, statistical 
models stand out for their systematic exploration of com-
plex design spaces and their ability to uncover nuanced re-
lationships between variables, making them valuable tools 
in advancing the field of concrete mix design [23]. Table 2 
provides a concise comparison of statistical methods, par-
ticularly Scheffe's Simplex Lattice Model, with other op-
timization techniques in concrete mix design, along with 
relevant references.

METHODOLOGICAL APPLICATIONS IN CEMENT 
CONCRETE STUDIES

Review of Studies Applying Scheffe's Simplex Lattice 
Model in Optimizing Concrete Mixtures
Numerous studies have leveraged Scheffe's Simplex Lat-
tice Model to optimize concrete mixtures, showcasing its 
versatility and effectiveness in enhancing material proper-
ties [24]. These investigations span a range of applications, 
from achieving specific strength requirements to improv-
ing durability and sustainability. The review highlights the 
methodologies employed in these studies, emphasizing the 
diversity of concrete mixtures addressed and the outcomes 
achieved through the application of Scheffe's model.

Description of Variables Considered in These Studies
In the studies employing Scheffe's Simplex Lattice Model, a 
variety of critical variables are systematically considered to 
optimize concrete mixtures. These variables often include 
the water-cement ratio, a crucial factor influencing both the 
workability and strength of concrete [24]. Aggregate types, 
encompassing size, gradation, and source, are meticulous-
ly examined for their impact on mechanical and durability 
properties [25]. Additionally, the incorporation of admix-
tures, such as superplasticizers or pozzolans, adds another 
layer of complexity to the optimization process. The litera-
ture review details how these studies strategically manipu-
late and assess these variables within the context of Scheffe's 
model to achieve desired concrete performance [26].

Discussion on How the Model Accounts for Interactions 
Between Different Components in the Concrete Mix
Scheffe's Simplex Lattice Model excels in its ability to ac-
count for the intricate interactions between different com-
ponents in a concrete mix [27]. The model operates by sys-
tematically varying the levels of each variable, observing the 
resulting changes in the mixture's properties. Through this 
iterative process, Scheffe's model captures not only the in-
dividual effects of variables but also their interactions [28]. 
For instance, it assesses how the water-cement ratio influ-
ences the performance of specific aggregate types or how 
the addition of an admixture interacts with varying pro-
portions of cementitious materials [29]. By comprehensive-
ly exploring these interdependencies, the model provides 
valuable insights into the nuanced relationships among 

Table 1. Advantages of Scheffe's Simplex Lattice Model in concrete mixture optimization

Aspect

Systematic approach 

Adaptability to high-dimensional spaces 

Structured methodology 

Effective balancing of variables

Reference

[12] 

[13] 

[14] 

[14]

Description

Simultaneous exploration of multiple variables for efficient identification of 
optimal combinations[12].

Crucial in the complex context of concrete mixtures, excelling in navigating 
intricate, multi-variable systems[13].

Provides a systematic framework for understanding and refining relation-
ships between variables in optimization processes[14].

Uniquely balances variables, contributing to improved material performance 
and durability in concrete mixture design[14].

Table 2. Comparative analysis of statistical methods in concrete mix design

Aspect

Approach 

Handling multiple variables 

Consideration of interactions 

Evolutionary milestones 

Advantages in design spaces exploration

Reference

[20] 

[20] 

[21] 

[22] 

[23]

Comparison

Statistical methods (e.g., Scheffe's Simplex Lattice Model) provide a system-
atic, data-driven alternative to traditional trial-and-error approaches.

Statistical methods efficiently manage multiple variables, offering a holistic 
approach, while deterministic methods may struggle in complex spaces.

Models like Scheffe's consider interactions, contributing to nuanced under-
standing and improved performance.

Evolution highlights a shift from empirical to statistically driven approaches 
for precision and efficiency.

Statistical models systematically explore complex design spaces, uncovering 
nuanced relationships, enhancing concrete mix design.
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different components, guiding the optimization process to-
wards achieving the desired concrete mixture characteris-
tics [30]. In essence, the studies reviewed demonstrate the 
efficacy of Scheffe's Simplex Lattice Model in optimizing 
concrete mixtures by considering and manipulating key 
variables. The nuanced exploration of interactions between 
different components, facilitated by the model, contributes 
to a more profound understanding of the intricate relation-
ships within concrete mixes, ultimately leading to improved 
and tailored material performance [31]. Table 3 succinctly 
outlines the ways Scheffe's Simplex Lattice Model addresses 
and understands the intricate interactions among different 
components in concrete mixes.

PERFORMANCE EVALUATION OF OPTIMIZED 
CONCRETE MIXTURES

Evaluation of Concrete Mixtures Optimized Using 
Scheffe's Simplex Lattice Model
The evaluation of concrete mixtures optimized through 
Scheffe's Simplex Lattice Model reveals the model's impact 
on enhancing material properties [32]. This process in-
volves a systematic assessment of the optimized mixtures in 
real-world conditions. Researchers and practitioners criti-
cally examine the performance of the concrete to determine 
the effectiveness of the Scheffe's model in achieving desired 
outcomes [33].

Analysis of Performance Indicators
Concrete mixtures optimized using Scheffe's Simplex 
Lattice Model undergo a thorough analysis of various 
performance indicators. These indicators encompass fun-
damental properties such as compressive strength, a key 
metric reflecting the concrete's ability to withstand loads 

[34]. Durability assessments, including resistance to abra-
sion, freeze-thaw cycles, and chemical exposure, provide 
insights into the long-term sustainability of the optimized 
mixtures. Other relevant properties, such as workability, 
setting time, and shrinkage, contribute to a comprehen-
sive understanding of the concrete's overall performance 
[35]. The analysis delves into how Scheffe's model in-
fluences these indicators, showcasing the model's effec-
tiveness in tailoring concrete mixtures to meet specific 
performance criteria. Table 4 concisely summarizes the 
performance evaluation of concrete mixtures optimized 
through Scheffe's Simplex Lattice Model, covering key in-
dicators and their references.

Comparison with Traditional Mix Designs and 
Alternative Optimization Methods
A critical aspect of evaluating concrete mixtures op-
timized with Scheffe's Simplex Lattice Model involves 
comparing the results with traditional mix designs and 
alternative optimization methods. This comparative 
analysis aims to discern the advantages and limitations 
of Scheffe's model in achieving superior outcomes [36]. 
Traditional mix designs, often relying on empirical rules 
or trial-and-error approaches, serve as benchmarks for 
assessing the efficiency and precision brought about by 
statistical optimization [36]. Furthermore, alternative op-
timization methods, such as response surface methodol-
ogies or genetic algorithms, provide a basis for evaluating 
the unique contributions of Scheffe's model to the field 
of concrete mixture design. This comparative analysis 
informs researchers and practitioners about the relative 
merits and contexts in which Scheffe's Simplex Lattice 
Model excels [37]. Table 5 provides a concise overview of 
the comparative analysis of concrete mixtures optimized 

Table 3. Interactions among concrete Mix Components Using Scheffe's Model

Interaction type

Water-cement ratio vs. aggregate types 

Admixture impact on cementitious 
materials

Reference

[29] 

[29]

Description

Scheffe's model systematically analyzes how variations in the water-cement 
ratio influence the performance of specific aggregate types.

The model explores interactions, revealing how the addition of an admixture 
interacts with varying proportions of cementitious materials.

Table 4. Performance evaluation of concrete mixtures optimized with Scheffe's Simplex Lattice Model

Performance indicator

Compressive strength 

Durability 

Workability 

Setting time 

Shrinkage

Reference

[34] 

[34] 

[35] 

[35] 

[35]

Description

Assessment of the concrete's ability to withstand loads, a key metric reflect-
ing its structural integrity.

Evaluation includes resistance to abrasion, freeze-thaw cycles, and chemical 
exposure, indicating long-term sustainability.

Analysis of the concrete's ease of placement and compaction, contributing to 
practical application.

Examination of the time taken for the concrete to set, influencing construc-
tion timelines.

Assessment of the concrete's tendency to shrink during curing, a critical 
consideration for structural integrity.
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with Scheffe's Simplex Lattice Model, traditional mix de-
signs, and alternative optimization methods, covering key 
aspects and their respective references.

CHALLENGES AND LIMITATIONS

Discussion of Challenges and Limitations in Applying 
Scheffe's Simplex Lattice Model to Concrete Mixtures
While Scheffe's Simplex Lattice Model offers significant ad-
vantages in optimizing concrete mixtures, it is not without 
challenges and limitations. One notable challenge lies in the 
complexity of the concrete mixture itself, which often involves 
numerous interacting variables [37, 38]. The model's efficacy 
may be compromised when dealing with highly nonlinear rela-
tionships or when the optimization process encounters regions 
of the parameter space where the model's assumptions are not 
well met [39]. Additionally, the computational demands of 
the model may pose challenges, especially when dealing with 
large-scale mixtures or when considering a plethora of vari-
ables simultaneously [39, 40]. Furthermore, the reliance on 
mathematical optimization might overlook certain practical 

constraints that can influence the feasibility of recommended 
mixtures in real-world construction scenarios.

Identification of Potential Areas for Improvement and 
Refinement of the Model
To address the challenges and enhance the applicability of 
Scheffe's Simplex Lattice Model in concrete mixture opti-
mization, several areas for improvement and refinement 
can be considered [40]. Firstly, refining the model to bet-
ter handle nonlinearity and complex interactions among 
variables could significantly improve its performance. 
Incorporating more advanced optimization algorithms 
or combining Scheffe's model with other complementa-
ry techniques may also enhance its adaptability to diverse 
concrete mixtures [41]. Moreover, efforts to streamline 
the computational demands of the model could make it 
more accessible for practical applications. Additionally, 
incorporating probabilistic or uncertainty analysis meth-
ods within the model could better capture real-world 
variability, contributing to a more robust optimization 
process [42]. Lastly, refining the model to accommodate 

Table 5. Comparison of concrete mixtures optimized with Scheffe's Simplex Lattice Model, traditional mix designs, and alter-
native optimization methods

Comparison aspect

Optimization approach 

Efficiency and precision 

Unique contributions 

Merits and limitations

Reference

[36] 

[36]

[37] 

[37]

Description

Comparison between Scheffe's Simplex Lattice Model, traditional mix designs (empirical or tri-
al-and-error), and alternative methods like response surface methodologies or genetic algorithms.

Assessment of the efficiency and precision achieved by Scheffe's model in comparison to tradi-
tional methods, serving as benchmarks.

Examination of the unique contributions of Scheffe's model compared to alternative optimization 
methods, highlighting its specific advantages in concrete mixture design.

Discussion of the relative merits and limitations of Scheffe's Simplex Lattice Model in achieving 
superior outcomes, informing researchers and practitioners about its contexts of excellence.

Table 6. Challenges, limitations, and areas for improvement in applying Scheffe's Simplex Lattice Model to concrete mixtures

Discussion aspect

Complexity of concrete 
mixture 

Computational 
demands

Optimization 
challenges 

Refinement for 
nonlinearity and 
interactions

Streamlining 
computational 
demands

Incorporating 
probabilistic methods

Accommodating 
practical constraints

Reference

[37, 38] 
 

[39, 40] 

[40, 43] 
 

[41] 
 

[39] 
 

[42] 

[42] [43]

Description

Challenges arising from the complexity of concrete mixtures involving numerous interacting 
variables. Model efficacy may be compromised in highly nonlinear relationships or regions where 
assumptions are not well met.

Computational challenges, especially in large-scale mixtures or dealing with numerous variables 
simultaneously. Addressing these demands is crucial for practical applicability.

Potential issues with mathematical optimization when dealing with real-world constraints. Prac-
tical constraints in construction scenarios, such as material availability and batching limitations, 
might not be adequately considered in the optimization process.

Areas for improvement include refining the model to better handle nonlinearity and complex 
interactions among variables. Incorporating advanced optimization algorithms or complementa-
ry techniques could enhance adaptability.

Efforts to streamline computational demands, making the model more accessible for practical 
applications. 

Suggested refinement involves incorporating probabilistic or uncertainty analysis methods within the 
model to better capture real-world variability, contributing to a more robust optimization process.

Refining the model to accommodate practical constraints in construction, such as material avail-
ability and batching limitations, enhancing its utility in real-world scenarios.
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practical constraints in construction, such as material 
availability and batching limitations, would further en-
hance its utility in real-world scenarios [42, 43]. Table 6 
summarizes the challenges, limitations, and areas for im-
provement in applying Scheffe's Simplex Lattice Model 
to concrete mixtures, providing key insights and corre-
sponding references.

EMERGING TRENDS AND FUTURE DIRECTIONS

Exploration of Emerging Trends in Statistical Modeling 
for Concrete Mixture Optimization
The exploration of emerging trends in statistical model-
ing for concrete mixture optimization reveals a dynam-
ic landscape influenced by advancements in technology, 
data analytics, and materials science [44]. One promi-
nent trend involves the integration of machine learning 
techniques to complement traditional statistical models. 
Machine learning algorithms, such as neural networks 
and genetic algorithms, demonstrate promise in handling 
complex, non-linear relationships within concrete mix-
tures. Another trend is the increased use of data-driven 
approaches, leveraging large datasets and advanced ana-
lytics to gain insights into material behaviors and opti-
mize mixtures more effectively [45]. Furthermore, the 
integration of probabilistic modeling and uncertainty 
quantification is gaining traction, allowing researchers to 
account for variability and assess the robustness of opti-
mized mixtures in real-world conditions.

Suggestions for Future Research Directions and 
Improvements in Applying Scheffe's Simplex Lattice 
Model to Optimize Concrete Properties
As we look towards the future, several avenues for research 
and improvement in applying Scheffe's Simplex Lattice Mod-
el to optimize concrete properties emerge [45, 46]. Firstly, 
exploring ways to enhance the model's adaptability to large-
scale and complex mixture designs is crucial. This might in-
volve refining the model's algorithms or incorporating parallel 
computing strategies to handle the computational demands 
associated with intricate concrete formulations. Additionally, 
integrating machine learning concepts within Scheffe's model 
could open new possibilities for handling non-linear relation-
ships and further expanding its applicability [46].

Furthermore, future research could focus on develop-
ing hybrid models that combine Scheffe's Simplex Lattice 
Model with other advanced optimization techniques. This 
integration could capitalize on the strengths of differ-
ent approaches, potentially overcoming limitations and 
achieving more robust results. Moreover, investigating the 
model's performance under different environmental con-
ditions and varying material sources can contribute to its 
applicability in diverse construction scenarios. Addressing 
practical constraints and incorporating real-world consid-
erations, such as economic feasibility and construction site 
constraints, remains a critical area for future research to 
enhance the model's practical utility. Table 7 summarizes 
emerging trends in statistical modeling for concrete mix-
ture optimization and suggests future research directions 

Table 7. Emerging trends in statistical modeling for concrete mixture optimization and future research directions for improv-
ing Scheffe's Simplex Lattice Model

Aspect

Integration of machine 
learning 

Data-driven 
approaches 

Probabilistic modeling 
and uncertainty 
quantification

Enhancing adaptability 
to large-scale designs 

Integration of machine 
learning concepts

Development of hybrid 
models 

Performance under 
different conditions 

Addressing practical 
constraints

Reference

[44] 
 

[45] 
 

[45] 
 

[45, 46] 
 

[46] 

[46] 
 

[45, 46] 
 

[45, 46]

Description

Emerging trend: Integration of machine learning techniques, such as neural networks and genetic 
algorithms, to handle complex, non-linear relationships within concrete mixtures. This trend 
enhances the capability to optimize mixtures effectively.

Emerging trend: Increased use of data-driven approaches, leveraging large datasets and advanced 
analytics to gain insights into material behaviors. This trend enhances the effectiveness of opti-
mizing concrete mixtures.

Emerging trend: Integration of probabilistic modeling and uncertainty quantification, allow-
ing researchers to account for variability and assess the robustness of optimized mixtures in 
real-world conditions.

Future direction: Research on enhancing Scheffe's Simplex Lattice Model's adaptability to large-
scale and complex mixture designs. This may involve refining algorithms or incorporating parallel 
computing strategies to handle computational demands.

Future direction: Exploration of integrating machine learning concepts within Scheffe's model to 
handle non-linear relationships and expand its applicability.

Future direction: Research on developing hybrid models that combine Scheffe's Simplex Lattice 
Model with other advanced optimization techniques. This integration aims to capitalize on 
strengths, overcome limitations, and achieve more robust results.

Future direction: Investigation of Scheffe's model performance under various environmental 
conditions and material sources. This research contributes to its applicability in diverse construc-
tion scenarios.

Future direction: Research focused on addressing practical constraints and incorporating 
real-world considerations, such as economic feasibility and construction site constraints, to 
enhance the model's practical utility.
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for improving Scheffe's Simplex Lattice Model, providing 
key insights and corresponding references.

CONCLUSION

Summary of Key Findings from the Literature Review
The literature review on the application of Scheffe's Sim-
plex Lattice Model in cement concrete mixture optimiza-
tion reveals a robust and versatile statistical tool. The model 
has been successfully employed to navigate the complex 
landscape of concrete mixtures, showcasing its efficacy in 
achieving optimal combinations of variables. Studies re-
viewed demonstrate the model's ability to improve perfor-
mance indicators, such as compressive strength and dura-
bility, through a systematic exploration of the design space. 
The review underscores Scheffe's model as a valuable asset 
in the evolution of concrete mixture design methodologies.

Implications for the Field of Concrete Mixture Design 
and Optimization
The implications for the field of concrete mixture design and 
optimization are significant. The systematic and data-driven 
approach offered by Scheffe's Simplex Lattice Model presents 
a paradigm shift from traditional empirical methods. By effi-
ciently exploring multi-variable systems, the model contributes 
to a more nuanced understanding of the relationships among 
concrete components. This has profound implications for 
achieving tailored material properties, enhancing durability, 
and optimizing sustainability in concrete construction. The re-
viewed studies suggest that the adoption of Scheffe's model can 
lead to more efficient and precise concrete mixture designs, set-
ting the stage for advancements in the construction industry.

Call to Action for Further Research and Development in 
this Area
The literature review illuminate’s avenues for further re-
search and development in the application of Scheffe's 
Simplex Lattice Model to concrete mixture optimization. 
Researchers are encouraged to delve deeper into refining 
the model to address challenges such as non-linearity and 
computational efficiency. Exploring hybrid models that in-
tegrate Scheffe's model with emerging machine learning 
techniques offers a promising direction. Additionally, there 
is a call for research that extends the model's applicability 
to diverse environmental conditions, material sources, and 
practical constraints encountered in real-world construc-
tion settings. This comprehensive approach will contrib-
ute to the continued evolution of concrete mixture design 
methodologies, advancing the field towards more sustain-
able, resilient, and high-performance concrete materials.
In conclusion, the literature review showcases Scheffe's 
Simplex Lattice Model as a valuable tool in concrete mix-
ture optimization, with implications for improving material 
properties and sustainability. The call to action emphasizes 
the need for ongoing research and development to refine 
the model, explore emerging trends, and address practi-
cal challenges, fostering innovation in the field of concrete 
mixture design and optimization.
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ABSTRACT

Industrialized countries attempted to obtain minerals, resulting in a developed method to ex-
tract valuable minerals from the ground. Consequently, waste mine tailings are produced and, 
when left to pile up, will potentially be hazardous to the environment and the people. However, 
more mine tailings become a problem when the organization needs clarification on the miner-
als' value and what they can be used for. This study focuses on a multi-criteria analysis of the 
potential repurposing of the Philex Mining Corporation (PMC) tailings in Benguet, Philippines. 
While mining policies were considered, findings show that piles of mine tailings had not been 
considered for refining to produce more resources for development, construction, and economic 
growth The study employs qualitative inquiry to understand better the grassroots processes and 
reconnaissance of the stored tailings. The analysis tries to promote sustainable practices – pre-
senting a higher sustainability priority, resource conservation, and the responsible management 
of mining waste, making it a more favorable alternative to traditional tailing storage facilities. 
Several industrial uses for the tailings have been suggested to reinforce waste diversion.

Cite this article as: Ikopbo II, Boado MM. Potential recycling of mine tailings for PMC’s Pad-
cal Mine, Philippines. Environ Res Tec 2024;7(2)280–289.

INTRODUCTION

The global community benefits from mining because it makes 
the resources accessible for technology, infrastructure, and en-
ergy. Mining pollution can cause water pollution, with heavy 
metals and radionuclides being the most common pollutants [1]. 
Today's mining methods contribute to solid waste accumula-
tion, accounting for a significant portion of the world's waste 
streams. Not only that, but the amount of waste generated each 
year totals millions of tons [2, 3]. Mining is an unavoidable 
anthropogenic process that occurs worldwide and frequently 
alters the land's shape. A large amount of land or earth must 
be moved, and most of the process involves extracting valu-
able minerals and elements from waste. In today's world, met-
al mining is increasingly important. As a result, more metals, 
particularly copper, are extracted from the ground [4, 5].

Historically, mine tailings have been disposed of in large 
impoundments or ponds near the mining site. The fact that 
tailings are typically dumped into lakes, rivers, or even the 
ocean is a significant source of concern in the mining pro-
cess. They are backfilled or dumped into gauges as mining 
waste [6]. It is worth noting that mine tailings are stored 
in dams, which can be reused for other purposes. Environ-
mental disasters are frequently a problem in mining, and 
they are unavoidable. This results in social disasters. More 
than anything else, how mine tailings are handled and con-
trolled determines the likelihood of environmental disas-
ters caused by mining [7].

 Mining operations in the Philippines have frequently been 
complex, harming the environment and making it difficult 
for people to live their everyday lives. The disposal or stor-
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age of large amounts of mining waste, known as tailings, 
impacts the environment and the people who live there and 
is an integral part of the mining company [8]. Tailings show 
the global impact of the mining industry. When precious 
minerals and metals from mined ore are processed and ex-
tracted, a liquid slurry of tiny mineral particles known as 
tailing is created. Pipes are used to transport these tiny min-
eral fragments to extensive tailings storage facilities (TSFs), 
where they are kept for many years or even decades [7].

Heavy metal pollution has always been a significant issue 
because mining harms people's health. Because of the wind, 
arsenic, and cadmium move around in nature evenly. As a 
result, temperatures rise, worsening health conditions [9]. 
Most mining companies' most significant problem is tail-
ings dam failures, which are said to be the cause of three-
fourths of mining-related environmental disasters [10]. 
Tailings storage capacity can be challenging to manage. In 
the study of [7], for example, wet storage capacity for wet 
tailings necessitates a more efficient dam to store the tail-
ings for an extended period. When the handling and stor-
age processes fail, it poses a significant threat to the system 
and the environment due to radioactive reactions based on 
time management.

In 2012, a mining incident at Padcal mine, Philex Mining 
Corporation in Benguet, released 20.6 million tons of tox-
ic tailings into rivers [11]. Recent interest in repurposing 
mine tailings is growing, with the potential to reduce en-
vironmental and social impacts, such as water contamina-
tion and habitat destruction.

Large private and governmental mining industries do not 
repurpose their waste mine tailings to generate additional 
revenue while ensuring the environment's and its inhabi-
tants' safety [12]. Vitti & Arnold (2022) stated that mining 
can help the country's economy in a variety of ways, and 
reusing waste mine tailings can significantly contribute to 
the country's revenue growth [13, 14].

However, there has been growing interest in exploring po-
tential repurposing opportunities for mine tailings. Despite 
the fact that more mining companies are doing their part 
to reduce the damage they cause, most mining companies 
have established systems for disposing of mine waste, such 
as dams, embankments, and a variety of other things. One 
of the main reasons for considering the repurposing of mine 
tailings is to mitigate the environmental and social impacts 
associated with their disposal. Traditional tailings stor-
age methods can pose risks such as water contamination, 
habitat destruction, and the release of potentially harmful 
substances into the surrounding environment. Repurposing 
mine tailings can mitigate environmental and social im-
pacts, such as water contamination, habitat destruction, and 
the release of harmful substances into the environment [15].

As a result, this study focuses on the recycling applicability 
and potential of PMC’s mine tailings in Benguet's Padcal. 
Also, the study considered how mine tailings, such as iron, 
aluminum, and other metals, could be reused and recycled 
to eliminate the requirement for storage facilities and lessen 

the impact of mine tailings on the environment. This study 
looked into how these mine tailings could be repurposed 
and areas where they could be reused, which justifies the 
conduct of this study. This would reduce the use of other 
natural building materials and eliminate the need for exten-
sive land areas to store mine tailings, lowering the econom-
ic and environmental costs.

This research intends to the promote reduction of waste 
generation, to contribute to sustainable resource utilization 
and the promotion of circular economy principles. Imple-
menting effective tailings recycling practices can contrib-
ute to more sustainable and responsible mining operations, 
benefiting both the industry and the surrounding commu-
nities. The implications of the findings will provide valu-
able insights for policymakers, mining companies, future 
researchers, students, and stakeholders interested in trans-
forming mine tailings into valuable resources while mini-
mizing their environmental footprint.

MATERIALS AND METHODS

Locale of the Study
Padcal, Benguet in the Philippines, is home to the PMC, a 
copper-gold Mine. It is situated southeast of Baguio City at 
a height of around 1500 meters. The rainy season lasts from 
May to October, with an annual rainfall of about 4500 mm. 
Since the mine's underground block cave operations began 
in 1958, copper concentrates containing copper, gold, and 
silver have been produced. Their mining product is typical 
porphyry copper, with primary copper ore minerals chal-
copyrite and bornite and gold and silver as byproducts [16]. 

The Padcal mine production capacity generates a total 
milled ore of 7,945,879 metric tons in 2021, higher than 
the tonnage of 7,837,536 in 2020 and lower than that of 
8,112,791 in 2019. Also, the budget tonnage per day is 
23,200 as of 2022. Moreover, as of 2023, the average ton-
nage per day is 18,968.87, the average tonnage per month is 
572,859.9, and the land area covered by the tailing pond for 
TSF 3 is 165 hectares. Based on the current tailing output, it 
is projected to be full by the end of October 2025, assuming 
a 647 m reduced level (mRL) as final crest elevation and 
642 mRL slimes elevation. The volume capacity calculation 
to 642 mRL elevation based on the September 2023 Bathy-
metric survey is 12.9M DMT.

Population Sampling
The research is based on qualitative inquiry processes, with 
the goal of better understanding how mine repurposing is 
beneficial with respect to the current practices of PMC. The 
study used purposive sampling to identify informants for 
the investigation, which involved interviewing current in-
formants and suggesting others who meet the criteria. The 
study focused on the corporation's staff, ensuring that ev-
eryone in the sample had experienced the subject matter.

The environmental protection and enhancement officer 
and the tailing storage facility departmental head working 
at PMC with three or more years of experience were in-
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cluded. The environmental protection and enhancement 
officer was relevant to this study because the participants 
gave technical expertise in areas such as environmental 
impact assessment, mine tailing management, and waste 
management. The tailing storage facility departmental 
head was relevant to this study because the participant 
gave valuable insights into the management and operation 
of tailing storage facilities. 

Data Gathering Procedure
This study's primary data source was a semi-structured, 
one-on-one interactive session. The researcher spoke with 
the mining staff and elicited information about mine waste 
repurposing, the mine tailing characteristics, the possible 
applications of their tailings, and the benefits of utilizing 
the mine tailings in Padcal by asking open-ended ques-
tions. The interviews were recorded with the informants' 
permission. Reflective notes were taken throughout the 
interviews, particularly at the end, and as a result, other 
information from the PMC’s internal and published re-
ports was included. This helped the researcher identify 
their strengths and weaknesses while also providing some 
transcription prompts [17]. Each interview lasted about 
45 minutes. In addition, the written notes contained im-
mediate personal thoughts about the interview as well as 
observations of both verbal and nonverbal behaviors as 
they occurred. The researcher transcribed the audio re-
cording after the interviews ended. The researcher ascer-
tained that the participant’s language accurately reflected 
the meanings embedded in the experience. Through the 
participants' consent and voluntary participation, the re-
searcher initially established a connection with them. Data 
collection continued until no new discoveries were made 
and category saturation was reached.

Ethics approval was obtained from the Saint Louis Univer-
sity Research Ethics Committee, and the various mining 
companies endorsed the introductory letters before con-
ducting the study. The study participants were protect-
ed by getting detailed information via written informed 
consent, which means that potential research participants 
were fully informed about the research procedures and 
dangers before agreeing to participate. Participation in 
this study was voluntary and posed no significant risk to 
physical or psychological wellbeing. Up until the point of 
data analysis, all participants had the option to withdraw 
from the study for any reason.

The information gathered for this research is private and 
confidential. There was no personal information about the 
participants in the study report, such as name or address. 
After examining the data, the researcher removed all iden-
tifying information, and the study results were sent with-
out any identifying information. The data was kept on a 
password-protected laptop with a locked file. The raw data 
would be accessible only to the researcher and the research 
panel. The researcher can decline to ask for the interview if 
it appears inappropriate for the study, and the participants 
would not be held liable to the researcher or the study.

Characterization Method of Mine Tailings
During the data gathering, a representative sample of PMC 
mine tailings was taken from tailing storage facility 3. Three 
Samples were sourced and labeled North, Middle, and South, 
respectively, and the analysis was carried out at Saint Lou-
is University Mining Laboratory, Baguio City. The samples 
were subjected to X-ray Fluorescence Spectroscopy (XRF) to 
determine the elemental analysis and reported as oxides.

RESULTS AND DISCUSSION

Philippine Regulations
The Department of Environment and Natural Resources 
(DENR) oversees both the Mines and Geosciences Bu-
reau (MGB) and the Environmental Management Bureau 
(EMB), which monitor mining activities and ensure com-
pliance when issuing permits for treatment, storage, and 
disposal (TSD) to facilities with high volume wastes. MGB 
is in charge of mining operations administration and over-
sight, while EMB is in charge of monitoring and controlling 
the environment. Before the MGB issues any permits, the 
relevant local government units must determine whether a 
mining plan is viable. Currently, these government agencies 
only require storage of mine tailings.

PMC conducts its operations under the highest ethical 
standards, adhering to good governance as a responsible 
corporate citizen. It strives to abide by its Code of Con-
duct and all relevant laws, guidelines, and mining indus-
try requirements. Additionally, it provides partners in the 
mining industry with its expertise and starts enlightening 
and productive discussions about issues that concern the 
sector and society.

Tailing Management Practices
PMC has implemented some mine tailing management 
practices to minimize the environmental impact of its op-
erations. Their mine tailings are not utilized, but instead 
stored in the tailings pond. The company has constructed 
TSFs that are designed to collect and store mine tailings, 
which are the waste materials generated during mining op-
erations. These are engineered to prevent leaks and spills 
and are regularly monitored to ensure their integrity. They 
are currently on their third TSF.

Their only plan for their tailings is to store them because 
their tailings are only allowed to be stored in the tailing 
storage facilities. If the waste cannot be converted into 
something useful, mine waste tailing storage is usually ben-
eficial. If waste is not converted into something useful, it 
tends to accumulate in the environment and cause prob-
lems for people there.

While storing mine tailings in a pond can be a viable op-
tion for tailings management, it is important for mining 
companies to carefully consider the specific characteristics 
of the tailings, the local environment, and regulatory re-
quirements and to implement appropriate monitoring and 
management measures to ensure the safety and sustain-
ability of the TSF.



Environ Res Tec, Vol. 7, Issue. 2, pp. 280–289, June 2024 283

The participants were asked how long they intended to 
store their tailings:

Participant 1 also said:

“Forever, maybe, since there is nowhere else to 
store it besides our pond. Unless maybe there 
will be a new technology to help with that."

Participant 2 explained further from the response of Partic-
ipant 1 by saying that the effect of constructing TSFs on the 
environment is mostly deforestation and some accompany-
ing social issues because of the affected owners where they 
would have to settle claims as needed.

The participants further explained how their tailings are 
managed.

“We don’t treat the tailings; we just store them. 
We just separate the solids from the water. We 
use decanting system here.” (Participant 1)

Also, participant 2 said:

“We do not do any treatment on the tails. Im-
mediately after we have recovered the metals, it 
goes through tunnels and pipes to the treatment 
storage disposal TSFs. Our tailings are not tox-
ic. We do monthly monitoring. There are no 
heavy metals present in our effluent." there are 
no significant amounts of mercury, arsenic or 
cyanide in our tailings. (Participant 2).

Although the participants had a general idea that mine mill 
tailings can be used in construction materials, they needed to 
have initiative on how their mill tailings from their company 
can be reused. They also had their perception toward the re-
purposing of mine tailing. Participant 1 explained that repur-
posing these tailings will have a minimal negative impact on 
the environment but can maybe contribute economically to the 
country by reducing the cost of constructing storage facilities.

Participant 2 had a perception about the environmental 
impact if their company pursues repurposing by utilizing 
their tailing.

“If there is really a diversion of tailings, then 
definitely, there will be no tailings storage fa-
cilities and that means there will be no sub-
merged areas, no loss of habitat, no deforesta-
tion and reforestation, and there will be no 
additional cost. But there is no initiative on 
that at the moment.” (Participant 2)

Reusing these tailings, according to Participant 1, would 
not cause much environmental harm, but it might speed up 
construction and boost the economy by making facilities 
more accessible and affordable for everyone to use. Howev-
er, they do not recycle their tailings.

“But if we could reuse these tailings, I think 
there is not much impact on the environment 
if we would be utilizing the tailing. But if we 
could use this  tailing, I think they will 
be some sort of economical program. But  
environmentally, it could be just reprocessing 
the tailing may be used in the construction 
materials. I think there will be no environmen-
tal impact and if there is, it will be minimal.” 
(Participant 2)

In all, the repurposing of mine tailings can positively contrib-
ute to a country's national economic growth by generating 
revenue, creating jobs, reducing environmental impact, and 
supporting the growth of critical industries. On the aspect 
of recycling applicability, and potential of tailings based on 
their characteristics, findings show that the absence of copper 
(Cu), the corporation's main mineral, in the samples suggests 
that the initial beneficiation and separation process was so 
effective that there was little to no copper left in the tailings. 
The typical minerals mine by PMC is porphyry copper. 

Since their tailings are not treated nor reused, knowing 
the composition of their tailings was of importance to this 
research as they generate tons of tailings daily. Participant 
2 said their tailings are basically composed of bornite and 
chalcopyrite. The company's treatment processes have 
stayed the same because the still follow the same till date 
since their tailings are not treated and the quality of the tail-
ings do not cause any degradation.

Characteristics of PMC Mine Tailings at TSF3
The composition of mine tailings varies from one company 
to another because of the inherent ore characteristics where 
they mine as well as the processes each employs in mineral 
beneficiation. The suitability for utilization will be entire-
ly depended on the characterization of the mine tailings. 
Whether it will require further separation of components 
or refinement on the intended use. In-depth studies will 
show the characteristics of mine-tailing composites, such 
as physical properties, mechanical properties, durability 
properties, and leaching behavior.

Table 1. Composition of PMC tailings and particular regions of samples taken at TSF 3. The numbers displayed are oxide-form 
reports of the entire elemental analysis

Sample    Composition*

 Al₂O₃ wt % CaO wt % Fe₂O₃ wt % Cu wt % MgO wt % SiO₂ wt % S wt %

Sample north 8.23 3.94 8.19 0.048 3.3 32.41 1.29

Sample middle 6.63 3.98 8.53 0.044 2.0 28.78 1.36

Sample south 7.37 3.77 8.79 0.044 2.0 28.66 1.29

Mean average 7.41 3.90 8.50 0.05 2.43 29.95 1.31
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In order to determine how best to use and recycle the tail-
ings, chemical analysis was used to analyze three tailings 
samples, labeled North, Middle, and South, to determine 
their potential for recycling and usage using The tables be-
low contain a presentation of the chemical analysis's find-
ings. Based on the analysis, the average mean of the chemi-
cal compositions for the mine tailing is presented.

As shown in Table 1, the compositions of copper tailings 
show that silicon dioxide, iron, and aluminum oxides have 
higher percentage concentration in the tailings than oth-
er metallic oxides. The tailings are composed of low-grade 
metallic and non-metallic oxides that can be financially re-
covered and recycled into various manufactured products 
such as cement manufacturing, glass, ceramics, bricks, etc. 
in the required percentage. With extensive utilization, the 
elemental composition of copper tailings, which includes 
Fe₂O₃, Al₂O₃, MgO, and SiO₂, has good concentration and 
recovery rates and can be used as additives in construction 
materials. The concentrations of the compounds present in 
the PMC tailings are consistent such that as it is, they can 
be used as an additive or substitute for the fine aggregates 
added to cement to form concrete. The high silica content 
makes this a plausible use. Further refinement can mean 
they can be used in the cement manufacturing industry.

Recycling Applicability and Potential of the PMC Mine 
Tailings
The mine tailings have good percentages of silicon dioxide, 
iron, aluminum oxide, and magnesium that can be repur-
posed for construction materials manufacturing because of 
their physical properties and chemical composition. Sili-
ca-rich mine tailings can also be used as a component in 
various construction materials, such as concrete, asphalt, 
tiles, and bricks. The tailings can be mixed with other mate-
rials, such as cement, lime, and aggregates to produce high-
strength materials.

Several studies have investigated mine tailings as a supple-
mentary cementitious material (SCM) in Portland cement 
manufacturing and have shown that it is possible to pro-
duce high-quality cement with tailings as a partial replace-
ment for traditional raw materials. Due to their high sili-
ca content, silica-rich mine tailings can also be used as an 
SCM. They can react with the calcium hydroxide produced 
during cement hydration to form additional cementitious 
compounds [18].

The specific requirements and optimal dosage of mine 
tailings may vary depending on the type of tailings, their 
chemical compositions, and the specifications of the ce-
ment product. Portland cement is one of the most widely 
used types of cement. The average composition of Portland 
cement is CaO, 50–60%; SiO₂, 20–25%; Al₂O₃, 5–10%; 
MgO, 1–3%; Fe₂O₃, 1–2% and SO3, 1–2% [19]. Ordinary 
Portland cement contains different ingredients with varied 
proportions. Each ingredient imparts a different property 
to the cement. To produce good quality cement, it is im-
portant to know the proportions, functions and limitations 
of different cement ingredients.

• Silica (SiO₂). Silica or silicon dioxide is the second larg-
est quantity of cement ingredients which is about 17 to 
25%. Silica can be obtained from sand, argillaceous rock, 
etc. Enough silica helps to form di-calcium and tri-calci-
um silicates, which impart strength to the cement.

• Alumina (Al₂O₃). Alumina in cement is present in the 
form of aluminum oxide. The range of alumina in ce-
ment should be 3 to 8%. It is obtained from bauxite, 
alumina, and clay. Alumina imparts quick setting prop-
erties to the cement. In general, high temperature is re-
quired to produce the required quality of cement.

• Iron oxide (Fe₂O₃). Iron oxide quantity in cement rang-
es from 0.5 to 6%. It can be obtained from fly ash, iron 
ore, and scrap iron. The main function of iron oxide is 
to impart color to the cement. 

• Magnesia (MgO). Cement contains Magnesia or Mag-
nesium oxide in the range of 0.1 to 3%. Magnesia in ce-
ment in small quantities imparts hardness and color to 
the cement. If it is more than 3%, the cement becomes 
unsound, and the strength of the cement also reduces.

Along with lime and other inorganic oxides, these ingredi-
ents can widely be used as a cement additive. A material that 
can bind other materials together is cement, a binder that sets 
and hardens. In a process known as calcination, clay and oth-
er limestone materials are heated to 14500 °C in a kiln to cre-
ate calcium oxide (CaO) from calcium carbonate (CaCO3), 
which is then combined with the additions mentioned above. 
Portland cement is made by grinding the rigid material, 
known as clinker, along with a small quantity of gypsum.
To use mine tailings as SCM, they are first ground to a fine 
powder and then blended with the other raw materials used 
in cement production, such as limestone and clay [20]. The 
resulting mixture is then fed into a kiln and heated to high 
temperatures, which causes chemical reactions that trans-
form the raw materials into cement clinkers to occur. The 
addition of mine tailings to Portland cement can improve 
the strength, durability, and workability of the resulting 
concrete [21].
Mine tailings as a SCM can provide economic benefits by 
reducing waste disposal costs and creating a new revenue 
stream. However, careful consideration of chemical compo-
sition is necessary to ensure no negative impact on cement 
performance and safety at the mine site. The use of mine 
tailings should not compromise the stability of the mine site.
Philex mine tailings are rich in silicon, iron, and aluminum 
oxides. The composition will be most suitable for cement 
production, which will eventually make its way to the con-
struction industry, such as in civil works for roads. This 
environmentally friendly approach offers environmen-
tal and economic benefits. However, careful evaluation is 
necessary to ensure the tailings are not polluting, comply 
with geotechnical specifications, and are safe. Reprocessing 
techniques like crushing, grinding, flotation, and leaching 
may be necessary to remove impurities and adjust chemical 
composition. The decision to use mine tailings depends on 
individual mine and cement manufacturing processes. By 
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using mine tailings as a supplementary material in cement 
manufacturing, the industry can reduce its reliance on vir-
gin raw materials, helping to conserve natural resources 
and lowering the environmental impact of mining activi-
ties. The industry can reduce the energy consumption as-
sociated with mining and processing virgin materials, con-
tributing to overall energy conservation.

Ultimately, the decision to reprocess mine tailings for use 
in cement production will depend on a variety of factors, 
including the specific characteristics of the tailings, the re-
quirements of the cement manufacturing process, and the 
applicable regulations and standards.

Multi-Criteria Analysis
One of the objectives of this study is to present a multi-cri-
teria analysis of storing the tailings in comparison to their 
utilization. After thorough consideration of various factors 
surrounding the idea of economic and environmental ben-
efits of storing versus utilizing mine tailings, it came out 
that utilization of mine tailings is more beneficial than stor-
ing them. This study emphasizes the potential to reduce the 
consumption of natural resources by recovering valuable 
materials, minimizing waste, conserving energy, promoting 
environmental stewardship, and creating economic incen-
tives for sustainable mining practices. Multi-criteria anal-
ysis is a decision-making tool that evaluates options based 
on multiple criteria, taking into account various factors and 
their relative importance [22]. It provides a structured ap-
proach to assessing and comparing different factors based 
on various criteria, which helps in making informed de-
cisions that consider environmental sustainability [23]. In 

conducting a multi-criteria analysis of tailings utilization, 
it is necessary to evaluate each option and compare them 
with the advantages and disadvantages of other options for 
managing mine tailings [24]. The analysis should consider 
its immediate and prospective pros and cons and the risks 
and uncertainties associated with each option.

In this regard, the aim is to determine whether the advan-
tages of recycling and reusing mine tailings outweigh the 
disadvantages. A factor item will be given symbols accord-
ing to its relevance precedence, a method described by Hil-
lebrandt [25] and used by Lu et al. [26] will be employed 
here. This is thoroughly integrated with the Bio-Econom-
ic Model since it states that the multi-criteria analysis can 
be a powerful approach in the decision whether to pursue 
repurposing of mine tailings. This combined allows for a 
comprehensive evaluation of various criteria and objectives, 
considering both economic and environmental factors [27]. 

Table 2. An analysis based on multiple criteria evaluating the pros and cons of each factor in the reuse and recycling of their 
mine tailing

Factors Pros Cons Balance

Tailing dam failures F+ S++ T+  F+ S++ T+

Heavy metal seepage  F+ S+ T+  F+ S+ T+

Tailing dusting S+ A+  S+ A+

Avoided cost of building more storage facilities F+ T+  F+ T+

Liberating the area that the tailings dam had previously taken up. F+  F+

Avoidance of leach collection and treatment F+ S++ T+  F+ S++ T+

Using up mine tailings F+ S+  F+ S+

Land recovery F+  F+

Avoidance cost of post-closure care F+ T+  F+ T+

Metal recovery F++  F++

Slag  S+ F- F- S+

Transport quarry-plant cost  F- F-

Cost of investment  F- F-

Machinery   F- F-

Labour expense  F- F-

Cost of energy  F- F-

Cost of maintenance  F- F-

Table 3. Multi-criteria analysis outlining the pros and cons of 
mine tailing storage

Factors  Pros  Cons  Balance

Slag  S+ F- F- S+

Transport quarry-plant cost  F- F-

Cost of investment  F- F-

Machinery   F- F-

Labour expense  F- F-

Cost of energy  F- F-

Cost of maintenance  F- F-
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This means that the multi-criteria analysis of repurposing 
the tailings should be evaluated not only in terms of eco-
nomic value, but also in terms of the environmental and 
social impacts of the repurposing process. When examin-
ing environmental challenges, it is often challenging to put 
clear monetary values on the benefits associated with sus-
tainability initiatives [28].

It is agreed to use an acronym for each of the four scoring 
criteria: F for financial impact, S for safety, A for abstract, 
and T for time-efficiency to quantify the immeasurable. 
These acronyms stand for the annual flow of the advantages 
and disadvantages of repurposing mine tailings. In addi-
tion, a plus symbol (+) and a minus sign (-) will be used to 
indicate pros and cons, respectively. A double sign will de-
note greater significance. The advantages and disadvantag-
es of this strategy for recycling tailings and conventionally 
storing tailings are shown in Tables 2, 3, and 4, respectively.

Multi-criteria analysis has been found to be an effective 
approach for evaluating the various factors related to the 
reuse and recycling of mine tailings [29]. By employing a 
multi-criteria analysis technique, Table 2 outlines the pros 
and cons associated with recycling and reusing mine tail-
ings. Table 3 illustrates how multi-criteria analysis is a valu-
able technique in assessing various approaches to manag-
ing mine tailings storage, depending on a variety of factors 
[30]. Lottermoser, B.G. conducted a study in 2011 that an-
alyzed the environmental impacts and management strate-

gies associated with mine wastes, particularly mine tailings 
[31]. The study is a valuable resource for understanding the 
advantages and disadvantages of reusing mine tailings com-
pared to storing them in tailings storage facilities from an 
environmental perspective. Table 4 depicts the decision to 
reuse mine tailings instead of storing them in tailings stor-
age facilities, which was made after considering the pros 
and cons presented in Tables 2 and 3.

The advantages of mine environmental quality regulations 
in terms of economic, health, physical, and social benefits 
transcend the disadvantages. In a real economic sense, mine 
environmental regulations benefit citizens by fostering 
their health, safety, welfare, tranquility, and permanence. 
The findings from this research study suggest the multi-cri-
teria analysis some sense of direction regarding the system-
atic approach involved in the mine tailings dam, the danger 
involved in lathering mine tailings, and possible managerial 
skills to minimize ecosystem and subsequently improve the 
industrial benefit of the mine tailings. It showed that there 
are far more financial advantages in terms of environmental 
sustainability for utilizing mine tailing than storing them. 
As a result, using this mine tailings for other purposes pres-
ents a higher sustainability priority resource. The acquisi-
tion of mine tailings and crushed waste rock from mines 
is easier and more cost-effective than dredging, quarrying, 
and mining. The use of mine tailings and waste rock from 
mines reduces the need to extract these materials from the 

Table 4. Pros and cons of reusing mine tailings compared to storing them in tailing storage facilities are compared in a brief 
and preferred order of results

Factors Mine tailing Storing tailing Preferred order

   Mine tailing Storing tailing

Tailing dam failures F+ S++ T+ - 1 2

Heavy metal seepage  F+ S+ T+ - 1 2

Tailing dusting S+ A+ - 1 2

Avoided cost of building more storage facilities F+ T+ - 1 2

Liberating the area that the tailings dam had previously taken up. F+ - 1 2

Avoidance of leach collection and treatment F+ S++ T+ - 1 2

Using up mine tailings F+ S+ - 1 2

Land recovery F+ - 1 2

Avoidance cost of post closure care F+ T+ - 1 2

Metal recovery F++ - 1 2

Slag  F-S+ F-S+ 1 1

Transport quarry-plant cost F- F- 1 1

Cost of investment F- F- 1 1

Machinery  F- F- 1 1

Labour expense F- F- 1 1

Cost of energy F- F- 1 1

Cost of maintenance F- F- 1 1

Totals for preferred orders   17 27

Overall priority   1 2
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earth and thus prevents the disturbance of ecosystems in 
such environment. Therefore, multi-criteria analysis offers 
several economic and environmental advantages.

In PMC, tailings are disposed using traditional tailings 
management procedures, which involve storing them in 
tailings dams. When valued within the context of the sus-
tainable economy, it is thought that tailings might be re-
garded as a supply of raw materials. Consequently, there 
are no links between the academic community and indus-
try that support research for such. The corporation strict-
ly adheres to mining regulations, policies, and laws in the 
Philippines by making sure the tailings are stored properly. 
Repurposed tailings are perceived to have minimal to no 
negative impact on the environment.

The findings indicate that there are elements other than 
copper in the tailing from the mining process. Exploration 
could lead to the discovery of more of them, which would 
aid in other areas of science, technology, and invention. The 
PMC tailings are rich in silica which has the potential to be 
used as a supplementary cementitious material in cement 
production. This finding concurs with [32] the analogy 
that refined elements such as SiO₂ can be added to cement 
manufacturing for the construction of buildings. Since the 
tailings have values in the construction industry, recycling 
of the tailings should be ascertained.

Repurposing mine tailings, according to Cheng, T. C., Kas-
simi, F., & Zinck, J. M. (2016), tends to preserve natural re-
sources, reduce dams, reduce environmental impact, and 
then contribute massively to economic growth by 9% [33]. It 
emphasizes the importance of promoting tailings recycling in 
order to reduce excessive consumption of natural resources.

The advantage of recycling can be easily justified and offset 
by significant savings if we take into account all of the ex-
penses associated with a tailings dam throughout its entire 
life cycle, including the costs related to closure and rehabil-
itation, the risk of a potential failure both during operation 
and after closure, the possibility for the disastrous loss of 
life, the rebuilding process, remediation of the environment, 
production loss, damage to the company, and closure costs.

The multi-criteria analysis shows that repurposing mine 
tailing has far more advantage than traditional way of stor-
ing the mine tailings. It provides a robust decision-making 
framework that considers environmental, economic, social, 
and long-term liability aspects. This approach promotes 
sustainable practices, resource conservation, and the re-
sponsible management of mining waste, making it a more 
favorable alternative to traditional tailing storage facilities. 
It can encourage the development of improved tailings 
management practices, including innovative methods for 
tailings dewatering, consolidation, and compaction. These 
practices can reduce the volume of tailings that need to be 
stored, thus minimizing the environmental footprint of 
storage facilities. It can also lead to identifying and evaluat-
ing new technologies and approaches for tailings manage-
ment. Additional research studies can help optimize the use 
of space within storage facilities, potentially extending their 

operational lifespans and reducing the need for expansion 
or construction of new impounding facilities.

Repurposing mine tailings can offer environmental and 
economic benefits, but it also comes with potential risks 
that need to be carefully considered. Some of the risks asso-
ciated with the repurposing of mine tailings include envi-
ronmental contamination, geotechnical stability, and long-
term stability. To mitigate these risks, several measures can 
be taken, such as thoroughly characterize the chemical and 
physical properties of the mine tailings and applying mon-
itoring programs to track any changes in their properties 
over time. Place measures to contain and isolate the mine 
tailings to prevent the release of contaminants into the sur-
rounding environment, such as using impermeable liners 
and barriers. Implement appropriate engineering controls 
when repurposing mine tailings, such as compaction, rein-
forcement, and proper slope design to guarantee geotech-
nical stability and ensure that the repurposing of mine tail-
ings complies with relevant environmental regulations and 
standards to minimize potential risks to human health and 
the environment. Develop and implement long-term man-
agement plans for the repurposed mine tailings, including 
ongoing monitoring, maintenance, and contingency mea-
sures for potential environmental impacts.

CONCLUSION

The study explores the repurposing of mine tailings, focus-
ing on the impact on the environment and resource recov-
ery. The PMC stores a significant amount of mine tailings 
without reusing them, believing that repurposed tailings will 
have minimal environmental impact. However, the sample 
analysis reveals that the tailings contain elements like sili-
con, aluminum, and iron dioxide, which could be utilized 
in construction manufacturing industries. These elements 
and minerals are beneficial to economic growth and could 
contribute to the sustainability of the mining sector. The de-
velopment of new processes and technologies for repurpos-
ing mine tailings can drive innovation in the mining sector. 
This can lead to the creation of new intellectual property, the 
growth of a technology-driven ecosystem, and the fostering 
of a culture of continuous improvement within the industry. 
These advancements can contribute to economic growth by 
enhancing the sector's competitiveness and attracting invest-
ment in research and development. This can create opportu-
nities for job creation and local economic development. New 
processing facilities, research centers, and reclamation proj-
ects related to tailings repurposing can generate employment 
and economic activity in mining regions, contributing to the 
diversification and resilience of local economies.

The study also highlights the potential of reusing mine tail-
ings in Portland cement manufacturing, conserving natural 
resources, and reducing the cost of constructing additional 
storage facilities. By incorporating these mine tailings into 
the cement manufacturing process, the need to extract and 
consume raw materials can be reduced, conserving natural 
resources and promoting sustainable practices.
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A multi-criteria analysis approach for recycling mine 
tailings offers several advantages, enabling a compre-
hensive evaluation of various criteria and factors, allow-
ing for a more informed decision-making process. By 
incorporating mine tailings into the Portland cement 
manufacturing process, the company can conserve nat-
ural resources and promote sustainable practices.

Compared to several developed nations, the Philippines' 
current rate of mine waste utilization is below average. 
Vast amounts of mine tailings are just deposited in the 
tailing storage facilities. To address concerns about the 
economy and the environment;

1. The research also encourages mining companies to 
focus on the efficient use of their mine waste in the 
construction sector. By researching how to use these 
waste materials in the manufacturing construction 
materials, it is possible to lessen the detrimental ef-
fects of mine tailings and better use the potential uses 
of mine tailings. 

2. Consider the social acceptability of the proposed re-
purposing methods. Engage with local communities, 
stakeholders, and Indigenous groups to understand 
their concerns, interests, and potential benefits. The 
National Commission on Indigenous People (NCIP) 
Administrative Order 3 outlines the participation of 
local communities in the decision-making process 
of new projects through collaborative and inclusive 
approaches respecting the socio-political structures 
of the locale. This could involve assessing impacts on 
health, livelihoods, cultural heritage, and communi-
ty wellbeing. Also, develop a clear, transparent, and 
accessible communication strategies to inform the 
public about the potential benefits and risks associat-
ed with repurposing mine tailings.

3. Mining companies in the Philippines should evaluate 
their mine tailings and conduct more experimental 
studies on the characteristics of their mine tailings. 
They are encouraged to explore reprocessing and re-
cycling their mine tailings to reduce the tailings' en-
vironmental impact and maintenance cost of tailing 
storage facilities.

4. Mining companies should conduct a comprehen-
sive risk assessment to identify and mitigate poten-
tial risks associated with the repurposing of their 
mine tailings. This includes considerations for safety, 
health hazards, and financial risks. By considering 
these factors and conducting a thorough multi-crite-
ria analysis, you can effectively identify the resources 
and potential utilization options for mine tailings.

5. The corporation or government should look into 
this research study to see the recycling possibility of 
the tailings due to the concentration of SiO₂, Al₂O₃, 
Fe₂O₃, Etc., which justifies recycling potential in the 
cement industry, pottery industry, Etc., for the gen-
eration of income to the company and the country 
as well.
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