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Abstract

We produced an SIR model of influenza which is a global infectious disease, by using
Caputo fractional derivative. In this model, we separated S and I into different groups.
Separation is made according to the group of people in S who get vaccinated and are
protected from influenza, also people in S who get vaccinated but are not protected besides
people in S who do not get vaccinated. Furthermore, infected people are separated as treated
and untreated people in I. We did stability analysis of the model and produced the basic
reproduction number. We emphasized the importance of influenza vaccine and treatment
for infected people by varying the values of the parameters and was shown with graphics.

1. Introduction

Influenza is the virus that represents a persistent and significant threat to global public health, responsible for deaths of nearly half a million
people annually worldwide [1]. Annually, approximately 5% to 10% of adults and 20% to 30% of children are infected [2]. Individuals with
chronic diseases of these patients are at an increased risk of developing greater morbidity or mortality when infected by the influenza virus
due to poor health conditions and impaired immune systems [3]. Furthermore, influenza-related hospitalization and mortality rates were
significantly higher in individuals with chronic diseases [4]. The most effective method of preventing influenza is vaccination, which is
recommended for all individuals aged six months or older, including pregnant and postpartum women, unless there are contraindications [1].
Thomas Francis and Jonas Salk at the University of Michigan developed the first inactivated influenza vaccine and this vaccine is licensed
in 1945 for wider use [5]. The influenza virus undergoes annual mutations, which necessitate the annual revision of the vaccine content.
Vaccination should occur at the beginning of the influenza season, which typically begins in October [1]. The classic symptoms of influenza
are fever, fatigue, cough and body aches [1]. In the outpatient setting, diagnosis can be made based on clinical presentation, with optional
confirmatory diagnostic testing. This disease, which many patients can recover without any treatment but can be fatal for people in risk
groups such as chronically ill patients, babies and the elderly people. Some people need to take antiviral treatment within 24 to 48 hours
after the onset of the disease rather than drug-free treatment such as drinking plenty of water [6]. It is recommended that drugs be used in
accordance with the instructions provided by the prescribing physician.
The model presented in this study incorporates parameters that elucidate the impact of vaccination and treatment on the epidemiological
dynamics of the disease. Once the model has been generated, the stability conditions for the disease-free and endemic equilibrium points are
determined separately. Moreover, the basic reproduction number is found specifically for this model. Different values were assigned to the
model parameters in order to assess the impact of vaccination and treatment on the course of influenza.
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2. Model

We constructed a model as follows:

CDα
t S = µN− (1−ab)β

N
SI− (µ +ab)S

CDα
t I =

(1−ab)β
N

SI−
(
µ + cγ +(1− c)κ

)
I

CDα
t R = abS+

(
cγ +(1− c)κ

)
I−µR

with assumptions:

• The rates of birth and death are equal.
• S(t)≥ 0 , I(t)≥ 0 , R(t)≥ 0 at any time t .
• All parameters take values between 0 and 1. So all parameters are non-negative.
• γ > κ .

In Table 2.1 , we gave all parameters.

Parameter Description
µ Birth rate and death rate
β Contact rate between susceptible people and infected people
a Rate of vaccination in S
b Rate of vaccine efficiency
c Rate of treatment in I
γ Recovery rate for treated people in I
κ Recovery rate for untreated people in I

Table 2.1: Table of parameters

Figure 2.1: The model
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3. Non-Negativity

Let us define the positive part of R3 as ζ ∈R3 : ζ ≥ 0} and ζ (t) as (ζ1(t),ζ2(t),ζ3(t))T . We used Lemma 3.1 and Corollary 3.1 for proving
the theorem that is related to non-negativity of the solutions [7].

Lemma 3.1 (Generalized Mean Value Theorem). Let ψ(t) and Dα ψ(t) are continuous in the closed interval [ρ,σ ] for 0 < α ≤ 1. Then
∀t ∈ [ρ,σ ], ψ(t) = ψ(ρ)+ 1

Γα
Dα ψ(η)(t−ρ)α holds with 0≤ η ≤ t [8] .

Corollary 3.1. Let ψ(t) and Dα ψ(t) are continuous in the closed interval [0,σ ] for 0 < α ≤ 1. It can be seen from the lemma that ψ(t) is
non-decreasing ∀t ∈ [0,σ ] if Dα ψ(t)≥ 0 for each t ∈ (0,σ) and ψ(t) is non-increasing ∀t ∈ [0,σ ] if Dα ψ(t)≤ 0 for each t ∈ (0,σ) [7].

Theorem 3.1. There exists a solution that unique and remains in the positive part of R3 for (1) such that ζ (t) =
(
S(t), I(t),R(t)

)T .

Proof. The existence and the uniqueness of ζ (t) in the interval (0,∞) can be obtained from [9] . It is necessary to explain that the domain
R3
+ is positively invariant. Since

Dα
t S(t) = µN ≥ 0 where S = 0,

Dα
t I(t) = 0 where I = 0,

Dα
t R(t) = abS+

(
cγ +(1− c)κ

)
I ≥ 0 where R = 0,

it can be obtained that by the corollary on each hyperplane bounding the non-negative octant, the vector field point into the positive part of
R3 .

4. Stability Analysis

Two equilibrium points, the first one disease free equilibrium point and the second one endemic equilibrium point, are found as follows:

• E1 = ( µN
µ+ab ,0,

abN
µ+ab )

• E2 =
(
(µ+cγ+(1−c)κ)N

(1−ab)β ,N
(

µ

µ+cγ+(1−c)κ −
(µ+ab)
(1−ab)β

)
,N
(
1+ ab−cγ−(1−c)κ

(1−ab)β − µ

µ+cγ+(1−c)κ

))
by solving

µN− (1−ab)β
N

SI− (µ +ab)S = 0

(1−ab)β
N

SI−
(
µ + cγ +(1− c)κ

)
I = 0

abS+
(
cγ +(1− c)κ

)
I−µR = 0.

For this model the Jacobian matrix is obtained as follows:

J =

 − (1−ab)β
N I− (µ +ab) − (1−ab)β

N S 0
(1−ab)β

N I (1−ab)β
N S− (µ + cγ +(1− c)κ) 0

ab cγ +(1− c)κ −µ

 .

Stability conditions for E1: The Jacobian matrix is evaluated at disease free equilibrium point as follows :

J|E1 =

 −(µ +ab) − µβ (1−ab)
µ+ab 0

0 µβ (1−ab)
µ+ab − (µ + cγ +(1− c)κ) 0

ab cγ +(1− c)κ) −µ

 .

Basic reproduction number :

Definition 4.1 (Next Generation Matrix Method, [10]). Assume that Fi(x) is the new infections appearence rate in compartment i , V +
i (x)

is the transfer rate of individuals into compartment i by all other means and V −i (x) is the transfer rate of individuals out of compartment i.
R0 is defined as the spectral radius of FV−1 where

F =
(

∂Fi
∂x j

(x0)
)

and

V =
(

∂Vi
∂x j

(x0)
)
.

The basic reproduction number (R0) is found as R0 =
(1−ab)µβ

(µ+ab)(µ+cγ+(1−c)κ) by using Next Generation Matrix method where

F (S, I) =
(1−ab)β

N
SI,

V (I) = −
(
µ + cγ +(1− c)κ

)
I,

F =
(

(1−ab)β µ

µ+ab

)
,

V =
(
−
(
µ + cγ +(1− c)κ

) )
.
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Stability analysis of the model can be done by using Matignon’s conditions.

Theorem 4.2 (Matignon’s Conditions). An equilibrium point is locally asymptotically stable if |arg(λi)|> α
π

2 for i = 1,2,3 where λi’s are
the eigenvalues of Jacobian matrix that evaluated at the equilibrium point [11].

Theorem 4.3. If R0 < 1 holds, then E1 is locally asymptotically stable.

Proof. Characteristic equation of J|E1 is obtained as follows:

P(λ ) = λ
3 +
(3µ2 +4µab+a2b2−µβ +µabβ +µcγ +(1− c)κ +abcγ +(1− c)κ

µ +ab

)
λ

2

+
(−2µ2β +2µ2abβ +3µ3 +5µ2ab+2µ2cγ +(1− c)κ +3µabcγ +(1− c)κ +2µa2b2−µabβ +µa2b2β +a2b2cγ +(1− c)κ

µ +ab

)
λ

+
(−µ3β +µ3abβ +µ4 +µ3ab+µ3cγ +(1− c)κ +µ2abcγ +(1− c)κ−µ2abβ +µ2a2b2β +µ3ab

µ +ab

+
µ2a2b2 +µ2abcγ +(1− c)κ +µa2b2cγ +(1− c)κ

µ +ab

)
= 0.

Eigenvalues of J|E1 are found by solving P(λ ) = 0 as follows:

• λ1 =−µ

• λ2 =−(µ +ab)

• λ3 =
−µab+µβ−µ(cγ+(1−c)κ)−ab(cγ+(1−c)κ)−µ2−µabβ

µ+ab

Since all eigenvalues that obtained are real, according to the Matignon’s Conditions the stability condition for E1 is that all eigenvalues are
negative. It is obvious that λ1 and λ2 are already negative.

(1−ab)µβ

(µ +ab)(µ + cγ +(1− c)κ)
< 1 ⇒ (1−ab)µβ < (µ +ab)(µ + cγ +(1− c)κ)

⇒ µβ −µabβ < µ
2 +µcγ +(1− c)κ +µab+abcγ +(1− c)κ

⇒ −µab+µβ −µ(cγ +(1− c)κ)−ab(cγ +(1− c)κ)−µ
2−µabβ < 0

When R0 < 1 , since −µab+µβ −µ(cγ +(1− c)κ)−ab(cγ +(1− c)κ)−µ2−µabβ < 0 and 0 < µ +ab, λ3 is negative.

Stability conditions for E2 : The Jacobian matrix is evaluated at endemic point as follows :

J|E2 =

 − µβ (1−ab)
µ+cγ+(1−c)κ −(µ + cγ +(1− c)κ) 0

µβ (1−ab)
µ+cγ+(1−c)κ − (µ +ab) 0 0

ab cγ +(1− c)κ) −µ

 .

Theorem: Characteristic equation of J|E2 is obtained as follows :

P(λ ) = λ
3 +
(

µ2 +µ(cγ +(1− c)κ)+µβ −µabβ

µ + cγ +(1− c)κ

)
λ

2

+
(2µ2β −2µ2abβ −µ2ab−µ(cγ +(1− c)κ)2−2µ2(cγ +(1− c)κ)−ab(cγ +(1− c)κ)2−µ3−2µab(cγ +(1− c)κ)

µ + cγ +(1− c)κ

+
µβ (cγ +(1− c)κ)−µabβ (cγ +(1− c)κ)

µ + cγ +(1− c)κ

)
λ

+
(−µ3ab+µ3β −µ2(cγ +(1− c)κ)2−2µ3(cγ +(1− c)κ)−µab(cγ +(1− c)κ)2−µ4

µ + cγ +(1− c)κ

+
−2µ2ab(cγ +(1− c)κ)+µ2β (cγ +(1− c)κ)−µ3abβ −µ2abβ (cγ +(1− c)κ)

µ + cγ +(1− c)κ

)
= 0.

Definition 4.4 ( [7]). The discriminant of the characteristic equation is defined as:

D
(
P(λ )

)
= 18a1a2a3 +(a1a2)

2−4a3a3
1−4a3

2−27a2
3

where characteristic equation of the form

P(λ ) = λ
3 +a1λ

2 +a2λ +a3 = 0.
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Discriminant of P(λ ) is evaluated as follows :

D
(
P(λ )

)
=

(
µ2ab+µ(cγ +(1− c)κ)2 +µ2(cγ +(1− c)κ)+ab(cγ +(1− c)κ)2 +2µab(cγ +(1− c)κ)

(µ + cγ +(1− c)κ)4

−
−µβ (cγ +(1− c)κ)+µabβ (cγ +(1− c)κ)

)2(4µ4 +4µ3abβ +4µ3ab−4µ3β +12µ3(cγ +(1− c)κ)
(µ + cγ +(1− c)κ)4

− µ2a2b2β 2−2µ2abβ 2 +8µ2abβ (cγ +(1− c)κ)+12µ2ab(cγ +(1− c)κ)+µ2β 2−8µ2β (cγ +(1− c)κ)+12µ2(cγ +(1− c)κ)2

(µ + cγ +(1− c)κ)4

−
4µabβ (cγ +(1− c)κ)2 +12µab(cγ +(1− c)κ)2−4µβ (cγ +(1− c)κ)2 +4µ(cγ +(1− c)κ)3 +4ab(cγ +(1− c)κ)3)

(µ + cγ +(1− c)κ)4

Theorem 4.5. Fractional Routh Hurwitz Conditions [12]:

• If D
(
P(λ )

)
> 0 , then locally asymptotically stability conditions for the equilibrium point are a1 > 0 , a3 > 0 , a1a2 > a3.

• If D
(
P(λ )

)
< 0 , a1 ≥ 0 , a2 ≥ 0 , a3 > 0 then the equilibrium point is locally asymptotically stable for α < 2

3 .
• If D

(
P(λ )

)
< 0 , a1 < 0 , a2 < 0 and α > 2

3 then all roots of the characteristic equation of the endemic equilibrium point satisfy the
condition |arg(λi)|< α

π

2 .

Taking into account the Fractional Routh Hurwitz Conditions, it can be seen that the conditions of stability are as follows:

• If D
(
P(λ )

)
> 0 , then locally asymptotically stability conditions for the equilibrium point are(

µ2+µ(cγ+(1−c)κ)+µβ−µabβ

µ+cγ+(1−c)κ

)
> 0,(

−µ3ab+µ3β−µ2(cγ+(1−c)κ)2−2µ3(cγ+(1−c)κ)−µab(cγ+(1−c)κ)2−µ4−2µ2ab(cγ+(1−c)κ)+µ2β (cγ+(1−c)κ)−µ3abβ−µ2abβ (cγ+(1−c)κ)
µ+cγ+(1−c)κ

)
> 0,(

µ2+µ(cγ+(1−c)κ)+µβ−µabβ

µ+cγ+(1−c)κ

)
(

2µ2β−2µ2abβ−µ2ab−µ(cγ+(1−c)κ)2−2µ2(cγ+(1−c)κ)−ab(cγ+(1−c)κ)2−µ3−2µab(cγ+(1−c)κ)+µβ (cγ+(1−c)κ)−µabβ (cγ+(1−c)κ)
µ+cγ+(1−c)κ

)
>(

−µ3ab+µ3β−µ2(cγ+(1−c)κ)2−2µ3(cγ+(1−c)κ)−µab(cγ+(1−c)κ)2−µ4−2µ2ab(cγ+(1−c)κ)+µ2β (cγ+(1−c)κ)−µ3abβ−µ2abβ (cγ+(1−c)κ)
µ+cγ+(1−c)κ

)
.

• If D
(
P(λ )

)
< 0 ,

(
µ2+µ(cγ+(1−c)κ)+µβ−µabβ

µ+cγ+(1−c)κ

)
≥ 0 ,(

2µ2β−2µ2abβ−µ2ab−µ(cγ+(1−c)κ)2−2µ2(cγ+(1−c)κ)−ab(cγ+(1−c)κ)2−µ3−2µab(cγ+(1−c)κ)+µβ (cγ+(1−c)κ)−µabβ (cγ+(1−c)κ)
µ+cγ+(1−c)κ

)
≥ 0,(

−µ3ab+µ3β−µ2(cγ+(1−c)κ)2−2µ3(cγ+(1−c)κ)−µab(cγ+(1−c)κ)2−µ4−2µ2ab(cγ+(1−c)κ)+µ2β (cγ+(1−c)κ)−µ3abβ−µ2abβ (cγ+(1−c)κ)
µ+cγ+(1−c)κ

)
> 0

then the equilibrium point is locally asymptotically stable for α < 2
3 .

• If D
(
P(λ )

)
< 0 ,

(
µ2+µ(cγ+(1−c)κ)+µβ−µabβ

µ+cγ+(1−c)κ

)
< 0 ,(

2µ2β−2µ2abβ−µ2ab−µ(cγ+(1−c)κ)2−2µ2(cγ+(1−c)κ)−ab(cγ+(1−c)κ)2−µ3−2µab(cγ+(1−c)κ)+µβ (cγ+(1−c)κ)−µabβ (cγ+(1−c)κ)
µ+cγ+(1−c)κ

)
< 0

and α > 2
3 then all roots of the characteristic equation of the endemic equilibrium point satisfy the condition |arg(λi)|< α

π

2 .

5. Numerical Approximation

We used Fractional Backward Euler Method to give numerical results with graphics.
Fractional backward Euler method. [13] The solution of{

Dα f (t) =
(

g
(
t, f (t)

))
f (0) = f0

is as follows by using fractional backward Euler formula :

fk+1 = f0 +hα
k

∑
j=0

a j,k+1g(t j+1, f j+1), k = 0,1, ...,K−1.

Here,

a j,k+1 =
(k− j+1)α−(k− j)α

Γ(1+α)
, k = 0,1, ...,K−1, j = 0,1, ...,k.

The fractional backward Euler formula for the model is obtained as

Sk+1 = S0 +hα
k

∑
j=0

a j,k+1
(
µN− (1−ab)β

N
S j+1I j+1− (µ +ab)S j+1

)
Ik+1 = I0 +hα

k

∑
j=0

a j,k+1
( (1−ab)β

N
S j+1I j+1−

(
µ + cγ +(1− c)κ

)
I j+1

)
Rk+1 = R0 +hα

k

∑
j=0

a j,k+1
(
abS j+1 +

(
cγ +(1− c)κ

)
I j+1−µR j+1

)
where

a j,k+1 =
(k− j+1)α−(k− j)α

Γ(1+α)
, k = 0,1, ...,K−1, j = 0,1, ...,k.
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6. Case Studies and Numerical Results

This study demonstrates the impact of vaccines and treatments on influenza through graphs generated by adjusting model parameters.

Figure 6.1: Graphs obtained by varying parameter a

In the graphs in Figure 6.1, the curves labelled ”0.2” are for a = 0.2,b = 0.7,c = 0.4,µ = 0.1,γ = 0.6,κ = 0.3,β = 0.5. R0 =
0.3445512821 < 1 for this case. So disease free equilibrium point is locally asymptotically stable. But discriminant of P(λ ) for en-
demic equilibrium point is obtained as 0.0021 and a1 = 0.1827, a3 =−0.0082, a1a2 =−0.0134. Since a3 < 0, endemic equilibrium point
is unstable according to Fractional Routh Hurwitz Conditions.
The curves labelled ”0.5” are for a = 0.5,b = 0.7,c = 0.4,µ = 0.1,γ = 0.6,κ = 0.3,β = 0.5. R0 = 0.1388888889 < 1 for this case. So
disease free equilibrium point is locally asymptotically stable. But discriminant of P(λ ) for endemic equilibrium point is obtained as 0.0317
and a1 = 0.1625, a3 = −0.0201, a1a2 = −0.0317. Since a3 < 0, endemic equilibrium point is unstable according to Fractional Routh
Hurwitz Conditions.
The curves labelled ”0.8” are for a = 0.8,b = 0.7,c = 0.4,µ = 0.1,γ = 0.6,κ = 0.3,β = 0.5. R0 = 0.0641025641 < 1 for this case. So
disease free equilibrium point is locally asymptotically stable. But discriminant of P(λ ) for endemic equilibrium point is obtained as 0.1280
and a1 = 0.1423, a3 = −0.0321, a1a2 = −0.0451. Since a3 < 0, endemic equilibrium point is unstable according to Fractional Routh
Hurwitz Conditions.
The graphs represent the case where parameter a values change and other parameters remain constant. Figure 6.1 demonstrate that as the
value of the parameter a increases, the number of susceptible individuals is getting lower, the number of infected individuals is getting
lower, and the number of recovered individuals is getting higher. This means that as individuals get vaccinated, transmission is reduced and
therefore the number of infected is getting lower , according to our model . People in S who vaccinated and protected from the disease and
do not get sick so they go to group R and the number of recovered individuals is getting higher in this case ; since people are significantly go
to group R and protected from the disease, their possibilities of getting sick decrease, that is, the number of people in S is getting lower. In
this comparison,it is shown that vaccination of susceptible people significantly reduces transmission.
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Figure 6.2: Graphs obtained by varying parameter b

In the graphs in Figure 6.2, the curves labelled ”0.2” are for and a = 0.7,b = 0.2,c = 0.4,µ = 0.1,γ = 0.6,κ = 0.3,β = 0.5. R0 =
0.3445512821 < 1 for this case. So disease free equilibrium point is locally asymptotically stable. But discriminant of P(λ ) for endemic
equilibrium point is obtained as 0.0021 and a1 = 0.1827, a3 = −0.0082, a1a2 = −0.0134. Since a3 < 0, endemic equilibrium point is
unstable according to Fractional Routh Hurwitz Conditions.
The curves labelled a = 0.7,b = 0.5,c = 0.4,µ = 0.1,γ = 0.6,κ = 0.3,β = 0.5. R0 = 0.1388888889 < 1 for this case. So disease free
equilibrium point is locally asymptotically stable. But discriminant of P(λ ) for endemic equilibrium point is obtained as 0.0317 and
a1 = 0.1625, a3 =−0.0201, a1a2 =−0.0317. Since a3 < 0, endemic equilibrium point is unstable according to Fractional Routh Hurwitz
Conditions.
The curves labelled ”0.8” are for a = 0.7,b = 0.8,c = 0.4,µ = 0.1,γ = 0.6,κ = 0.3,β = 0.5. R0 = 0.0641025641 < 1 for this case. So
disease free equilibrium point is locally asymptotically stable. But discriminant of P(λ ) for endemic equilibrium point is obtained as 0.1280
and a1 = 0.1423, a3 = −0.0321, a1a2 = −0.0451. Since a3 < 0, endemic equilibrium point is unstable according to Fractional Routh
Hurwitz Conditions.
The graphs represent the case where parameter b values change and other parameters remain constant. Figure 6.2 demonstrate that as the
value of the parameter b increases, the number of susceptible individuals is getting lower, the number of infected individuals is getting lower,
and the number of recovered individuals is getting higher. This means that as individuals get more effective vaccines, transmission is reduced
and therefore the number of infected is getting lower , according to our model. People in S who vaccinated and protected from the disease
and do not get sick so they go to group R and the number of recovered individuals is getting higher in this case ; since people are significantly
go to group R and protected from the disease, their possibilities of getting sick decrease, that is, the number of people in S is getting lower.
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Figure 6.3: Graphs obtained by varying parameter c

In the graphs in Figure 6.3, the curves labelled ”0.2” are for a = 0.1,b = 0.1,c = 0.2,µ = 0.1,γ = 0.6,κ = 0.3,β = 0.5. R0 =
0.9782608696 < 1 for this case. So disease free equilibrium point is locally asymptotically stable. But discriminant of P(λ ) for en-
demic equilibrium point is obtained as 0.00000006147321429 and a1 = 0.2076, a3 =−0.00011, a1a2 = 0.0020. Since a3 < 0, endemic
equilibrium point is unstable according to Fractional Routh Hurwitz Conditions.
The curves labelled ”0.5” are for a = 0.1,b = 0.1,c = 0.5,µ = 0.1,γ = 0.6,κ = 0.3,β = 0.5. R0 = 0.8181818182 < 1 for this case. So
disease free equilibrium point is locally asymptotically stable. But discriminant of P(λ ) for endemic equilibrium point is obtained as
0.00000521 and a1 = 0.1900, a3 =−0.0011, a1a2 =−0.00038. Since a3 < 0, endemic equilibrium point is unstable according to Fractional
Routh Hurwitz Conditions.
The curves labelled ”0.8” are for a = 0.1,b = 0.1,c = 0.8,µ = 0.1,γ = 0.6,κ = 0.3,β = 0.5. R0 = 0.703125 < 1 for this case. So disease
free equilibrium point is locally asymptotically stable. But discriminant of P(λ ) for endemic equilibrium point is obtained as 0.000031106
and a1 = 0.1773, a3 = −0.0021, a1a2 = −0.0023. Since a3 < 0, endemic equilibrium point is unstable according to Fractional Routh
Hurwitz Conditions.
The graphs obtained represent the case where parameter c values change and other parameters remain constant. Figure 6.3 demonstrate that
as the value of the parameters c increases, the number of susceptible individuals is getting higher, the number of infected individuals is
getting lower, and the number of recovered individuals is getting higher. This means that as individuals in the infected group are treated they
recovered and therefore the number of recovered people is getting higher ; since more infected individuals go to group R the number of
infected people is getting lower.

7. Conclusion

In Figure 6.1, it is shown that getting vaccination of susceptible people significantly reduces transmission. In Figure 6.2, it is shown that
getting efficient vaccination of susceptible people significantly reduces transmission.
In Figure 6.1 and Figure 6.2, parameter values except a and b are taken equal to emphasize that getting vaccine and getting effective vaccines
are equally important. The correctness of this can be seen from the fact that exactly the same data are obtained in the graphs of Figure 6.1
and Figure 6.2.
In Figure 6.3, it is shown that treatment of infected people significantly increases recovery.
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Lorenz, Rössler Chua and Chen systems, Phys. Lett. A, 358(1) (2006), 1-4.
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Abstract

In recent years, there has been a noticeable trend toward targeted threats to information se-
curity, where companies are now leveraging vulnerabilities and risks associated with widely
used services in order to generate financial gain. Additionally, they implement numerous
precautions and consistently carry out their tasks. One item that requires precautionary
measures is the network devices utilized. Network devices in computer networks possess
the capability to log events. These logs enable the identification of security events on the
network and facilitate the implementation of precautionary measures. Various security
measures can be implemented to handle such data. One of these measures is Security
Information and Event Management (SIEM). It is a system that gathers and analyzes data
from networks and security devices. SIEM is a technique employed to consolidate critical
information within a cohesive structure. It allows for the correlation of events from different
security devices, thereby improving the monitoring capabilities of cybersecurity operations
centers. This study extensively covers the critical infrastructure-SIEM relationship, current
studies, critical infrastructure, cyber security policies, and SIEM. Our system design was
developed using the UNSW NB15 dataset, a widely recognized dataset in cybersecurity
due to its comprehensive and realistic representation of cyber threats. This dataset consists
of data obtained from network traffic, various attack activities, and real-life modern normal
scenarios, making it particularly relevant to our study. With the studies, a total of 10
different categories were analyzed, with the category consisting of nine types of attacks,
namely Analysis, Backdoor, DoS, Exploits, Fuzzers, Generic, Reconnaissance, Shellcode,
and Worms and Normal activities. The study is divided into two as the basic structure. The
first step was carried out on Google Collaboratory, and then some experimental studies were
carried out in Weka. Classifications were made using several methods, including Logistic
Regression (LR), Extra Trees (XT), Support Vector Machines (SVM), Random Forest (RF),
and Decision Trees (DT). These methods were chosen for their proven effectiveness in
similar studies. In the application developed with Google Colabratory, we achieved 98.62%
in Random Forest, 99.10% in Decision Trees, 98.87% in Logistic Regression, 95.13%
success in Extra Trees and 99.12% success in Support Vector Machines. As a result of the
studies and experiments carried out in Weka, we achieved 92.05% in Random Forest, 100%
in Decision Trees, 100% in k-Nearest Neighbours, 100% in J48, 99.19% in Naive-Bayes
and 99.35% in BayesNet achievements.
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1. Introduction

Security Information and Event Management (SIEM) refers to collecting and analyzing data from network and security devices, allowing for
the correlation of events from various security devices. SIEM is a method that aggregates all essential information to enhance monitoring
capabilities, commonly utilized by many Cyber Security Operation Centers today. It collects security data from network devices, servers,
domain controllers, and more, storing and normalizing it to detect trends and threats and investigating user alerts by applying analytical
methods. SIEM is a data collector, monitor, and reporting system that provides reporting capabilities to a security incident response team,
matching specific rules to identify security issues and alerting them. Its primary focus is on ensuring information security, with its core
objective being preserving the principles of Confidentiality, Integrity, and Availability. Missing to follow them may cause rejecting of
the manuscript without further processing. Confidentiality protects information from unauthorized third parties due to its value, ranging
from bank accounts, identity numbers, and credit card numbers to state secrets. Protecting this valuable data is the fundamental reason
for information security, with encryption being the foremost solution when discussing confidentiality. Ensuring that data is accessible
only to authorized personnel or third parties is crucial. Implementing file permissions and utilizing security protocols such as SSL/TLS
(Secure Sockets Layer/Transport Layer Security) for communication over the internet are common solutions in today’s world to restrict
access to sensitive data and ensure confidentiality. Integrity, however, refers to protecting information from being altered. Ensuring data
integrity involves maintaining data accuracy, which is crucial. Common methods to ensure integrity include hashing data using timestamps
and comparing the hash value of the original message, among others. Availability refers to authorized individuals being able to access
information when needed. It holds no value if the right people cannot access the information when necessary. Distributed Denial of Service
(DDoS) attacks are prevalent attacks that target availability by bypassing the accessibility rule. SIEM software gathers log and event data
produced by an organization’s applications, security devices, and primary computer systems, consolidating them on a centralized platform.
These software solutions also strive to identify interventions using the aforementioned fundamental principles. The data collected from
antivirus events, firewall logs, and other sources is classified into categories such as malicious software activities and failed and successful
login attempts. When a Security Information and Event Management (SIEM) system identifies a potential security threat while monitoring
network activity, it produces an alert. It assigns a threat level according to predetermined rules. Figure 1.1. presents examples of security
method evaluations.

Figure 1.1: Security Method Evaluation

When examining SIEM tools, various types of vulnerabilities are noticeable. For instance, someone attempting to log in to an account
10 times in 10 minutes may not be seen as a problem, but an access request of 100 times in 10 minutes could be flagged as an attack
attempt. SIEM detects such threats and generates security alerts. Its specialized dashboards and event management system enhance research
efficiency and reduce time spent on false positives. When brought together and integrated, SIEM possesses a range of capabilities that
provide comprehensive protection for organizations. Additionally, consolidating them into a single dashboard enables easier and more
efficient management. The software used in this field allows security teams to gain insights into attacker tactics, techniques, procedures, and
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known indicators of compromise through threat rules derived from information about security vulnerabilities. This can include User and
Entity Behavior Analytics (UEBA), which monitors behaviors and activities to identify abnormal behaviors that could indicate a threat,
lateral movement, and compromised security accounts. This is similar to the security analytics component that identifies anomalies in
data to gather threat intelligence for threats that have not been encountered before. The managed rules component allows organizations to
promptly respond to the most recent attacker techniques by utilizing analysts’ nearly real-time updates. SIEM software generates alerts for
an organization’s security teams to promptly respond to threats, vulnerabilities, attacks, or suspicious behavior that it identifies. Certain
software versions incorporate workflow and case management features to expedite investigations by automatically generating step-by-step
investigation instructions in conjunction with searches and required actions. SIEM alerts can be customized to user requirements through
customization in log management. Log management is a complex element of SIEM that encompasses three primary domains. Data collection
involves consolidating an enormous amount of data from multiple applications and databases into a single location. SIEM collects event
data from multiple sources throughout an organization’s entire network. Data logs and flow data from users, applications, assets, cloud
environments, and networks are gathered, stored, and examined instantly, enabling IT and security teams to centrally administer their
network’s event logs and network flow data automatically in a single central location. SIEM solutions can also incorporate third-party threat
intelligence feeds to match internal security data with established threat signatures and profiles. Integrating with real-time threat feeds
allows teams to identify or prevent new attack signatures. Data normalization: SIEM enables the comparison, correlation, and analysis of all
different data types. It allows for classifying abnormal behaviors detected in the network across all connected users, devices, and applications
and monitoring security incidents. Data analysis/security event correlation: This refers to identifying possible indicators of a data breach,
threat, attack, or security vulnerability. Event correlation is a critical component of any SIEM solution. Using advanced analytics to identify
and understand complex data models, event correlation provides insights to detect and mitigate potential threats to business security rapidly.
Managers can be instantly alerted using customizable predefined correlation rules and take appropriate measures to mitigate them before
they escalate into more significant security issues. SIEM solutions greatly enhance the Mean Time to Detect (MTTD) and Mean Time
to Respond (MTTR) for IT security teams by eliminating the need for manual processes to analyze security events thoroughly. With its
automated data collection and analysis capabilities, SIEM is a crucial tool for organizations that must gather and verify compliance data
across their entire business infrastructure, especially those subject to different compliance formats. Given the fast pace at which the cyber
security environment changes, organizations must depend on solutions that can identify and react to familiar and unfamiliar security risks.
Organizations commonly select SIEM products that must adhere to various compliance formats because of their ability to collect and analyze
data automatically. This enables them to gather and verify compliance data throughout the entire business infrastructure. Due to the swift
rate of change in the cyber security landscape, organizations must depend on solutions capable of identifying and addressing familiar and
unfamiliar security risks. Currently, organizations must choose between utilizing SIEM products or creating their own software [1–7].

2. Related Work

Computer networks are increasingly vulnerable to various types of cyber attacks due to security vulnerabilities. Therefore, cybersecurity
aims to make networks as secure as possible by providing defense systems to detect suspicious activity. However, despite constantly updating
their databases to detect cyber threats, traditional security systems (STS), such as firewalls, cannot fully ensure security. Therefore, the
new guidelines for STS aim to utilize Machine Learning (ML) models to design reliable systems with higher detection rates and lower
false alarm rates. Based on this approach, Moualla et al. (2021) proposed an approach to improve the performance of ML-based network
intrusion detection systems using the UNSW-NB15 dataset. Considering studies using the UNSW-NB15 dataset and its importance in
network security, they defined a new network STS. The proposed system is a dynamically scalable multi-class ML-based network STS.
In the study, the Synthetic Minority Over-sampling Technique (SMOTE) was used to address the class imbalance problem in the dataset.
Then, the Extremely Randomized Trees Classifier with the Gini Impurity criterion was used to select important features for each class in the
dataset. An Extreme Learning Machines (ELM) model pre-trained as a binary classifier for each attack was used to detect attacks separately
using the ”One-versus-All” method. They demonstrated that the proposed system showed much better performance in terms of accuracy,
false alarm rate, Receiver Operating Characteristic (ROC) curve, and Precision-Recall Curves (PRC) [8, 9].
In the study by Zoghi et al. (2021), they addressed the class imbalance and class overlap problems that must be considered before using the
UNSW-NB15 dataset. As part of the preparation for visual analysis, they applied preprocessing steps such as removing irrelevant features,
normalizing features, and scaling features. After data preprocessing, they visualized the dataset using various visualization techniques to
reveal and demonstrate class imbalance and class overlap issues, projecting the dataset onto 2D and 3D views using Principal Component
Analysis (PCA). They then analyzed it using distribution plots, t-SNE, and K-means cluster distance maps. They argued that applying
effective approaches to reduce the negative effects of any statistical or ML model on classification performance based on data is essential [10].
Aleesa et al. (2021) aimed to test the models of the UNSW-NB15 dataset by merging the entire dataset into a single file instead of separately
testing them for each file, allowing models to be tested once. They then used attack types in the dataset as a new class, aiming to develop
a multi-classified labeled dataset. With the dataset they developed, they investigated the performance of deep learning in both Binary
and Multi-Class categories. They found that the proposed deep learning models achieved 99.59% accuracy in multi-class classification
and 99.26% in binary classification [11]. Kocher et al. (2021) employed the UNSW-NB15 dataset to train classifiers, including KNN,
Stochastic Gradient Descent (SGD), RF, LR, and NB, for the purpose of classification. A comparative analysis was conducted on the
classifier performance, accuracy, Mean Squared Error (MSE), precision, recall, F1-Score, True Positive Rate (TPR), False Positive Rate
(FPR), and feature selection technique. The UNSW-NB15 dataset was subjected to the Chi-Square filter-based feature selection technique to
eliminate irrelevant and unnecessary features [12].
Mahalakshmi et al. (2021) demonstrated that the binary-encoded dataset showed maximum performance when using the Convolutional
Neural Networks (CNN) deep learning method on the UNSW-NB15 dataset [13]. Iqbal et al. (2021) aimed for a more efficient machine
learning approach to detect botnets in IoT networks using the PyCaret machine learning library and analyzing its overall performance [14].
Sharma et al. (2021) evaluated whether attack detection with machine learning methods, applying certain operations on the dataset using RF,
XT, AdaBoost, and XGBoost methods, was accurate [15]. In the study by Sarhan et al. (2022), they transformed the UNSW-NB15, BoT-IoT,
ToN-IoT, and CSE-CICIDS2018 datasets into new variants with the proposed NetFlow-based feature sets based on the XT classifier. They
then compared the classification performance of NetFlow-based feature sets with registered feature sets provided with the original data
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sets [16].
Pacheco et al. (2021) evaluated the security vulnerability against popular deep learning attack methods such as Multi-Layer Perceptron
(MLP), DT, RF, and SVM on UNSW-NB15 and Bot-IoT datasets. They assessed the reliability of various machine learning classifiers [17].
Kılınçer et al. (2021) conducted a study in which they extensively reviewed literature studies that utilized commonly used datasets such
as CSE-CIC IDS-2018, UNSW-NB15, ISCX-2012, NSL-KDD, and CIDDS-001 for the development of Security Testing Suites (STS).
Additionally, they performed max-min normalization on these datasets and classified them using classical machine learning approaches
such as SVM, KNN, and DT algorithms [18]. Kushwah et al. (2021) introduced a DDoS attack detection system based on Self-Adaptive
Evolutionary Extreme Learning Machine (SaE-ELM) [19]. Roy et al. (2021) proposed a technique using SVM and NB algorithms, claiming
to solve the classification problem of attack detection systems [20].
Ahsan et al. (2021) utilized CNN, LSTM, Bidirectional LSTM (Bi-LSTM), Gated Recurrent Units (GRU), and RF methods. They extracted
accuracy rates and then reduced features using their proposed algorithm by filtering out insignificant variables, thus providing more accurate
predictions [21]. Pooja et al. (2021) implemented an identity model based on deep learning methods and Bi-LSTM. The designed system
was tested using KDDCUP-99 and UNSW-NB15 datasets, with the Bi-LSTM model yielding results with 99% accuracy for both datasets.
Additionally, experiments were repeated by altering activation functions used in the network [22].
Thirimanne et al. (2021) aimed to identify the best machine learning algorithm for intrusion detection trained on NSL-KDD and UNSW-
NB15 datasets and conducted a comparative analysis among six machine learning algorithms classified as supervised, semi-supervised, and
unsupervised learning. The study revealed that supervised and semi-supervised machine learning algorithms outperformed unsupervised
machine learning algorithms for both datasets. SVM and DNN perform better for NSL-KDD and UNSW-NB15, respectively [23]. Rani
et al. (2022) proposed a deep neural network for addressing class imbalance. The network data underwent preprocessing through data
transformation followed by min-max normalization using the Artificial Neural Networks (NN) method for analysis [24].
Okay et al. (2021) propose a methodology to reduce deficiencies in existing STSs for WLANs, aiming to create a more effective system that
can dynamically detect unknown and complex attack variants. Two main contributions of the proposed methodology are claimed. The first
contribution is using the Feature Selection Approach (FSAP) to reduce the number of features used, thus increasing the speed of attack
detection. The second contribution is a hybrid attack detection approach using Signature and Anomaly-Based Attack Detection Technique
(SABADT), which can detect attacks quickly and accurately. The proposed methodology was applied to KDD’99 and UNSW-NB15 datasets.
The results were compared with existing machine learning techniques. The detection model was created using KDD’99 and UNSW-NB15
training datasets and tested on KDD’99 and UNSW-NB15 test datasets. The obtained accuracy rates of 99.65% and 99.17% were considered
quite high compared to leading methods in the literature. Additionally, common tools were used to obtain a mixture of normal activities and
existing attack behaviors to test new attacks. Different types of attacks were captured using Wireshark, and some of these captured attacks
were used only in the testing phase. In this test scenario, attacks were detected with a 99.69% accuracy rate [25].
Sekhar et al. (2021) proposed a new Attack Detection Technique using Fruitfy Optimization with Deep Autoencoder. Firstly, missing
values in the dataset were replaced using the Fuzzy C-Means Rough Parameter (FCMRP) algorithm, which handles uncertainty in datasets
by leveraging fuzzy and rough clusters while preserving important information. Next, robust features were extracted from Autoencoder
with multiple hidden layers. Finally, the obtained features were fed into a Backpropagation Neural Network (BPN) for classifying attacks.
Additionally, neurons in the hidden layers of Deep Autoencoder were optimized using the population-based Fruitfy Optimization algorithm.
Experiments were conducted on NSL KDD and UNSW NB15 datasets. The computational results of the proposed attack detection system
using a BPN-based deep autoencoder were compared with NB, SVM, Radial Basis Function Networks (RBFN), BPN, and Autoencoder with
Softmax [26].
With the rapid development of the Internet, cyber-attack methods have become more complex, causing increasingly significant damage
worldwide. Therefore, in Yang’s (2021) study, given the growing importance of timely detection of malicious behavior on the Internet as a
significant security issue, a deep learning-based STS is proposed, implementing bidirectional LSTM architecture and using the UNSW-NB15
dataset for training and testing. Experimental tests in the study showed that the STS effectively detects known or unknown malicious
behaviors in the current network environment [27].
Han et al. (2022) introduced an Intrusion Detection Hyperparameter Control System (IDHCS) that manages and trains a k-means clustering
module as a reinforcement learning model using a DNN feature extractor and Proximal Policy Optimization (PPO). The IDHCS system
utilizes a DNN feature extractor to extract the most significant features in the network environment. It then identifies unauthorized entries by
employing k-means clustering. The reinforcement learning model, which combines PPO and iterative learning, is designed to automatically
enhance performance in the network environment of IDHCS. System performance was assessed through experiments using the CICIDS2017
and UNSW-NB15 datasets. Achieving an F1 score of 0.96552 in CICIDS2017 and a score of 0.94268 in UNSW-NB15 demonstrates the
level of performance attained. A series of experiments were conducted by merging the two datasets to establish a more comprehensive and
intricate testing environment. The diversity of attack types in the experiment increased due to merging the datasets. Achieving an F1 score
of 0.93567 in the combined dataset demonstrates a significant performance improvement of 97% to 99% compared to the CICIDS2017
and UNSW-NB15 datasets. The results indicate that the proposed Intrusion Detection and Host-based Control System (IDHCS) automates
learning to detect new types of attacks and enhances the performance of Security Threat Scenarios (STS). This is achieved by utilizing
unauthorized entry detection features independent of network environment changes and through continuous learning [28].
Al-Gethami et al. (2021) aimed to demonstrate that ML-based STSs’ classification accuracy can be influenced by certain factors using DT,
RF, SVM, ANN, and NB algorithms. The factors considered in the study were the method of using the dataset for training and testing,
removal of outliers and extreme value instances, addition of mislabeled instances, and the use of ensemble learning techniques. The study
showed various effects of these factors on classification accuracy; in some cases, the impact of noise in the data on the accuracy of the RF
algorithm was demonstrated to have negative effects on classification accuracy. However, the negative effects of these factors were shown to
result in significant improvement when applied to the UNSW-NB15 dataset with classification methods such as DT, RF, SVM, ANN, and
NB [29].
Meliboev et al. (2022) proposed a DL method to implement an effective and adaptive STS using CNN, LSTM, Recurrent Neural Network
(RNN), and Gated Recurrent Units (GRU) methods [30]. El-Sayed et al. (2021) proposed a suggestion for attack detection in intelligent
transportation systems using only 20 features from the dataset. SVM, ANN, and NB algorithms were used as methods, and it was found that
the proposed method increased accuracy [31]. Kim et al. (2021) introduced a model that utilizes LSTM, a machine learning technique, for
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predicting the timing of attacks in the prediction domain of four different types of STS attacks. The UNSW-NB15 dataset was employed
for this purpose. During training, the LSTM inputs for each attack comprised 80% and 90% of the examples. The epoch values were
incremented from 1 to 26. The model accurately predicted the number of attack points for Back Door, DoS, Exploit, and Generic attacks.
The output values produced by the model were examined to verify the precise timing of the attack. During the analysis of Dos, Backdoor,
and Generic attacks, it was discovered that the expected attack occurrence was T[i]+2 time slots, in contrast to the actual attack timing of
T[i]. Nevertheless, in the context of an Exploit attack, researchers observed a series of overlapping attacks and encountered challenges in
accurately interpreting the numerical values generated by the LSTM model. Consequently, it became arduous to ascertain whether an attack
had occurred. [32].
Hossain et al. (2021) evaluated the performance of four popular classifiers, DT, SVM, RF, and NB, using the Pandas and SKlearn libraries
with Python language on the UNSW-NB15 dataset. They used the UNSW-NB15 dataset with 43 features comprehensively. The experimental
results showed improved RF, DT, and NB accuracy compared to previously reported results by Apache Spark and its MLlib [33]. In Dutt
et al. (2021), the authors extensively analyzed and examined two commonly used datasets in intrusion detection, namely KDD’99 and
UNSW-NB15 datasets. Data preprocessing was performed for both datasets, considering missing, redundant, and noisy data, using the
Weka data mining tool. A new dataset using a week’s worth of network traffic was also introduced. This dataset was prepared considering
resource consumption-based features, as these features played a significant role in detecting unauthorized entries. It was also emphasized
that preprocessing is crucial in any predictive scenario applicable to intrusion detection systems. Data preprocessing for KDD’99 and
UNSW-NB15 datasets was demonstrated using the Weka data mining tool [34].
Kim et al. (2021) introduced a deep learning model that utilizes LSTM and GRU on the UNSW-NB15 dataset to forecast the occurrence of
attacks in a dataset for intrusion detection systems. The application of finite state machines was utilized to convert floating-point values
into corresponding binary values, enhancing the model’s accuracy. Consequently, they discovered that the precision of GRU and LSTM,
measured by weighted F1 scores, was roughly 13% and 18% greater, respectively [35]. Intrusion detection systems (IDSs) are critical for
protecting ICT infrastructures (STSs). Deep learning and machine learning are widely used to process high-dimensional, complex data to
provide robust solutions for new attack types and complexity control. IDSs using unsupervised machine learning techniques detect and
capture attack types such as known, unknown, and zero-day attacks. Sing et al. (2021) designed a structure using the concept of One-Class
SVM (OCSVM) and active learning to detect threats without prior knowledge loss. The performance of this structure was tested using the
CIC-IDS2017 dataset and compared with the UNSW-NB15 and KDD cup 99 datasets, demonstrating superior performance [36].
Silva et al. (2022) highlighted the lack of accurate evaluation, comparison, and distribution due to the scarcity of well-structured datasets in
machine learning mechanisms to detect unauthorized entries on the network. They proposed a statistical analysis of the features in the four
most commonly used datasets. It was concluded that the analyzed datasets should not be used as a comparison to create new anomaly-based
mechanisms for intrusion detection systems. Instead, the correlation between features was analyzed to control outliers or data imbalance. DT,
LR, RF, and XGBoost methods were applied in the analysis phase [37]. In the study by Priya et al. (2021), performance analysis and feature
analysis of STS datasets were presented by comparing the Sigmoid classifier with datasets such as KDDCUP99, DARPA 1999, TWENTE
2008, UNIBS 2009, ISCX2012, NGIDS-DS 2016, UNSWNB15, and CICIDS2017 [38].
The study conducted by Man et al. (2021) introduced a network intrusion detection model based on machine learning. Initially, the study
performed preprocessing on the dataset and then transformed it into images. More complex convolutional neural networks incorporating
residual blocks were developed to capture important features effectively. Additionally, focal loss was employed to handle the class imbalance
problem in the training set and improve the detection of minor attacks in the test set. The model employed batch normalization and global
average pooling techniques to mitigate and enhance the accuracy of false detections. The experiments demonstrated that the suggested
model has the potential to enhance the accuracy of attack detection in comparison to current models [39]. Ashiku et al. (2021) propose
using deep learning architectures to develop an adaptable and flexible network STS for detecting and classifying network attacks. The
study addresses network intrusion detection systems using a network traffic dataset that includes common cybersecurity vulnerabilities.
The combined system merged with a semi-dynamic hyperparameter adjustment approach, showed significant improvements in multi-class
models compared to similar deep learning-based network STS. The proposed approach achieved an overall accuracy of 95.4% and 95.6% for
pre-segmented and user-defined multi-class classification, respectively [40].
Hooshmand et al. (2022) propose a model using one-dimensional CNN architecture. The approach initially separates network traffic data
into Transmission Control Protocol (TCP), User Datagram Protocol (UDP), and other protocol categories. Each category is then addressed
independently. Feature selection using the Chi-square technique was performed before training the model, followed by oversampling using
the synthetic minority oversampling technique (SMOTE) to address the class imbalance. The proposed method achieved weighted average
F-scores of 0.85, 0.97, 0.86, and 0.78 for TCP, UDP, OTHER, and ALL categories, respectively [41]. The study by Kamarudin et al. (2021)
aims to improve the accuracy of detecting DoS attacks using ML by identifying the most important features in the dataset and analyzing
abnormal network activities more accurately. Experimental results show the accuracy of the proposed system in detecting DoS attacks using
the RF method, with accuracy rates of over 98.8% compared to traditional approaches for each dataset [42].
Magan-Carrión et al. (2021) presented a new methodology for ML-based Network STS called Reliable-NIDS (R-NIDS) and proposed a new
dataset named UNK21. They collected the system from the three well-known attack datasets (UGR’16, USNW-NB15, and NLS-KDD),
each from their own network environment, with different features and classes, using an existing data collection approach. They showed
increased attack detection accuracy with this dataset [43]. The study by Sharma et al. (2021) aimed to increase attack detection accuracy on
the UNSW-NB15 dataset using RF, XT, AdaBoost, and XGBoost methods. Comparative analysis of all classifiers used standard evaluation
parameters, and graphs were utilized to examine outlier values in each feature. The obtained graphs provided insights into each feature’s
minimum, maximum, and median values for each class label. Graphical analysis of the data presented frequency distributions for each
feature and explained the correlation between features. Dot plots revealed that the mean value of each feature was around zero for attack
labels and varied significantly for normal class labels. The Random Forest classifier achieved the highest accuracy of 86.9%, while AdaBoost
had the lowest accuracy despite minimal differences in performance among all classifiers, yielding nearly similar results [44].
In the study by Chew et al. (2021), ten important machine classifiers (ZeroR, Random Tree, REPtree, Decision Stump Adaboost, Bayesnet,
NB, RF, SMO, and J48) were used to evaluate three selected NIDS datasets. The analysis revealed that the UNSWNB15 dataset is more
suitable for attack detection in low-footprint scenarios, the CIDDS-001 dataset is suitable for detecting reconnaissance techniques, and
GureKDDCup contains most features similar to the previous comparison KDDCup’99 and can be used as an alternative dataset [45]. Acharya
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et al. (2021) discussed the effectiveness of various machine learning algorithms, including RF, J48, NB, BayesNet, Bagging, AdaBoost, and
SVM, using Weka on network log traffic datasets from KDD99, UNSW-NB15, and CIC-IDS2017. They examined the impact of changing
the output class counts of network attack datasets on sensitivity, TPR, FPR, Area Under Curve (AUC) of the ROC Curve, and misclassified
percentage. The study showed that reducing the target class count increased the performance of machine learning classifiers and adding a
highly correlated feature to the output class improved classifier performance [46]. In the study by Dlamini et al. (2021), they introduced a
data generator model named DGM to improve anomaly detection accuracy in the anomaly detection domain. They conducted experiments
on NSL-KDD and UNSW-NB15 datasets to demonstrate the effectiveness of their approach. They compared their method with the existing
statistical approach SMOTE and found that DGM performed better [47].
Pavlov et al. (2021) addressed the requirements for creating datasets for use in unauthorized entry detection systems on networks and analyzed
modern datasets. They created a requirement list for datasets used in test methods for identifying attacker groups, determined weights for
requirements, and established a usability rating for modern datasets. They also proposed an alternative data source to meet requirements
inadequately addressed by current datasets [48]. The study by Güler et al. (2021) utilized supervised learning classification-based algorithms,
namely RNN, LSTM, and GRU, to compare their effectiveness in detecting network attacks using the UNSW-NB15 dataset. The study’s
primary objective was to evaluate the efficacy of deep learning algorithms and identify the most optimal model for detecting and classifying
attacks. The models achieved accuracy values of 98%. The false positive rate (FPR) values for the RNN, LSTM, and GRU models were
determined to be 0.014, 0.011, and 0.011, respectively [49].

3. Dataset and Methods

Data analysis can be defined as the process of transforming raw data into useful information. It leverages big databases to extract insights
with predictive analytics, enabling companies, organizations, or individuals to focus on the most critical information in data warehouses. Data
analysis possesses significant potential as an emerging technology that can forecast future trends and behaviors, thereby enabling businesses
to make well-informed decisions. Data analysis employs advanced mathematical algorithms to segment data, evaluate the likelihood of
future events, and facilitate effective decision-making and action. Existing software and hardware platforms can quickly incorporate data
analysis techniques to improve the usefulness of current information sources and seamlessly integrate with new products and systems. The
primary characteristics of data analysis are as follows:

• Automated discovery of patterns
• Prediction of potential outcomes
• Generation of practical insights
• Emphasis on big datasets and databases
• Proficiency in addressing complex inquiries that cannot be resolved using basic query and reporting methods.

Figure 3.1: Steps of Data Analysis Process [50]

In Figure 3.1, the steps of the data analysis process are provided. Among the given steps, the first and most crucial step of data analysis is
selecting data to be analyzed and making decisions to be derived from it. It is one of the most time-consuming steps in the data analysis
process steps. In this step, the data generated in the system should be well-selected, and the analysis should be carried out meticulously
to ensure the accuracy of the decision. Another important step for successful data analysis implementation is preprocessing, where data
is prepared for later use. The success achieved at this stage significantly influences the success of the outcome. The proper and efficient
execution of the preprocessing stage will lead to clear and definitive results.
In the data reduction phase, the sample dataset obtained from collected data undergoes a specific preprocessing stage to obtain useful and
real information. In this phase, although the data has gone through a certain preprocessing, the data reduction process that will not be used
in subsequent steps is carried out to bring it into the necessary format for later use. For the complete implementation of data analysis and
the method, data mining methods are applied to the reduced data according to the purpose of the study. One or more known data analysis
techniques can be applied to the reduced data at this stage. Moreover, different data analysis methods can be combined to ensure more
accurate and clear information. After applying data analysis techniques to the obtained data, interpretations can be made of the results. The
correctness of the interpretations can be determined based on the results of other data analysis techniques applied to the same data. Therefore,
it should be determined which method among the applied methods reached a more accurate result. The success obtained from the applied
methods and the interpreted result are compared with other studies in the literature to ensure that the best result is achieved and the results
are validated [50, 51].
Data preprocessing is considered a crucial step in the process of data mining and data analysis, where raw data is taken and transformed into
a format that can be understood and analyzed by computers and machine learning methods. This stage is among the most important steps in
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the analysis. Performing a healthy and appropriate preprocessing will significantly increase the success rate. In this stage, unstructured data
in text and image formats should be cleaned and formatted before analysis. Processed data is even more important than the most powerful
algorithms; machine learning models trained on poor data can be detrimental to the analysis attempted and yield meaningless results. When
data is properly subjected to preprocessing and cleaned, much easier and more accurate results can be obtained.
In this study, the UNSW NB15 Dataset, consisting of data obtained from network traffic and various attack activities, has been analyzed
alongside real-life modern normal scenarios. The dataset includes both normal and abnormal network activities. The total number of samples
in the dataset is 2,540,044, structured as a subset containing 257,673 samples. The training set comprises 175,341 samples, while the test
set contains 82,332 samples. The objective of the study was to perform an analysis of nine types of attacks, namely ”Analysis, Backdoor,
DoS, Exploits, Fuzzers, Generic, Reconnaissance, Shellcode, and Worms,” along with Normal activities, and to obtain the most reliable
classification methodology through various classification algorithms based on this analysis. There are 49 features in the samples of this
dataset, categorized into time, flow, content, and additional features, making a total of separate groups of features.
In the study, the initial procedure involved importing the necessary libraries. The dataset was generated to address missing values, among
others. Data analysis and visualization techniques were employed to gain a deeper comprehension of the characteristics by analyzing and
detecting patterns in the data. Several studies were conducted to investigate the data distribution and the correlation between different
features and to detect anomalies in the dataset. The dataset is an upgraded contemporary substitute for the traditional KDD dataset, which has
become obsolete and contains numerous anomalies. The UNSW-NB15 dataset exhibits a higher degree of class balance than other datasets
used for unauthorized entry detection. Despite being smaller and less redundant than other datasets, the UNSW-NB15 dataset is still adequate
for training a model with high accuracy. Data preprocessing is the initial stage in the development of machine learning models. The data
collected by the system frequently exhibits inconsistencies; preprocessing is conducted to ready the data for visualization and analysis. Data
cleaning analyses were performed during the initial study, and no missing values were detected in the dataset. Every aspect was thoroughly
analyzed, and normalization was deemed necessary due to the skewed data before visualization. At first, the ”id” attribute was eliminated
from both datasets because of the distinct numbering in this characteristic that hindered the detection of duplicate records. Subsequently, by
utilizing the Pandas library’s inherent functions, replicated data was detected and eliminated from both the training and test datasets. In
addition, the dataset’s attributes that contained attack types were eliminated due to their lack of relevance for binary classification problems.
The encoded variables and extracted features were examined; initially, relationships among features were deduced since they only increased
the dimensionality of the dataset. Before proceeding to the data analysis step, outliers were removed from the dataset to understand better
how features were distributed. The PyCaret library creates a sequential arrangement consisting of all necessary function blocks or modules
that can simplify the model training process. This includes the data preprocessing stage as well. Functions related to data preprocessing
and preparation are important components of the library. As a result, the PyCaret library can automatically handle these functions. As a
developer, the task is to call the setup function and configure the necessary functions. To deal with missing values in the dataset, PyCaret
defaults to using the mean value of the feature in the case of numerical features. If necessary, a median value can also be manually selected,
but in this study, it was observed that the median value provided more suitable results than the standard value.
Normalization is performed using the ”z-score” by default in PyCaret, and the yeo-johnson method is used for transformation. Data
visualization techniques have been used to better analyze and identify data patterns to understand the features. Based on predictions, decisions
have been made for subsequent stages regarding which optimal features to include in the dataset during training or which relevant features
can be removed to improve the model’s accuracy. The Apriori algorithm created association rules for the given dataset, and sorting was done
based on confidence and lift values. After sorting, each row has been duplicated to include antecedents and consequents. Following this
process, sorting was done again to create a list. Frequent item columns were identified for the entire dataset, and the Apriori algorithm was
again used to find subsets of frequently used items. The rule was created from subsets, and each frequent column was added for adjustment.
A repeated sequence was created to find all possible columns in the dataset. The One Hot Encoding technique was applied to each nominal
field in the dataset. The reason for employing this approach is that machine learning models are incapable of cannot handling our dataset, as
they can only process numerical values. Therefore, it is necessary to preprocess categorical features for machine learning models. One Hot
Encoding is a frequently employed technique for preprocessing categorical attributes in machine learning models. This encoding method
generates a distinct binary attribute for every potential category and assigns a value of ”1” to the attribute corresponding to each instance’s
original category. Converting categorical data into numerical form is a crucial step in feature engineering during the training process of
learning techniques. Encoding is typically utilized to represent data in integer form. The integer-coded variable is eliminated, and a distinct
binary variable is introduced for every unique integer value. A column containing encoded categorical data with labels is obtained and
split into multiple columns. The numbers are substituted with random ”1”s and ”0”s according to the values assigned to each column.
Although this method may benefit certain situations with a clear order among category values, it may encounter difficulties and result in poor
performance when applied to input data that lacks any inherent order. Although the ”Label Encoding” method performs a similar process, it
is recommended to use this method when categories are ordered and uniform. Therefore, the ”One Hot Encoding” encoding method was
used, as it showed lower performance in the previous classification. Subsequently, all important parameters and objects were saved to disk to
apply the same process to test data. All methods were applied to the test dataset as well, and it was considered that the preprocessing stage
was completed. The final step of data preprocessing is feature scaling, which transforms all numerical values of the dataset to a standard
scale. The feature scaling process was performed using the MinMaxScaler and StandardScaler functions in Scikit-Learn.

3.1. Classification

3.1.1. Classification with logistic regression

After all the preprocessing steps mentioned above, training the data primarily started with LR classification. LR is a supervised learning
algorithm that predicts a dependent categorical target variable. It is a method commonly used for binary classification problems (problems
with two class values). Hyperparameters such as ”alpha” and ”penalty” were set for LR. The feature scaling method for each ML algorithm
is selected based on performance metrics after a comparative analysis. LR is advantageous for large datasets that need to be categorized;
therefore, the LR method was initially used for classification. This method utilized the Sigmoid function, a mathematical function that maps
predicted values to probabilities. The Sigmoid function maps a real value to another value in the range of ”0 and 1,” as regression values
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must be between 0 and 1, creating a curve like an ”S” shape. The S-shaped curve can be called the Sigmoid or logistic function. A threshold
value defining the probabilities of 0 or 1 was used in LR. Values above the threshold are biased towards 1, while values below the threshold
are biased towards 0.
The dataset had been properly prepared for these operations and then trained using the training set. The Logistic Regression class from
the Sklearn library was imported to provide training or fit the model to the training set. Once the class was imported, a classifier object
was instantiated and utilized to train the model using logistic regression. The model was effectively trained on the training set, resulting in
accurate predictions on the test set data. Subsequently, a confusion matrix (CM) was generated to evaluate the precision of the classification.
This was created using the confusion matrix function from the Sklearn library. Once the function was imported, it was invoked using a fresh
variable. The function requires two parameters: the real values and the predicted values generated by the classifier. The Matplotlib library
was utilized to represent the outcome graphically. The LR training set result was effectively visualized to distinguish between attack and
non-attack data in this classification task.

3.1.2. Classification with extra trees classifier

XT can be evaluated similarly to RF in terms of creating multiple trees and separating nodes using random subsets of features, but there
are two important differences. Firstly, it does not bootstrap observations; nodes are split into random splits rather than best splits. Initially,
multiple trees are created by default, without replacement nodes, and all observations are divided into random splits based on random
splits between selected features in a random subset. Parameters such as max depth, min samples split, and min samples leaf are adjusted
for classification. Subsequently, inputs are provided for cross-validation. After determining the number of trees to be constructed, the
classification model is built, and classification is performed.

3.1.3. Classification with support vector machines

SVM is a supervised machine learning algorithm that can be used for classification and regression problems, although it is typically used for
classification. When given data with 2 or more labeled data classes, it acts as a discriminative classifier defined formally by an optimal
hyperplane that separates all classes. Subsequently, new examples mapped to the same space can be categorized based on which side of the
gap they fall into. In SVM, support vectors are the closest data points to the hyperplane, which are points that would change the position
of the hyperplane dividing the dataset. Therefore, they can be considered critical elements of a dataset. This geometry indicates that the
hyperplane is a flat subset of one dimension less than the surrounding space. For instance, the hyperplane of an ndimensional space is a flat
subset of dimension n-1, inherently dividing the area into two half-spaces. To train our classifier, we used a function called ”Hinge Loss,”
known as ”Margin Loss.” Hinge loss is specifically used for ”maximum margin” classification, particularly for SVMs. The regularization
balances between maximizing the margin and minimizing the loss. The goal is to find the decision surface that is maximally distant from any
data point. The objective is to minimize and optimize the loss to learn the weights. The objective function is derived to obtain gradients,
using the total rule to differentiate each term separately. The aim here is to update the weight vector using gradients of both terms if there’s a
misclassified example; otherwise, the weight vector is updated only with the regularization’s gradient if the classification is correct. The
learning rate determines the length of steps the algorithm takes down the gradient on the error curve. It’s important to note that the algorithm
should not overshoot the optimal point, the learning rate shouldn’t be too high, and convergence shouldn’t take too long. The regularization
controls the balance between achieving low training error and having the ability to generalize your classifier to unseen data with low test
error. A regularization parameter of ”1/epochs” was chosen, so this parameter decreases as the number of epochs increases. Additionally, the
height of the regularization is considered to be the error.

3.1.4. Classification with random forest classifier

RF can be characterized as a classifier built on decision trees. Each tree in RF makes a class prediction, and the class with the most similarity
becomes the model’s prediction. In the study, estimators called predictors were initially set and assigned to an array. Then, cross-validation
was performed, and their visualization was ensured. Next, the maximum depth setting and minimum sample split were performed. The purity
of the subset is calculated when ”Gini” is randomly selected, quantifying the probability amount of misclassified specific features. It can be
called pure if all elements are solely connected to a single class. The Gini Index criterion includes entropy as a factor, resulting in values
between 0 and 1. A value of 0 indicates perfect classification purity, where all elements belong to a single class. The value ”1” denotes
the stochastic allocation of elements across various categories. A Gini Index value of 0.5 indicates a balanced distribution of elements
across different classes. Features with the lowest Gini Index values were prioritized when generating the decision tree. As a result, several
parameters were modified with appropriate values for the classifier. The performance is thought to rely less on ”n estimators,” ”max depth,”
and other parameters. We selected the optimal parameters for our model and performed the classification accordingly.

3.1.5. Classification with decision tree classifier

Decision trees (DT) are non-parametric supervised learning techniques that can be used for both classification and regression tasks. Decision
Trees (DT) aims to construct a model that accurately predicts the value of a target variable. This is achieved by extracting simple decision
rules from the features of the data. The root node in classification serves as the starting point for the decision tree. It represents the entire
dataset divided into two or more homogeneous clusters. On the other hand, leaf nodes are the final output nodes, and once a leaf node is
reached, the tree cannot be further divided. The process involves splitting, where the decision node/root node is divided into sub-nodes
based on given conditions. A new subtree is created with the split of the tree. Pruning is performed to remove unwanted branches from the
tree. The deeper the tree, the more complex the decision rules, and the more suitable the model. The tree construction began with the root
node, creating a tree that includes the entire dataset. Using feature selection, the best feature in the dataset was identified, and a decision
tree node containing the best attributes’ possible values was created by splitting into subsets containing the best attributes. New decision
trees were iteratively created using the subsets of the generated dataset; then parameters were set for ”max depth,” ”min samples split,” and
”min samples leaf” in classification. Subsequently, inputs were provided for cross-validation. After designing the number of trees to be
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built, a classification model was created, and classification was performed. Following these processes, the performance rate was compared
with studies in the literature and found to be lower. Therefore, the idea of conducting correlation analysis was considered to improve the
performance. Correlation analysis is a statistical method used to evaluate the strength of the relationship between two variables that are
measured on a continuous scale. This analysis method is employed to ascertain the potential correlations between variables. Correlation
analysis is essential in the study because it accounts for the potential influence of unmeasured variables on the research outcomes, which is
often misunderstood. A correlation between two variables indicates that any systematic change in one variable will also result in a systematic
change in the other; thus, the variables can change in tandem. The magnitude of the correlation, whether positive or negative, is contingent
upon the measured numerical values. The positive correlation is observed when there is a simultaneous increase in both variables; one
variable’s high values correlate with the other’s high values. When one variable decreases and the other increases, a negative correlation
exists; that is, the high values of one variable are correlated with the low values of the other. Columns in the dataset were analyzed, and
columns with high correlation were removed. Initially, a value of 0.97 was considered a limit in the created correlation matrix, and columns
with relationships below this value were not included in the analysis stage. The columns with the most significant relationship among them
are provided in Table 3.1.

Table 3.1: Columns with the highest correlation in the dataset

COLUMN NAMES
’spkts’ ’dpkts’ ’dpkts’ ’sbytes’ ’dbytes’ ’swin’
’sloss’ ’dbytes’ ’dloss’ ’sloss’ dloss’ ’dwin’
’ct srv src’ ’ct dst src ltm’ ’is ftp login’ ’ct srv dst’ ’ct srv dst’ ’ct ftp cmd’

The data types of the fields are given in Table 3.1, and all other fields were extracted in the study. This aimed to avoid type errors when
analyzing different data types simultaneously. The fields in the dataset are divided into ”Nominal” and ”Numeric.” Nominal columns, which
are non-numeric columns, are seen as proto, service, state, and attack cat. In the preprocessing steps, symbolic features such as protocol,
service, flags, etc., were processed, and all symbolic and non-numeric features that do not actively contribute to attack detection and do
not require processing were removed. To improve performance, nominal attributes were converted to numeric attributes. Subsequently,
an advanced forward-selected wrapper selection method was used to improve performance and reduce features. The class values of the
UNSW B15 dataset were transformed from numeric to nominal form following each of these stages. The Weka data mining tool offered a
numeric-to-nominal filter to convert numeric values to nominal ones. In practice, the attack class is appended as the last attribute to the
dataset. On the contrary, attribute number 45 of the UNSW NB15 dataset comprises class values expressed as numeric values. In Weka,
the objective of each experimental group is to investigate one particular aspect of the performance of machine learning-based intrusion
detection in the presence of noise. In the first experimental group, a baseline is established to assess the potential effects of noise on machine
learning-based intrusion detection systems (IDSs) and evaluate the efficacy of noise-filtering methods. Moreover, it is employed to determine
the effectiveness of ensemble learning algorithms. Compared to the outcomes of subsequent stages, this stage’s results are evaluated. An
algorithm will filter the datasets in the second experimental set for interquartile noise. By applying this filter to the datasets, outliers, and
extreme values can be identified. A comparison will be made between the outcomes of this phase and the initial target. Following that,
datasets containing unauthorized entries were injected with noise in varying proportions. The noisy data was subsequently contrasted with
the baseline acquired during the initial phase of noise introduction. Noise filtering was executed through the exclusion of noisy instances and
the determination of varying levels of noise. This will facilitate the analysis of the impact of noise on machine learning algorithms when
executed on datasets containing unauthorized entries devoid of outliers and extreme value instances. Furthermore, before noise filtration,
noise injection was implemented. Noise is introduced into this experiment by manipulating a specific proportion of the training set’s labels.
Outliers and extreme values are eliminated to filter out noise. Finally, the effect of ensemble learning techniques applied to unauthorized
entry datasets on the precision of ML algorithms was investigated. The general flow diagram of the proposed system design is presented in
Figure 3.2.
In this study, initially, analyses for data cleansing were conducted, examining the description of each feature, and normalization was ensured
before visualization due to the skewness of the data. Duplicate records were removed, and subsequently, attributes containing attack types in
the dataset were eliminated as they were unnecessary for binary classification problems. To deal with missing values in the dataset, PyCaret
defaults to using the mean value of the feature, particularly for numerical attributes. It has been observed that using the median value yields
more suitable results compared to the standard value. Therefore, normalization and transformation processes have been conducted. To
observe relationships in the dataset, data was visualized, association rules were generated using the Apriori algorithm, and sorting was
performed based on confidence and lift. The conceptual framework is depicted in the figure. In the structure shown in the figure, the first area
encompasses normal and abnormal network activities prepared by the IXIA PerfectStorm tool at the University of New South Wales in
Australia. After a series of small steps, each nominal field in the dataset was encoded using the ”One Hot Encoding” method. Later, in
order to apply the same process to the test data, all significant parameters and objects were saved to disk. Feature scaling was performed.
Subsequently, classification was carried out using LR, XT, SVM, RF, and DT methods. Then, analyses and experiments were conducted
again using the KNN, BayesNet, NB, DT, and RF algorithms with both preprocessed data and the entire dataset combined using a technique
called ”Cross Validation.”
Noise Injection: Noise can manifest differently, including incorrectly labeled data or inaccurately classified examples. To obtain more precise
outcomes, it is advisable to eliminate any noisy data, as utilizing clean data assists in preventing potential problems such as overfitting. The
”AddNoise filter” in Weka introduces noise into data sets. The default value for noise injection in the AddNoise filter is 10
The study is fundamentally divided into two parts. The first step was conducted on Google Colab, followed by various experimental works
on Weka. Applications in Weka are generally divided into two main parts. The first part involves working on the entire dataset, while the
second part entails taking pre-processed data from Colab and subjecting it to analysis again using the abovementioned steps.
Figure 3.3 shows a general block diagram showing the overall steps and algorithmic overview of two parts of the experimental studies.
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Figure 3.2: General flow diagram of the proposed system design

Figure 3.3: Block diagram of experimental studies on WEKA and Colab Platforms
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The main steps of experimental studies conducted in Weka are as follows:

1. Loading the training data set,
2. Converting label values from numeric to nominal,
3. Training the ML algorithm on the training data set,
4. Running the ML algorithm on the test data set,
5. Reverting to step 3 using other ML algorithms,
6. Removing noise by manipulating the labels of training examples,
7. Training the ML algorithm on the noisy training data set,
8. Running the ML algorithm on the test data set,
9. Repeating step 3 until each ML algorithm is trained and tested with different noise levels,

10. Loading the unauthorized entry data set for the training section,
11. Converting label values from numeric to nominal,
12. Performing noise filtering by removing outliers and extreme values,
13. Training the ML algorithm on the noisy training data set,
14. Running the ML algorithm on the test data set,
15. Initiating ensemble learning methods (bagging-boosting),
16. Using a base classifier as an ML algorithm,
17. Training the ensemble of classifiers on the data set,
18. Testing the ensemble of classifiers on the test data set,
19. Repeating the steps until each ML algorithm is used with both ensemble learning methods.

The first stage involves conducting studies on the entire dataset, while the second stage entails retrieving preprocessed data with Colab and
subjecting it to the aforementioned steps for reanalysis. Initially, analyses were conducted for data cleansing, with each feature’s description
examined. Due to data skewness, normalization was ensured before visualization. Duplicate records were removed, and subsequently,
attributes containing attack types in the dataset were eliminated as they were unnecessary for binary classification problems. To handle
missing values in the dataset, PyCaret defaults to using the mean value of the feature, particularly for numerical attributes. It was observed
that the median value provided more suitable results than the standard value. Normalization and transformation processes were then carried
out.

Figure 3.4: Flowchart of the experimental studies on the Colab platform
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Data was visualized to observe relationships in the dataset. The Apriori algorithm generated association rules, and sorting was performed
based on confidence and lift. After a series of steps, each nominal field in the dataset was encoded using the ”One Hot Encoding” method.
Subsequently, all significant parameters and objects were saved to disk to apply the same process to test data. Feature scaling was conducted,
followed by classification. Further analyses and experiments were conducted by combining both preprocessed data and the entire dataset
using a technique called ”Cross Validation” with various algorithms. This resembles a security analytics component that detects anomalies
in data to obtain intelligence for previously unseen threats. The managed rules component enables organizations to respond to the latest
attacker techniques almost in real-time with nearly real-time updates for analysts. Figure 3.4 represents the flow of experimental studies on
the Colab platform.

4. Results

Log files are the most important data source for ensuring network control. Therefore, the UNSW NB15 Dataset was used, which consists of
data obtained from network traffic and various attack activities, in addition to real-life modern scenarios in log files. This dataset contains
both normal and abnormal network activities, with 2,540,044 samples. This study used a subset of the dataset containing 257,673 samples,
divided into training and test datasets. The training set comprises 175,341 samples, while the test set contains 82,332 samples, encompassing
attacks such as Analysis, Backdoor, DoS, Exploits, Fuzzers, Generic, Reconnaissance, Shellcode, and Worms, along with normal activities.
The environment used to run the application was the free Google Colab version, which utilizes a Tesla K80 GPU.

Figure 4.1: Colab Application Classification Results

Figure 4.2: Weka Analysis Classification Results

Figure 4.1 presents the results obtained from the application conducted on Colab. Figure 4.2 displays the results of the experiments and
applications conducted on Weka. As seen in Table 4.1, the collective test results of the applications show that RF yielded the lowest
performance rate at 92.05% in operations performed with Weka. The highest performance was achieved by analyzing DT, J45, and KNN
methods in Weka. The highest performance in the Colab application was achieved with the DT method, while the lowest performance was
obtained with the implementation of the XT method. Compared to others, SVM in the Colab application produced a higher accuracy score.
The PyCaret library facilitated this research to be conducted swiftly and with less effort when it became available. PyCaret’s tuning function
also contributed to the study.
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Table 4.1: Overall test results for applications

Colab Application Results Weka Application Results
Algorithm Accuracy(%) Algorithm Accuracy(%)
RF 98,62 RF 92,05
DT 99,10 DT 100
LR 98,87 KNN 100
XT 95,13 NB 99,19
SVM 99,12 BayesNet 99,35

The attacks in the UNSW NB15 dataset are highly imbalanced, with some having a probability close to zero. The imbalanced distribution of
data has a negative effect on the accuracy of classifying the least frequent attack types, namely Analysis, Backdoor, Shellcode, and Worms,
which collectively account for a mere 2.08% of the dataset. Given that these attack classes make up over 68% of the dataset, it is possible to
achieve a notably high level of performance in Exploits and Generic classes. The proposed model has demonstrated superior performance
to all other Weka models, except for RF. Overall performance experiences a substantial decline when the machine learning detection and
classification stages are integrated, and a semi-dynamic hyperparameter tuning strategy demonstrated substantial enhancements in multi-class
models with pertinent characteristics and prevalent cybersecurity vulnerabilities. The suggested deep learning classification framework,
except for the dynamic hyperparameter tuning strategy, demonstrated substantial enhancements in multi-class models compared to similar
deep learning-based network intrusion detection systems (IDSs). Several experiments were conducted to determine the best-performing ML
algorithm for each dataset. Additionally, it was found that the performance metrics of the training set results, including accuracy, precision,
recall, F1-score, ROC, and CM test results, were higher than the baseline and in the same ranking order. Overall, the models correctly
predicted ’normal’ data while exhibiting misclassifications when predicting unauthorized entries. An association rule-based technique was
applied for feature selection, using the point model selection for each feature. This reduced processing time for determining frequent values
and identified the top-ranked features by removing irrelevant or noisy ones, resulting in the input for the machine learning model. The
associated cost with false negatives should be very low in this scenario.
Upon examining these results, it is evident that data preprocessing is the first and most crucial step in machine learning model development.
Data collected by systems is often inconsistent, requiring preprocessing to prepare the data for visualization and analysis. Each feature was
examined, and due to the skewness of the data, normalization was necessary before visualization. Initially, the ’id’ attribute was removed
from both datasets due to unique numbering in this feature, preventing the identification of duplicate records. This highlights the importance
of such cleaning processes. Subsequently, iterative operations identified and removed significant data from the training and test datasets. The
ratios in the data set were modified in both Colab and Weka, with the training and test datasets swapped, resulting in better classification
results observed in the test dataset.
Encoded variables and extracted features were examined, and correlations among features were identified to reduce the dataset’s dimension-
ality. Before proceeding to data analysis, outliers were removed from the dataset to understand better how the features are distributed. Due to
the continuous increase in cyber threats and attacks, optimizing Intrusion Detection System (IDS) capabilities has become critical. ML-based
IDSs emerge as novel paradigms that could be utilized to counteract misuse and anomaly attacks. However, the classification accuracy of
ML-based IDSs depends on several factors. Identifying these factors aids in developing better ML-based IDSs. The results obtained from
the experiments of this study clearly demonstrate that the classification accuracy of ML-based IDSs can be influenced by specific factors
related to IDSs. These factors include using the dataset for training and testing, removing outliers and extreme value samples, the addition of
mislabeled examples, proper preprocessing, an abundance of experimental studies, implementation of appropriate methods, and utilization of
community learning techniques. These factors have various impacts on classification accuracy. In some cases, such as the positive effect of
noise on accuracy, these factors often have a negative impact on classification accuracy. However, some of these factors have significantly
improved the performance of certain classification algorithms when applied to the UNSW-NB15 dataset. In some cases, these factors have
not affected the accuracy of ML-based validation.

5. Conclusion

The increasing importance of information and information systems security with rapidly advancing technology has elevated the necessity of
taking measures in system security to the highest level. While tools used in information security systems are diverse and powerful, they may
not always succeed in identifying new security vulnerabilities arising from emerging technologies. Hence, a completely secure system can
never be guaranteed. Anticipating how attackers might exploit vulnerabilities before malicious attempts and ensuring security accordingly
will maximize the effectiveness of the measures taken.
Critical infrastructure systems and evolving technology form the foundation of modern societies and are crucial for maintaining national
welfare. These sectors, which generally encompass agriculture, water, electricity grids, transportation, communication, and various public
and private sector structures, are essential for daily life. Being interconnected and interdependent complex systems, the malfunction of just
one part can lead to the failure of other dependent systems, affecting the entire infrastructure. Furthermore, they play significant roles in
state security, the economy, and citizens’ well-being. Given these reasons, ensuring the security of critical infrastructure plays a vital role
in cybersecurity, and there should be a focus on achieving complete security for such infrastructure in Turkey. Issues related to critical
infrastructure protection should not be overlooked in the shadow of cybersecurity efforts, and all necessary work and collaborations must
be undertaken. Cybersecurity should be considered as a comprehensive set of measures against cyber attacks. Furthermore, institutions,
organizations, and users should develop tools, policies, and practices to protect their assets, and regulatory frameworks should be established
for legal documents, electronic media, events, training, and security technologies through national and international cooperation. The growth
of critical infrastructure, technological advancements, and cyberspace necessitates education and training. Awareness programs, seminars,
conferences, and the inclusion of cybersecurity-related courses in curricula are essential. In recent years, threats to information security have
become increasingly targeted towards actively used services, turning threats into a profit model for companies. Exploitation and compromise
techniques have become more complex, and analyzing daily access logs and threat monitoring is crucial in information security. SIEM
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(Security Information and Event Management) is utilized by many cybersecurity operations centers to enhance monitoring capabilities by
correlating events from various security devices into a consolidated framework. SIEM collects security data from network devices, servers,
domain controllers, etc., stores and normalizes this data to detect trends and threats, and applies analytical methods to these data. It reports
security events to an incident response team, matches specific rule sets to alert and identify security issues, and serves as a data collector,
monitor, and reporting system. SIEM primarily focuses on ensuring the three main concepts of information security. Considering the rapid
changes in the cybersecurity landscape, organizations need solutions that can detect and respond to known and unknown security threats,
which may involve using SIEM products or developing in-house custom software. In this study, first and foremost, the definition and details
of critical infrastructure are presented; the aim is to create awareness of the need to take measures to protect these structures. Additionally,
the relationship between critical infrastructure and SIEM, which can be considered a whole, and the concept of software engineering as
necessary for technological developments are discussed; information about software engineering at national and international levels is
provided. Recent studies involving critical infrastructure, cyber security policies, and SIEM are researched, and comprehensive academic and
administrative works are included. In the practical part of the study, an application is developed using real-life modern scenarios and data
obtained from network traffic and various attack activities from the UNSW NB15 Dataset. The developed application analyzes 10 categories,
including ”Analysis, Backdoor, DoS, Exploits, Fuzzers, Generic, Reconnaissance, Shellcode, and Worms,” as nine types of attacks and
Normal activities. The study is divided into two main parts. The first step is conducted on Colab, followed by experimental studies on
Weka. The Weka applications are divided into two parts: initially working with the entire dataset and then analyzing the preprocessed
data with Colab using the aforementioned steps. The results of all these experimental studies and applications are presented in Section 4.
Initially, analyses were conducted for data cleansing, descriptions of each feature were examined, and normalization was ensured before
visualization due to skewed data. Duplicate records were removed, and attributes containing attack types in the dataset were removed as they
were unnecessary for binary classification problems. PyCaret defaults to using the mean value of a feature in case of missing values for
numerical features. The median value was observed to provide better results than the standard deviation. Normalization and transformation
processes were performed. Data were visualized to observe relationships, association rules were created using the apriori algorithm, and
ranking was done based on confidence and lift. Each was encoded using the ”One Hot Encoding” method for nominal fields in the dataset.
Subsequently, all significant parameters and objects were saved to disk to apply the same process to test data. Feature scaling was performed,
followed by classification using LR, XT, SVM, RF, and DT methods. Later, analyses and experiments were conducted again with KNN,
BayesNet, NB, DT, and RF algorithms using preprocessed data, and the entire dataset was combined through ”Cross-validation.” In the
application developed with Colab, RF achieved 98.62%, DT 99.10%, LR 98.87%, XT 95.13%, and SVM 99.12% accuracy. Subsequently, in
Weka experiments, RF achieved 92.05%, DT 100%, KNN 100%, J48 100%, NB 99.19%, and BayesNet 99.35% accuracy. Based on all these
steps and studies, governments, institutions, organizations, and users must develop tools, policies, and practices to protect their assets. Legal
documents, electronic media documents, events, training, and security technologies under national/international cooperation regulations are
crucial. Advancements in information technologies have emphasized logical security alongside the physical security of systems due to their
impact on infrastructures and their interrelationships and dependencies. This is because critical infrastructure IT (Information Technology)
systems are often controlled and monitored through computer systems. Since computer systems use the TCP/IP protocol suite, they are
exposed to security risks whether connected to the internet or not. In future work, the study conducted on Colab will be developed into a
system capable of real-time data analysis and attack detection. A system with intensive reporting and graphing capabilities would benefit
operations personnel. Additionally, storing datasets ourselves with a system to be established would be useful for more realistic analysis and
development. The planned work also includes real-time packet analysis and suspicious packet detection in the system, along with analyzing
and classifying logs and different types of log files based on the SIEM logic using methods beyond classification algorithms.
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Abstract

N-order solutions to the Gardner equation (G) are given in terms of Wronskians of order
N depending on 2N real parameters. We get solutions expressed with trigonometric or
hyperbolic functions.
When one of the parameters goes to 0, we succeed to get for each positive integer N, rational
solutions as a quotient of polynomials in x and t depending on 2N real parameters. We
construct explicit expressions of these rational solutions for the first orders.

1. Introduction

Gardner equation is considered in the form

ut +6u(u−2)ux +uxxx +6ux = 0; (1.1)

the subscripts x and t mean partial derivatives.
Gardner [1] considered this equation in 1968 in a slightly different form. This equation describes nonlinear wave effects for example, in
plasma physics [2, 3], fluid flows [4], quantum fluid dynamics [5], in dusty plasmas [6], in ocean and atmosphere [7]. It can be used to
describe large-amplitude internal waves [4, 8, 9].
We can quote many methods to get solutions to this equation, as the Hirota method [10], the series expansion method [11], the mapping
method [12] or the method of leading-order analysis [13].
We can also cite more recent work on this equation realised by Lin et al. [14], Ghanbari et al. [15], Cao et al., Bokaeyan et al. [16], Ankiwicz
et al. [17].

Here, we obtain general solutions in terms of a quotient of two Wronskians of order N. These solutions will be called solutions of
order N. They depend on 2N real parameters and can be expressed in terms of trigonometric or hyperbolic functions.
We construct rational solutions by considering a passage to the limit when one of the parameters goes to 0. We get rational solutions which
depend on 2N real parameters.
We construct solutions for the first orders.

2. Solutions to the Gardner Equation of Order N in terms of Wronskians

2.1. Solutions of order N in terms of Wronskians of hyperbolic sin functions

In the following, we use the Wronskian of order N of the functions f1, . . . , fN . We recall that is the determinant denoted W ( f1, . . . , fN),
defined by det(∂ i−1

x f j)1≤i≤N,1≤ j≤N ; ∂ i
x defines the partial derivative of order i with respect to x and ∂ 0

x f j being the function f j.
a j, b j are arbitrary real numbers 1≤ j ≤ N. We get the result :
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Theorem 2.1. Let f j be the functions defined by

f j(X ,T ) = sinh
(

1
2

a jX−
1
2

a3
j T +b j

)
, 1≤ i≤ N,

then the function u expressed as

u(x, t) = 1−∂X ln
(

W (∂X ( f1), . . . ,∂X ( fN))
W ( f1, . . . , fN)

)
|X=ix,T=−it

represents a solution to the Gardner equation (1.1) which depends on 2N real parameters a j, b j, 1≤ j ≤ N.

Proof. We have proven in [18] that the function v defined by

v(X ,T ) = ∂X ln
(

W (∂X ( f1), . . . ,∂x( fN))
W ( f1, . . . , fN)

)
is a solution to the (mKdV) equation (2.1)

uT −6u2uX +uXXX = 0. (2.1)

We deduce then that the function w expresssed as

w(x, t) = ∂X ln
(

W (∂X ( f1), . . . ,∂X ( fN))
W ( f1, . . . , fN)

)
|X=ix,T=−it

is solution to the following equation

ut +6u2ux +uxxx = 0.

It can be easily checked then that the function u expressed as

u(x, t) = 1−∂X ln
(

W (∂X ( f1), . . . ,∂X ( fN))
W ( f1, . . . , fN)

)
|X=ix,T=−it

is a solution to the equation (1.1).

2.2. Different examples of solutions to the Gardner equation using sin hyperbolic generating functions

The presence of singularities in solutions makes the representation of modules of the solutions in space (x, t) inappropriate. Thus, we will
not build any solution in space (x, t).
We only give the solutions of order 1, 2 and 3 in the case of generating hyperbolic sinus functions.
Solution of order 1

Proposition 2.2. The function u expressed as

u(x, t) =
n(x, t)
d(x, t)

,

n(x, t) = 2 sinh
(

1/2 ia1x+1/2 ia1
3t +b1

)
cosh

(
1/2 ia1x+1/2 ia1

3t +b1

)
+a1,

d(x, t) = 2 sinh
(

1/2 ia1x+1/2 ia1
3t +b1

)
cosh

(
1/2 ia1x+1/2 ia1

3t +b1

)
is a solution to the Gardner equation (1.1) depending on a1, b1 arbitrary real parameters.

Solution of order 2

Proposition 2.3. The function u expressed as

u(x, t) =
n(x, t)
d(x, t)

,

n(x, t) = −2 sinh(1/2 ia1x+ 1/2 ia1
3t + b1)cosh(1/2 ia2x+ 1/2 ia2

3t + b2)a2
2 cosh(1/2 ia1x+ 1/2 ia1

3t + b1)sinh(1/2 ia2x+ 1/2 ia2
3t +

b2) + 4(cosh(1/2 ia2x + 1/2 ia2
3t + b2))

2a2a1(cosh(1/2 ia1x + 1/2 ia1
3t + b1))

2 − 2(cosh(1/2 ia2x + 1/2 ia2
3t + b2))

2a2a1 −
2(cosh(1/2 ia1x+1/2 ia1

3t +b1))
2a1a2−2 sinh(1/2 ia2x+1/2 ia2

3t +b2)cosh(1/2 ia1x+1/2 ia1
3t +b1)a1

2 cosh(1/2 ia2x+1/2 ia2
3t +

b2)sinh(1/2 ia1x + 1/2 ia1
3t + b1) + a2

3 cosh(1/2 ia1x + 1/2 ia1
3t + b1)sinh(1/2 ia1x + 1/2 ia1

3t + b1) − sinh(1/2 ia2x + 1/2 ia2
3t +

b2)a2
2a1 cosh(1/2 ia2x + 1/2 ia2

3t + b2) − sinh(1/2 ia1x + 1/2 ia1
3t + b1)a1

2a2 cosh(1/2 ia1x + 1/2 ia1
3t + b1) + a1

3 cosh(1/2 ia2x +
1/2 ia2

3t +b2)sinh(1/2 ia2x+1/2 ia2
3t +b2)

d(x, t) = 2(sinh(1/2 ia1x+1/2 ia1
3t +b1)cosh(1/2 ia2x+1/2 ia2

3t +b2)a2− sinh(1/2 ia2x+1/2 ia2
3t +b2)cosh(1/2 ia1x+1/2 ia1

3t +
b1)a1)(−cosh(1/2 ia1x+1/2 ia1

3t +b1)sinh(1/2 ia2x+1/2 ia2
3t +b2)a2 + cosh(1/2 ia2x+1/2 ia2

3t +b2)a1 sinh(1/2 ia1x+1/2 ia1
3t +

b1))
is a solution to the Gardner equation (1.1) with a1, a2, b1, b2 arbitrarily real parameters.
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Solution of order 3
In the case of order 3, we present solution in the particular case where a1 = 1, a2 = 2, a3 = 3, b1 = 0, b2 = 0, b3 = 0.

Proposition 2.4. The function u expressed as

u(x, t) =
n(x, t)
d(x, t)

,

n(x, t) = −150(cosh(1/2 ix + 1/2 it))2 − 54(cosh(3/2 ix + 27
2 it))2 − 384(cosh(ix + 4 it))2 − 180(cosh(1/2 ix + 1/2 it))2(cosh(3/2 ix +

27
2 it))2 + 480(cosh(1/2 ix + 1/2 it))2(cosh(ix + 4 it))2 + 288(cosh(ix + 4 it))2(cosh(3/2 ix + 27

2 it))2 + 320(cosh(1/2 ix +

1/2 it))2 sinh(3/2 ix + 27
2 it)cosh(3/2 ix + 27

2 it)(cosh(ix + 4 it))2 + 576 sinh(1/2 ix + 1/2 it)(cosh(ix + 4 it))2 cosh(1/2 ix +

1/2 it)(cosh(3/2 ix + 27
2 it))2 − 180(cosh(3/2 ix + 27

2 it))2 sinh(ix + 4 it)cosh(ix + 4 it)(cosh(1/2 ix + 1/2 it))2 + 300 sinh(1/2 ix +

1/2 it)cosh(3/2 ix+ 27
2 it)cosh(1/2 ix+ 1/2 it)sinh(3/2 ix+ 27

2 it)− 600 sinh(1/2 ix+ 1/2 it)cosh(ix+ 4 it)cosh(1/2 ix+ 1/2 it)sinh(ix+
4 it)− 312 cosh(3/2 ix+ 27

2 it)sinh(ix+ 4 it)sinh(3/2 ix+ 27
2 it)cosh(ix+ 4 it)+ 90(cosh(1/2 ix+ 1/2 it))2 sinh(ix+ 4 it)cosh(ix+ 4 it)+

90(cosh(3/2 ix + 27
2 it))2 sinh(ix + 4 it)cosh(ix + 4 it)− 160(cosh(ix + 4 it))2 sinh(3/2 ix + 27

2 it)cosh(3/2 ix + 27
2 it)− 288 sinh(1/2 ix +

1/2 it)(cosh(3/2 ix + 27
2 it))2 cosh(1/2 ix + 1/2 it)− 288 sinh(1/2 ix + 1/2 it)(cosh(ix + 4 it))2 cosh(1/2 ix + 1/2 it)− 160(cosh(1/2 ix +

1/2 it))2 sinh(3/2 ix+ 27
2 it)cosh(3/2 ix+ 27

2 it)− 724 sinh(1/2 ix+ 1/2 it)cosh(ix+ 4 it)sinh(3/2 ix+ 27
2 it)cosh(1/2 ix+ 1/2 it)sinh(ix+

4 it)cosh(3/2 ix+ 27
2 it)

d(x, t) = 2(16 sinh(1/2 ix + 1/2 it)cosh(ix + 4 it)sinh(3/2 ix + 27
2 it) − 9 sinh(1/2 ix + 1/2 it)cosh(3/2 ix + 27

2 it)sinh(ix + 4 it) −
5 cosh(1/2 ix + 1/2 it)sinh(ix + 4 it)sinh(3/2 ix + 27

2 it))(16 cosh(1/2 ix + 1/2 it)sinh(ix + 4 it)cosh(3/2 ix + 27
2 it) − 9 cosh(1/2 ix +

1/2 it)sinh(3/2 ix+ 27
2 it)cosh(ix+4 it)−5 sinh(1/2 ix+1/2 it)cosh(ix+4 it)cosh(3/2 ix+ 27

2 it))

is a solution to the Gardner equation (1.1).

2.3. Another solutions

We can consider other types of generating functions and get other types of solutions.

2.3.1. Solutions using hyperbolic cosine generating functions

Theorem 2.5. Let h j, h be the following functions

h j(X ,T ) = cosh
(

1
2

a jX−
1
2

a3
j T +b j

)
, for 1≤ i≤ N,

then the function u expressed as

u(x, t) = 1−∂X ln
(

W (∂X (h1), . . . ,∂X (hN))

W (h1, . . . ,hN)

)
|X=ix,T=−it

is a solution to the Gardner equation (1.1) with a j, b j 1≤ j ≤ N arbitrarily real parameters.

2.3.2. Solutions using trigonometric generating functions

Theorem 2.6. Let g j be the functions

g j(X ,T ) = cos
(

1
2

a jX +
1
2

a3
j T +b j

)
, for 1≤ i≤ N,

then the function u expressed as

u(x, t) = 1−∂X ln
(

W (∂X (g1), . . . ,∂x(gN))

W (g1, . . . ,gN)

)
|X=ix;T=−it

is a solution to the Gardner equation (1.1), a j, b j 1≤ j ≤ N being arbitrarily real numbers.

Theorem 2.7. Let k j be the functions

k j(X ,T ) = sin
(

1
2

a jX +
1
2

a3
j T +b j

)
, for 1≤ i≤ N,

then the function u expressed as

u(x, t) = 1−∂X ln
(

W (∂X (k1), . . . ,∂x(kN)

W (k1, . . . ,kN)

)
|X=ix,T=−it

is a solution to the Gardner equation (1.1), a j, b j 1≤ j ≤ N being arbitrarily real numbers.
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3. Rational Solutions to the Gardner Equation

In the following, we replace all parameters a j and b j , 1≤ j ≤ N by â j = ∑
N
k=1 ak( je)2k−1 and b̂ j = ∑

N
k=1 bk( je)2k−1 with e an arbitrary real

parameter. We use this change of parameter to obtain rational solutions to the equation (2.1); it is enough to tend e to 0.
We get the statement:

Theorem 3.1. Let ψ j be the functions

ψ j(X ,T,e) = sinh

1
2

N

∑
k=1

ak( je)2k−1X− 1
2

(
N

∑
k=1

ak( je)2k−1

)3

T +
N

∑
k=1

bk( je)2k−1

 , for 1≤ j ≤ N

then the function u expressed as

u(x, t) = 1− lim
e→0

∂X ln
(

W (∂X (ψ1), . . . ,∂x(ψN))

W (ψ1, . . . ,ψN)

)
|X=ix,T=−it

is a rational solution to the Gardner equation (1.1).

Proof. This can be easily deduced from the previous result.

We can consider other generating function as trigonometric functions. The rational solutions of the Garner equation can also be expressed
without the presence of a limit. We can give the statement:

Theorem 3.2. Let ψ , ϕ j be the functions

ψ(X ,T,e) = sinh

1
2

(
N

∑
k=1

ake2k−1

)
X− 1

2

(
N

∑
k=1

ake2k−1

)3

T +
N

∑
k=1

bke2k−1

 ,

ϕ j(X ,T ) =
∂ 2 j−1ψ(X ,T,0)

∂2 j−1e
, for 1≤ j ≤ N,

then the function v expressed as

v(x, t) = 1−∂X ln
(

W (∂X (ϕ1), . . . ,∂x(ϕN)

W (ϕ1, . . . ,ϕN)

)
|X=ix,T=−it

is a rational solution to the equation (1.1) which depend on 2N real numbers a j, b j, 1≤ j ≤ N.

Proof. It is a consequence of the combination of the columns of the determinant of the previous theorem and the passage to the limit when e
tends to 0 for each column.

Some examples of these rational solutions are given in the rest of the text. We get rational solutions but which are singular.

3.1. Rational solutions of order 1

Proposition 3.3. The function v expressed as

v(x, t) =
ia1x+2b1 +a1

ia1x+2b1
,

is a rational solution to the Gardner equation (1.1), a1, b1 being arbitrarily real numbers.

3.2. Rational solutions of order 2

Proposition 3.4. The function v expressed as

v(x, t) =
n(x, t)
d(x, t)

,

n(x, t) = −a1
5x4 + 8 ia1

4b1x3 + 2 ia1
5x3 + 24a1

3b1
2x2 + 12a1

4b1x2− 12a1
5tx+ 24 ia1

2b2x− 32 ia1
2xb1

3− 24 ia1
3xb1

2− 24 ia1xa2b1−
12 ia1

5t−16a1b1
4 +48b1b2a1−48a2b1

2−24b2a1
2 +24a1a2b1 +24 ib1a1

4t−16a1
2b1

3,

d(x, t) = (ia1x+2b1)(ia1
4x3 +6a1

3b1x2−12 ia1
2xb1

2 +12 ia1
4t +24b2a1−24a2b1−8a1b1

3)

is a rational solution to the Gardner equation (1.1) depending a1, a2, b1, b2 arbitrary real numbers.
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3.3. Third order rational solutions

Proposition 3.5. The function v expressed as

v(x, t) =
n(x, t)
d(x, t)

,

n(x, t) =−ia1
12x9−18a1

11b1x8−3a1
12x8+48 ia1

11b1x7+144 ia1
10b1

2x7+336a1
10b1

2x6−144b2a1
9x6−72 ia1

12tx6+144a2b1a1
8x6+

672a1
9b1

3x6 + 144 ia1
9b2x5 − 144 ia1

8x5b1a2 − 72a1
12tx5 − 1344 ia1

9x5b1
3 − 864a1

11b1tx5 + 1728 ib2a1
8b1x5 − 2016 ia1

8x5b1
4 −

1728 ia2b1
2a1

7x5 + 8640b2a1
7b1

2x4 − 1440a1
7b3x4 − 3360a1

8b1
4x4 − 4320a1

5a2
2b1x4 + 4320a1

6a2b2x4 + 720 ia1
11tb1x4 −

8640a2b1
3a1

6x4 + 1440a1
8b1b2x4 − 4032a1

7b1
5x4 + 4320 ia1

10tb1
2x4 − 1440a1

7b1
2a2x4 + 1440a1

6a3b1x4 + 5376 ia1
6b1

6x3 +
11520 ia1

6b3b1x3 +23040 ia2b1
4a1

5x3−23040 ib2a1
6x3b1

3 +11520a1
9b1

3tx3−2880 ia1
7x3b3 +8640 ia1

6a2b2x3−11520 ia1
5x3a3b1

2−
5760 ia1

7x3b1
2b2 − 34560 ib2a1

5x3b1a2 − 8640 ia1
5x3a2

2b1 + 2880a1
10tb1

2x3 + 2880 ia1
6a3b1x3 + 34560 ia2

2b1
2a1

4x3 +
5760 ia1

6b1
3a2x3 + 5376 ia1

7b1
5x3 + 34560a2b1

5a1
4x2 − 11520a1

6b2b1
3x2 − 34560a1

4b1
3a3x2 + 17280a1

5a3b1
2x2 +

17280a1
5b2a2b1x2 + 17280a1

6b2
2x2 − 34560b2a1

5b1
4x2 − 17280a1

6b3b1x2 + 103680a2
2b1

3a1
3x2 + 11520a1

5a2b1
4x2 +

5376a1
6b1

6x2−5760 ia1
9x2tb1

3−4320a1
12t2x2−103680b2a1

4b1
2a2x2+34560a1

5b1
2b3x2−17280 ia1

8x2ta2b1−34560a1
4a2

2b1
2x2−

17280 ia1
8tx2b1

4 + 4608a1
5b1

7x2 + 17280 ia1
9tb2x2 + 69120a1

8b1tb2x− 27648 ia2b1
6a1

3x + 207360 ib2a1
2a2

2b1x− 3072 ib1
7a1

5x−
138240 ia2

2b1
4a1

2x+51840a1
6ta2b2x−2304 ia1

4b1
8x+46080 ia1

3b1
4a3x−51840a1

5ta2
2b1x+17280 ia1

11b1t2x−69120a1
7b1

2ta2x+
17280a1

6ta3b1x + 138240 ib2a1
3b1

3a2x + 11520 ib1
4a1

5b2x + 34560 ib1
3a2

2a1
3x − 69120 ia1

5xb1b2
2 + 34560 ia2b1

2a3a1
2x +

34560 ib1
2a2b2a1

4x−13824a1
7b1

5tx+27648 ib2a1
4b1

5x−103680 ib2
2a1

3a2x−11520 ib1
5a1

4xa2−34560 ib1
3a3xa1

4−17280a1
7tb3x−

34560 ib2a1
3a3xb1 + 34560 ib1

2b3a1
5x − 34560 ia2b1b3a1

3x − 46080 ia1
4b1

3b3x − 103680 ia2
3b1

2xa1 + 34560 ib2a1
4b3x −

5760b1
4a1

8tx − 103680b2
2a1

3a2 + 17280b1
2a1

10t2 − 23040b1
4a3a1

3 − 69120 ib1
2a1

7tb2 + 34560b2a1
4b3 + 17280 ia1

7tb3 −
103680 ia1

6tb2
2 − 69120b1

2b2
2a1

4 + 2304 ib1
5a1

7t + 69120 ib1
3a1

6ta2 − 51840 ia1
6ta2b2 + 4608 ia1

6tb1
6 − 51840a2b1a1

8t2 +
51840b2a1

9t2 + 103680 ia1
5tb2a2b1 + 8640 ia1

12t3 − 69120b2
3a1

3 − 138240a2
3b1

3 − 512a1
3b1

9 − 768b1
8a1

4 + 34560 ia1
6tb3b1 −

34560 ia1
5ta3b1

2 + 51840 ia1
5ta2

2b1 − 17280 ia1
6ta3b1 + 69120b1

3b2a1
3a2 + 207360b2a1

2a2
2b1 − 34560b2a1

3a3b1 +
34560a2b1

2a1
2a3 − 34560a2b1b3a1

3 + 69120b2a1
2a2b1

4 + 69120b2a1
3b3b1 − 69120b2a1

2a3b1
2 + 207360b2a1a2

2b1
2 −

69120a2b1
2b3a1

2 + 69120a2b1
3a3a1 + 9216b2a1

3b1
6 − 69120a2

2b1
5a1 − 9216a2b1

7a1
2 − 23040a1

3b1
4b3 + 23040a1

2b1
5a3 −

103680a1a2
3b1

2 +4608b1
5b2a1

4−4608b1
6a2a1

3 +23040b1
3b3a1

4

d(x, t) = (ia1
4x3 + 6a1

3b1x2 − 12 ia1
2b1

2x + 12 ia1
4t − 8a1b1

3 + 24b2a1 − 24a2b1)(−a1
8x6 + 12 ia1

7b1x5 + 60a1
6b1

2x4 − 60a1
8tx3 +

120 ib2a1
5x3 − 160 ia1

5x3b1
3 − 120 ia1

4x3b1a2 − 720a1
3b1

2a2x2 + 720a1
4b1b2x2 + 360 ia1

7tb1x2 − 240a1
4b1

4x2 − 1440 ia3xa1
2b1 −

1440 ia1
3xb1

2b2 + 720a1
6tb1

2x − 4320 ib2a1
2a2x + 4320 ia2

2a1b1x + 1440 ib3a1
3x + 1440 ia1

2b1
3a2x + 192 ia1

3b1
5x + 960b1

4a1a2 −
2880b2a1a2b1 + 2880b3a1

2b1 − 480 ia1
5tb1

3 + 720a1
8t2 − 2880b2

2a1
2 − 2880 ia1

5tb2 + 64b1
6a1

2 + 5760a2
2b1

2 − 2880a3a1b1
2 +

2880 ia1
4ta2b1−960b2a1

2b1
3)

is a rational solution to the Gardner equation (1.1).

3.4. Fourth order rational solutions

By choosing a j = b j = j for 1≤ j ≤ 4, we obtain the following rational solution:

Proposition 3.6. The function v expressed as

v(x, t) =
n(x, t)
d(x, t)

,

n(x, t) = x16− 36 ix15− 600x14 + 6160 ix13 + 240 tx13 + 43680x12− 6840 itx12− 89280 tx11− 227136 ix11 + 707520 itx10− 896896x10 +
10080 t2x10 + 3801600 tx9 − 237600 it2x9 + 2745600 ix9 + 6589440x8 − 2462400 t2x8 − 14636160 itx8 − 12446720 ix7 − 41564160 tx7 +
14860800 it2x7 + 172800 t3x7 + 58060800 t2x6 + 88197120 itx6 − 18450432x6 + 21245952 ix5 + 14515200 t3x5 + 139898880 tx5 −
153861120 it2x5 − 96768000 it3x4 + 18636800x4 − 163891200 itx4 + 18144000 t4x4 − 280627200 t2x4 − 108864000 it4x3 +
348364800 it2x3− 12042240 ix3− 290304000 t3x3− 137871360 tx3 + 464486400 it3x2− 5406720x2 + 282009600 t2x2 + 78888960 itx2−
217728000 t4x2 + 387072000 t3x + 1507328 ix − 217728000 t5x + 145152000 it4x + 27525120 tx − 134553600 it2x − 4423680 it −
28753920 t2 +653184000 it5 +196608−132710400 it3

d(x, t) = (−x6 + 12 ix5 + 60x4 − 60 tx3 − 160 ix3 + 360 itx2 − 240x2 + 720 tx + 192 ix + 720 t2 + 64− 480 it)(−x10 + 20 ix9 + 180x8 −
180 tx7−960 ix7 +2520 itx6−3360x6 +15120 tx5 +8064 ix5 +13440x4−50400 itx4−15360 ix3−100800 tx3−11520x2 +120960 itx2 +
5120 ix−302400 t3x+80640 tx+1024−23040 it +604800 it3)

is a rational solution to the Gardner equation (1.1).

3.5. Fifth order rational solutions

By choosing a j = j and b j = 0, for 1≤ j ≤ N, we get the following rational solution:

Proposition 3.7. The function v expressed as

v(x, t) =
n(x, t)
d(x, t)

,



80 Journal of Mathematical Sciences and Modelling

with
n(x, t) = ix25 + 55x24 − 1440 ix23 − 23920x22 + 600 itx22 + 283360 ix21 + 28680 tx21 + 2550240x20 − 650160 itx20 − 18135040 ix19 +
100800 it2x19 − 9307200 tx19 + 4183200 t2x18 + 94483200 itx18 − 104600320x18 + 498389760 ix17 + 723945600 tx17 −
81648000 it2x17 + 1987406080x16 + 6955200 it3x16 − 997315200 t2x16 − 4349802240 itx16 − 6694420480 ix15 − 21015982080 tx15 +
227404800 t3x15 + 8554291200 it2x15 + 83051827200 itx14 − 19170385920x14 − 3483648000 it3x14 + 54780364800 t2x14 +
271580467200 tx13 − 33191424000 t3x13 − 271763251200 it2x13 + 254016000 it4x13 + 46860943360 ix13 + 220147200000 it3x12 −
740421427200 itx12 + 97981972480x12 − 1069286400000 t2x12 + 9398592000 t4x12 + 3387499315200 it2x11 − 1690327941120 tx11 −
175272099840 ix11− 146313216000 it4x11 + 1077840691200 t3x11− 4029574348800 it3x10− 39626496000 it5x10− 267776819200x10 +
3236183408640 itx10 + 8719674163200 t2x10 − 1318851072000 t4x10 − 11734474752000 t3x9 + 5189895782400 tx9 −
18317588889600 it2x9 + 348109864960 ix9 − 533433600000 t5x9 + 7823692800000 it4x9 + 382763335680x8 + 2469035520000 it5x8 +
26900729856000 it3x8−31411357286400 t2x8+32591268864000 t4x8−6944204390400 itx8−7696731340800 tx7−352835338240 ix7+
365783040000 it6x7+43797970944000 it2x7−98712649728000 it4x7+731566080000 t5x7+48709140480000 t3x7−269269073920x6+
10241925120000 t6x6 + 6988022415360 itx6 − 69432665702400 it3x6 + 49230603878400 t2x6 − 221030498304000 t4x6 +
40967700480000 it5x6 − 77097310617600 t3x5 − 43966424678400 it2x5 + 366953545728000 it4x5 + 5111579934720 tx5 −
92177326080000 it6x5 + 167132528640 ix5 + 202790117376000 t5x5 − 512096256000000 it5x4 − 409677004800000 t6x4 +
65374912512000 it3x4 − 2939132313600 itx4 + 82239815680x4 − 30490125926400 t2x4 − 76814438400000 it7x4 +
447068160000000 t4x4 − 768144384000000 t7x3 − 30870077440 ix3 − 389128126464000 it4x3 − 1279367577600 tx3 +
15834651033600 it2x3 + 40924348416000 t3x3 + 1024192512000000 it6x3 − 784238837760000 t5x3 + 5796790272000 t2x2 −
17836277760000 it3x2 − 229419122688000 t4x2 − 8304721920x2 + 737418608640000 it5x2 + 1474837217280000 t6x2 +
2765319782400000 it7x2 + 396361728000 itx2 + 1426063360 ix − 4835613081600 t3x + 82195513344000 it4x + 77888225280 tx +
4301608550400000 t7x − 1147095613440000 it6x − 1334417817600 it2x + 394070261760000 t5x − 460886630400000 it8x −
7298088960 it − 2458062028800000 it7 − 374561832960000 t6 − 460886630400000 t8 + 117440512 + 13525843968000 t4 −
145332633600 t2−92079783936000 it5 +614360678400 it3

and,
d(x, t) = (−x10 + 20 ix9 + 180x8 − 180 tx7 − 960 ix7 + 2520 itx6 − 3360x6 + 15120 tx5 + 8064 ix5 + 13440x4 − 50400 itx4 − 15360 ix3 −
100800 tx3 − 11520x2 + 120960 itx2 + 5120 ix − 302400 t3x + 80640 tx + 1024 − 23040 it + 604800 it3)(−ix15 − 30x14 + 420 ix13 −
420 itx12 + 3640x12 − 21840 ix11 − 10080 tx11 − 96096x10 + 110880 itx10 + 320320 ix9 − 25200 it2x9 + 739200 tx9 − 453600 t2x8 −
3326400 itx8 +823680x8 +3628800 it2x7−10644480 tx7−1647360 ix7−2116800 it3x6−2562560x6 +24837120 itx6 +16934400 t2x6−
50803200 it2x5 + 3075072 ix5 + 42577920 tx5 − 25401600 t3x5 + 2795520x4 − 53222400 itx4 − 101606400 t2x4 + 127008000 it3x4 +
254016000 it4x3 + 135475200 it2x3 + 338688000 t3x3 − 1863680 ix3 − 47308800 tx3 − 860160x2 + 28385280 itx2 + 116121600 t2x2 −
508032000 it3x2 + 1524096000 t4x2 − 3048192000 it4x − 58060800 it2x + 10321920 tx + 245760 ix − 406425600 t3x − 12902400 t2 +
135475200 it3 +32768−2032128000 t4−1720320 it +1524096000 it5)

is a rational solution to the Gardner equation (1.1).

4. Conclusion

Two types of solutions to the Gardner equation have given in this work.
We first construct solutions in terms of Wronskians of order N depending on 2N real parameters with trigonometric or hyperbolic functions.
Using a passage to the limit when one parameter goes to 0, we get rational solutions to the Gardner equation depending on 2N real parameters.
So we construct very easily rational solutions.
This work presents different new representations of the solutions to the Gardner equation.
These results give also an efficient method to construct an infinite hierarchy of multi-parametric families of rational solutions to the Gardner
equation as a quotient of polynomials in x and t depending on 2N real parameters.
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Abstract

In this work, a new robust numerical solution scheme constructed on Quintic Hermite
Collocation Method (QHCM) utilizing the traditional Crank-Nicolson type approximation
technique is developed for solving 1D heat conduction equation with certain initial and
boundary conditions which is mostly handled as a prototype equation to support the re-
liability of many proposed new numerical methods. All temporal and spatial quantities
in the equation are fully discretized using a usual Crank-Nicolson type finite difference
approximation and a QHCM, respectively. In obtaining the present scheme, all the roots
of the fourth degree Legendre and Chebyshev polynomials shifted to the unit interval are
used as suitable inner collocation points. The obtained results from the developed scheme
are found to be good enough and better than those from other schemes encountered in the
literature. The scheme is also shown to be unconditionally stable by Fourier stability test.

1. Introduction

The considered problem in this study consists of one-dimensional heat conduction equation

α
2uxx−ut = 0, t > 0, x ∈ [xl ,xr] (1.1)

given by the appropriate initial condition

u(x, tinitial) = f (x) (1.2)

and homogenous Dirichlet boundary conditions

u(xl , t) = u(xr, t) = 0, t > 0 (1.3)

where tinitial = 0, xl = 0, xr = l, α and f (x) respectively stand for the thermal diffusivity coefficient and a smooth function to be prescribed
in the process of numerical calculations. The initial and boundary value (IBV) problem governed by Eqs.(1.1)-(1.3) is generally considered
as one of the most outstanding Partial Differential Equations (PDEs) appearing especially in physics and engineering mathematics. The
current problem is among the widely-known second order linear partial differential equation. This problem illustrates the fact that heat
equation defines irreversible process and also at the same time presents a distance between previous and the next steps. Those equations
generally arise in various areas of engineering and science to describe the variation of the temperature on a predefined solution domain
over a given time period. For more information about the characteristics of various heat equations, the reader may refer to Refs. [1, 2] and
references therein.
Since the classical heat conduction equation (1.1) with various types of IBVs is handled by many researchers as a pioneer prototype test
problem in the first applications of many new numerical techniques, there exist many proposed numerical techniques in the literature
to compute its approximate solutions. For example, some of their frequently used are finite difference method [3–8], finite element
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method [9–14], wavelet method [15], spectral method [16]. To our knowledge, all studies constructed on finite elements method available in
the literature have used one of the usual polynomial, trigonometric and exponential functions as B-spline bases. But recently, Kutluay et
al. [17] have successfully applied collocation finite element method with cubic Hermite basis functions to generate more precise approximate
numerical solutions of the heat conduction initial and boundary problem. There are also recently published and related articles with the
presented method, problem and the equations such as given in Refs. [18–20] and therein. In this study, in order to obtain much more accurate
and precise approximate solutions for the IBV problem, a new effective numerical scheme basically constructed on collocation finite element
method using quintic Hermite spline basis functions, not the usual basis mentioned above, have been developed. The rest of the article
is structured as follows: In Section 2, the solution domain of the problem is firstly divided into uniform partition in spatial and temporal
directions. Then, the handled problem is fully discretized using Crank-Nicolson like difference approximation for the time quantities and
QHCM utilizing the shifted roots of Chebyshev and Legendre polynomials as inner collocation points for the space quantities. Additionally,
utilizing the initial and boundary conditions, the initial vector to be needed for starting the recursive scheme is also constructed. Thus, the
heat problem is converted into a solvable system consisting of algebraic equations. In Section 3, it is shown that the scheme is unconditionally
stable by using von-Neumann stability test for the modest values of spatial and temporal step sizes. In Section 4, the developed numerical
scheme is used to obtain the approximate solutions of the experimental problem, and the computed results are compared with those of other
researchers. In Section 5, this paper with a brief conclusion and future works is summarized.

2. Quintic Hermite Collocation Method

Throughout the manuscript, the 1D heat conduction equation which is widely given by Eq. (1.1) by the appropriate initial (1.2) and
boundary conditions (1.3) is going to be handled. For generating the approximate numerical solutions of the problem, the finite element
collocation method with quintic Hermite base functions is selected as a useful and powerful tool. To be able to apply this method, the
solution domain [xl ,xr]× [0, t f ] of the problem should be discretized. For this purpose, the spatial interval [xl ,xr] is divided into M equal
width finite subintervals by means of the mesh points x j, j = 1(1)M+1 such that xl = x1 < x2 · · ·< xM < xM+1 = xr and ∆x = x j+1− x j,
and similarly the temporal interval [0, t f ] is divided into N equal width finite subintervals by means of the mesh points tn, n = 0(1)N such
that tinitial = t0 < t1 < · · ·< tN−1 < tN = t f and ∆t = tn+1− tn. In fact, a non-uniform partition of the region could also be selected. But,
since the non-uniform choice would increase the workload, computer storage capacity and running time, the uniform one has been preferred.

2.1. Discretization of space variable

In this method, the approximate solution uM(x, t) corresponding to analytical solution u(x, t) will be sought by means of quintic Hermite
basis functions H ji as [21]

u(x, t)≈ uM(x, t) =
M+2

∑
j=1

a j+4k−4 (t)H ji (2.1)

where a’s stand for the time dependent coefficients which are going to be determined later, k stands for the element number in each subinterval,
H4 j−R(x) for R =−2(1)3 are defined over the interval [x j−1,x j+1] as given in Ref. [22]

H4 j−3(x) = 6
(x− x j−1)

5

h5 −15
(x− x j−1)

4

h4 +10
(x− x j−1)

3

h3 , x j−1 ≤ x≤ x j

H4 j+1(x) = 6
(x j−1− x)5

h5 −15
(x j−1− x)4

h4 +10
(x j−1− x)3

h3 , x j ≤ x≤ x j+1

H4 j−2(x) = 3
(x− x j−1)

5

h4 −7
(x− x j−1)

4

h3 +4
(x− x j−1)

3

h2 , x j−1 ≤ x≤ x j

H4 j+2(x) = 3
(x j−1− x)5

h4 −7
(x j−1− x)4

h3 +4
(x j−1− x)3

h2 , x j ≤ x≤ x j+1 (2.2)

H4 j−1(x) =
1
2
(x− x j−1)

5

h3 −
(x− x j−1)

4

h2 +
1
2
(x− x j−1)

3

h1 , x j−1 ≤ x≤ x j

H4 j(x) =
1
2
(x j−1− x)5

h3 −
(x j−1− x)4

h2 +
1
2
(x j−1− x)3

h
, x j ≤ x≤ x j+1

and finally i (i = 1(1)4) stands for the inner-collocation points to be taken from the shifted roots of Legendre and Chebyshev polynomials.
Throughout this study, the following shifted roots of the fourth-degree Legendre and Chebyshev polynomials [23] computed by the symbolic
programming language Matlab are respectively used as inner-collocation points

η
L
1 = 0.069431844202974, η

L
2 = 0.330009478207572

η
L
3 = 0.669990521792428, η

L
4 = 0.930568155797026.

η
C
1 = 0.038060233744357, η

C
2 = 0.308658283817455

η
C
3 = 0.691341716182545, η

C
4 = 0.961939766255643

When the following local coordinate system has been utilized on the jth element

η =
x− x j

h

the interval
[
x j,x j+1

]
is converted into an unit interval [0,1] in which η represents both Chebyshev and Legendre shifted roots. Thus, from

Eq. (2.2), quintic Hermite spline functions H j (η) ( j = 1(1)6) in terms of the local coordinate η are written as
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H1 (η) = 1−10η
3 +15η

4−6η
5, H2 (η) = (η−6η

3 +8η
4−3η

5)∆x,

H3 (η) =
(

0.5η
2−1.5η

3 +1.5η
4−0.5η

5
)
(∆x)2, H4 (η) =

(
0.5η

3−η
4 +0.5η

5
)
(∆x)2, (2.3)

H5 (η) = 10η
3−15η

4 +6η
5, H6 (η) = (−4η

3 +7η
4−3η

5)∆x.

and therefore the approximate solution uM(x, t) given by Eq. (2.1) becomes

uM (η , t) =
6

∑
j=1

a j+4k−4 (t)H j (η) . (2.4)

From (2.3), the second order derivatives of H j (η) are found as follows

H
′′

1 (η) = −60η +180η
2−120η

3, H
′′

2 (η) =
(
−36η +96η

2−60η
3
)

∆x,

H
′′

3 (η) =
(

1−9η +18η
2−10η

3
)
(∆x)2, H

′′

4 (η) =
(

3η−12η
2 +10η

3
)
(∆x)2,

H
′′

5 (η) = 60η−180η
2 +120η

3, H
′′

6 (η) =
(
−24η +84η

2−60η
3
)

∆x.

Thus, the point wise values of the approximation (2.4) with its second order derivative at inner collocation points ηi for i = 1(1)4 are found
as follows

ui = u(ηi) = a4k−3H1(ηi)+a4k−2H2(ηi)+a4k−1H3(ηi)+a4kH4(ηi)+a4k+1H5(ηi)+a4k+2H6(ηi), (2.5)

(∆x)2u′′i = (∆x)2u′′(ηi) = a4k−3H
′′

1 (ηi)+a4k−2H
′′

2 (ηi)+a4k−1H
′′

3 (ηi)+a4kH
′′

4 (ηi)+a4k+1H
′′

5 (ηi)+a4k+2H
′′

6 (ηi)

where H1 (η) = H5 (1−η) , H2 (η) =−H6 (1−η) , H3 (η) =−H4 (1−η) and H ji = H j (ηi).
In the building of the numerical scheme, the finite element method constructed on quintic Hermite spline basis functions in the discretizaion
of spatial quantities and the finite difference method constructed on Crank-Nicolson like approximation in the discretization of temporal
quantities will be used. This choice has the advantages of several vital characteristics such as easy to handle algorithms produced by quintic
Hermite spline basis functions and low level of storage requirement. Besides those advantages, both of the non-linear and linear systems
resulted from the usage of splines are usually not ill-conditioned and thus permit the required coefficients to be found out in an easy manner.
Furthermore, the newly obtained approximate solutions generally don’t result in numerical instability.

2.2. Discretization of time variable

Now, we are ready to discretize the aforementioned 1D heat conduction equation given by (1.1). To do this, one can use Crank-Nicolson type
formula. First of all, one discretizes Eq. (1.1) as

un+1−un

∆t
−α

2
[
(uxx)

n +(uxx)
n+1

2

]
= 0.

Before proceeding more, let us separate the above equation such that the unknown values at (n+1) . time level are on the left-hand side and
the known values n. time level are on the right-hand side as

un+1

∆t
−α

2 (uxx)
n+1

2
=

un

∆t
+α

2 (uxx)
n

2
. (2.6)

If one puts Eq. (2.5) in Eq. (2.6), the following fully discretized difference equation system with 4M difference equations and 4M + 2
coefficients in both time and space variables is obtained for the coefficients a to be calculated

1
∆t

[
an+1

4k−3H1i +an+1
4k−2H2i +an+1

4k−1H3i +an+1
4k H4i +an+1

4k+1H5i +an+1
4k+2H6i

]
− α2

2(∆x)2

[
an+1

4k−3B1i +an+1
4k−2B2i +an+1

4k−1B3i +an+1
4k B4i +an+1

4k+1B5i +an+1
4k+2B6i

]
=

1
∆t

[
an

4k−3H1i +an
4k−2H2i +an

4k−1H3i +an
4kH4i +an

4k+1H5i +an
4k+2H6i

]
+

α2

2(∆x)2

[
an

4k−3B1i +an
4k−2B2i +an

4k−1B3i +an
4kB4i +an

4k+1B5i +an
4k+2B6i

]
. (2.7)

These newly obtained equations are clearly recursive in nature. Thus, the unknown vector an = (an
1, ...,a

n
4M+1,a

n
4M+2) can be recursively

determined up to the requested final time t f . If one utilizes the conditions given at the boundary of the solution domain by Eq. Eq. (1.3) and
eliminates the coefficients an

1,a
n
4M+1 in Eq. (2.7), the following statements are easily obtained. Using the boundary condition given at the left

of the solution domain, the value of u(xl , t) is written as

u(xl , t) = an
1H11 +an

2H21 +an
3H31 +an

4H41 +an
5H51 +an

6H61 = 0.
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Since H21 = H31 = H41 = H51 = H61 = 0 and H11 6= 0, the value an
1 = 0 is found. Similarly, by the boundary condition given at the right of

the solution domain, the value of u(xr, t) is obtained as

u(xr, t) = an
4M−3H14 +an

4M−2H24 +an
4M−1H34 +an

4MH44 +an
4M+1H54 +an

4M+2H64 = 0.

Since H14 = H24 = H34 = H44 = H64 = 0 and H54 6= 0, the value an
4M+1 = 0 is found.

After all of the above preparations and mathematical procedures, the iterative numerical scheme resulting in the following matrix algebraic
system excluding an

1 and an
4M+1 is obtained as

Lan+1 = Ran. (2.8)

Here, both L and R are 4M×4M diagonal band matrices, and an+1 and an are 4M column matrices.
The entries of a in Eq. (2.8) are obtained and then the numerical results of the 1D heat conduction equation at the next time level are
calculated. This iterative process is done in a successive manner until the wanted time t f . To be able to start this iterative calculation, the
initial vector a0 should be found. The initial vector is determined by the usage of the initial condition given together with the governing
equation. Utilizing the initial vector, Eq. (2.8) results in 4M unknowns. To solve the system Eq. (2.8), a script written in MatlabR2021a is
used on a digital computer.

2.3. Determination of initial vector

It is obvious that there is a need for determining the initial vector to iterate the numerical scheme (2.8). This initial vector a0 is constructed
using the conditions given at the initial time and boundaries of the solution domain. The approximate numerical solution given by Eq. (2.1)
should be rewritten in terms of the initial vector as

u(x, t)≈ uM(x, t) =
M+2

∑
j=1

a0
j+4k−4 (t)H ji.

Since the initial approximate solution uM(x,0) should satisfy the initial prescribed solution u(x,0), it is clearly

uM(x j,0) = u(x j,0), j = 1(1)M+1.

From this equality, the following matrix equation is obtained

Wa0 = b

where

W =



H21 H31 H41 H51 H61
H22 H32 H42 H52 H62
H23 H33 H43 H53 H63
H24 H34 H44 H54 H64

H11 H21 H31 H41 H51 H61
H12 H22 H32 H42 H52 H62
H13 H23 H33 H43 H53 H63
H14 H24 H34 H44 H54 H64

. . .
. . .

. . .
. . .

. . .
. . .

H11 H21 H31 H41 H51 H61
H12 H22 H32 H42 H52 H62
H13 H23 H33 H43 H53 H63
H14 H24 H34 H44 H54 H64

H11 H21 H31 H41 H61
H12 H22 H32 H42 H62
H13 H23 H33 H43 H63
H14 H24 H34 H44 H64



,

a0 = (a2,a3,a4, . . . ,a4M−1,a4M ,a4M+2)
T

and

b = (u(x11,0),u(x12,0),u(x13,0),u(x14,0), . . . ,u(xM3,0),u(xM4,0))T .

Therefore, from the iterative scheme (2.8), the approximate numerical solutions of the heat conduction equation given by (1.1) at the desired
time are calculated.

3. Stability Analysis of the Scheme

In order to examine the stability of the linear iterative scheme in Eq. (2.7), von-Neumann method will be used. For this aim, substituting the
Fourier mode

an
j = ξ

nei jϕ

into Eq. (2.7), one gets

ξ
n+1ei(4 j−3)ϕ (α1)+ξ

n+1ei(4 j−2)ϕ (α2)+ξ
n+1ei(4 j−1)ϕ (α3)+ξ

n+1ei(4 j)ϕ (α4)+ξ
n+1ei(4 j+1)ϕ (α5)+ξ

n+1ei(4 j+2)ϕ (α6)

= ξ
nei(4 j−3)ϕ (β1)+ξ

nei(4 j−2)ϕ (β2)+ξ
nei(4 j−1)ϕ (β3)+ξ

nei(4 j)ϕ (β4)+ξ
nei(4 j+1)ϕ (β5)+ξ

nei(4 j+2)ϕ (β6)
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where ϕ = βh, β is the mode number, h is the spatial step size, i =
√
−1 and

α1 = H1i− α2

2h2 kB1i β1 = H1i +
α2

2h2 kB1i

α2 = H2i− α2

2h2 kB2i β2 = H2i +
α2

2h2 kB2i

α3 = H3i− α2

2h2 kB3i β3 = H3i +
α2

2h2 kB3i

α4 = H4i− α2

2h2 kB4i β4 = H4i +
α2

2h2 kB4i

α5 = H5i− α2

2h2 kB5i β5 = H5i +
α2

2h2 kB5i

α6 = H6i− α2

2h2 kB6i β6 = H6i +
α2

2h2 kB6i

Again, if one makes the required simplification and mathematical operations, one obtains

ξ =
M1− iM2

M3− iM4
(3.1)

where

M1 = (β3 +β5)cosϕ +(β2 +β6)cos2ϕ +β1 cos3ϕ +β4

M2 = (β3−β5)sinϕ +(β2−β6)sin2ϕ +β1 sin3ϕ +β4

M3 = (α3 +α5)cosϕ +(α2 +α6)cos2ϕ +α1 cos3ϕ +α4

M4 = (α3−α5)sinϕ +(α2−α6)sin2ϕ +α1 sin3ϕ +α4.

When the modulus of Eq. (3.1) is taken, it is seen that the condition |ξ | ≤ 1 is satisfied. Thus, it is concluded that the numerical scheme is
unconditionally stable.

4. Numerical Example and Results

In this section, the obtained scheme (2.8) will be applied to the 1D heat conduction problem given by Eqs. (1.1)-(1.3) for x ∈ [0,1], t ∈ [0, t f ],
f (x) = sin(πx) and α = 1, as a test problem. The exact solution of the test problem is [7, 8]

u(x, t) = sin(πx)e−α2π2t .

Since the test problem has an exact solution, the error norms L2 and L∞ given as follows, respectively, are going to be used to test the
accuracy and validity of the scheme

L2 =

√√√√(h
M

∑
i=1
|ui− (uM)i|2

)
, L∞ = max

1≤i≤M
|ui− (uM)i| .

This manuscript carries out all of the numerical computations using both Quintic Hermite Collocation Method with Legendre roots (QHCM-L)
and Quintic Hermite Collocation Method with Chebyshev roots (QHCM-C). All calculations have been made with MATLAB R2021a on
13th Gen Intel(R) Core(TM) i9-13900HX 2.20 GHz computer having 32,0 GB of RAM.
Some numerical results are presented for different spatial and temporal step sizes with final desired values of time to check the efficiency and
accuracy of the scheme. The newly obtained results are also compared with some of the existing ones using the same parameter values.

L2
∆t QHCM-L QHCM-C [7] [17]CHCM-L
0.01 5.8454×10−7 5.8454×10−7 4.2273×10−4 4.1333×10−7

0.005 1.4641×10−7 1.4641×10−7 1.0560×10−4 1.0353×10−7

0.0025 3.6621×10−8 3.6621×10−8 2.6395×10−5 2.5895×10−8

Table 4.1: A comparison of the computed error norms L2 of the present scheme with those in Refs. [7, 17], for M = 1000 and ∆t = 0.01,0.005,0.0025
t f = 1).

The values of the error norm L2 are calculated from the scheme (2.8) for the parameters ∆t = 1/100,5/1000,25/10000 and ∆x = 1/1000 at
t f = 1, and are listed in Table 4.1 with a comparison of those given in Refs. [7, 17]. The newly obtained error norm L2 is remarkably small
enough for using both QHCM-C and QHCM-L schemes. They are also in very good agreement with those in Ref. [17] and much better than
those in Ref. [7].
In Table 4.2, a clear comparison of the newly computed error norm values L2 of the scheme with those in Refs. [8, 17] for several values of
∆x = 1/5,1/10,1/20 and ∆t = 1/106 at t f = 1 is displayed. It can be easily seen from the table that the obtained results are extremely small
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L2
∆x QHCM-L QHCM-C [8](CN-I) [8](CN-II) [17]CHCM-L
1/5 3.1385×10−12 2.2952×10−9 4.7696×10−6 8.5859×10−3 3.5716×10−8

1/10 4.7257×10−14 1.5029×10−10 7.7143×10−9 2.1412×10−3 2.2848×10−9

1/20 1.1057×10−14 9.4983×10−12 1.8820×10−11 5.3498×10−4 1.4361×10−10

1/40 1.3947×10−15 5.9155×10−13

1/80 5.1467×10−16 3.3364×10−14

Table 4.2: A comparison of the computed error norms L2 of the present scheme with those in Refs. [8, 17], for various values of M = 5,10,20,40,80 and
∆t = 1/106 at t f = 1.

L2
∆x QHCM-L [7] [17]CHCM-L

θ = 0.1 θ = 0.2
1/10 3.5183×10−10 1.6534×10−4 2.4968×10−4 1.6957×10−6

1/20 8.5012×10−12 4.3906×10−7 7.8152×10−7 1.0426×10−7

1/40 1.0432×10−12 8.6154×10−10 8.0111×10−10 6.4916×10−9

θ = 0.3 θ = 0.4
1/10 3.5183×10−10 3.2357×10−4 3.6276×10−4 1.6957×10−6

1/20 8.5012×10−12 1.0791×10−6 1.2556×10−6 1.0426×10−7

1/40 1.0432×10−12 9.2171×10−10 1.1166×10−9 6.4916×10−9

θ = 0.5 θ = 0.6
1/10 3.5183×10−10 3.5225×10−4 2.8316×10−4 1.6957×10−6

1/20 8.5012×10−12 1.2494×10−6 1.0109×10−6 1.0426×10−7

1/40 1.0432×10−12 1.2167×10−9 1.1107×10−9 6.4916×10−9

θ = 0.7 θ = 0.8
1/10 3.5183×10−10 1.5954×10−4 1.9640×10−4 1.6957×10−6

1/20 8.5012×10−12 5.4419×10−7 9.1503×10−7 1.0426×10−7

1/40 1.0432×10−12 7.4804×10−10 8.6751×10−10 6.4916×10−9

θ = 0.9 θ = 0.95
1/10 3.5183×10−10 4.5197×10−4 6.1645×10−4 1.6957×10−6

1/20 8.5012×10−12 2.0820×10−6 2.8818×10−6 1.0426×10−7

1/40 1.0432×10−12 2.4668×10−9 3.6858×10−9 6.4916×10−9

Table 4.3: A comparison of the calculated error norms L2 of the present scheme with those in Refs. [7, 17] for M = 10,20,40 and ∆t = 1/106 at t f = 0.1.

and also when the element number is increased, the error norm L2 decreases. Again, from the table it is obvious that the newly obtained
results are much more better than those in Refs. [8, 17].
Table 4.3 shows a clear comparison of the L2 error norms computed from the new scheme using QHCM-L with those in Refs. [7, 17] for
values of ∆x = 1/10,1/20,1/40 and ∆t = 1/106 at t f = 0.1. One can obviously seen that the scheme produces good enough results and
clearly, the obtained L2 error norms are relatively smaller than those in Refs. [7, 17].

L2 L∞

∆x = ∆t QHCM-L QHCM-C [17]CHCM-L [11] [6](CN)
[6](CBVM)

0.2 5.1455×10−5 5.1439×10−5 5.8498×10−5 1.4145×10−1 1.1×10−1 2.8×10−2

0.1 3.1581×10−5 3.1589×10−5 3.1584×10−5 3.7195×10−2 3.0×10−2 3.8×10−3

0.05 9.7102×10−6 9.7106×10−6 9.7065×10−6 8.4588×10−3 6.9×10−3 2.7×10−4

0.025 2.5488×10−6 2.5489×10−6 2.5485×10−6 2.0698×10−3 1.7×10−3 1.3×10−5

0.0125 6.4490×10−7 6.4490×10−7 6.4488×10−7 5.1473×10−4 4.2×10−4 5.1×10−7

0.00625 1.6171×10−7 1.6171×10−7 1.6171×10−7 1.1×10−4 3.6×10−8

0.01 4.1332×10−7 4.1333×10−7 4.1332×10−7

0.005 1.0353×10−7 1.0353×10−7 1.0353×10−7

0.0025 2.5895×10−8 2.5895×10−8 2.5895×10−8

0.002 1.6574×10−8 1.6574×10−8 1.6574×10−8

0.001 4.1437×10−9 4.1437×10−9 4.1437×10−9

Table 4.4: A comparison of the calculated error norms L∞ of the present scheme with those in Refs. [6, 11, 17], for various values of ∆x = ∆t at t f = 1.

Table 4.4 displays a clear comparison of the L∞ error norms obtained from the presented scheme with those given in Refs. [6,11,17] for some
decreasing values of ∆x = ∆t at t f = 1. The table indicates that the computed L∞ error norms are sufficiently small and in good harmony
with those in Refs. [6, 17], but much more better than those in Ref. [11].
Finally, Table 4.5 compares the discrete values of both L2 and L∞ error norms for M = 16 and ∆t = 0.01 at various t f with those in
Refs. [15, 17]. The table shows that the newly computed error norms are again small enough and better than both of those in Refs. [15, 17].
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L2 L∞

t f QHCM-L [17]CHCM-L [15] QHCM-L [17]CHCM-L [15]
0.1 4.2273×10−4 2.9917×10−4 4.86×10−3 2.9889×10−4 2.9891×10−4 6.79×10−3

0.3 1.7602×10−4 1.2457×10−4 8.87×10−5 1.2446×10−4 1.2447×10−4 3.76×10−4

0.5 4.0720×10−5 2.8818×10−5 1.73×10−3 2.8791×10−5 2.8793×10−5 2.44×10−4

0.7 7.9127×10−6 5.5999×10−6 2.04×10−4 5.5446×10−6 5.5953×10−6 3.17×10−4

0.9 1.4121×10−6 9.9934×10−7 2.14×10−3 9.9840×10−7 9.9856×10−7 3.14×10−3

1.0 5.8454×10−7 4.1368×10−7 2.15×10−3 4.1329×10−7 4.1338×10−7 3.32×10−3

Table 4.5: A comparison of the calculated error norms L2 and L∞ of the present scheme with those in Ref. [15, 17], for M = 16, ∆t = 0.01 at various t f .

From the presented tables one can clearly see that the newly calculated numerical results are in good harmony with both the analytical and
other previously published numerical results. In fact, the present scheme in general produces better results with a smaller number of elements
compared to other studies based on classical and trigonometric B-splines.
From the results given in the above tables, it is clearly seen that the approximate numerical solutions are getting closer and closer to exact
ones as the mesh step sizes are refined. It should not be forgotten that the mesh step sizes must be chosen modestly small enough to avoid
increase in the CPU simulation time and storage requirement capacity.

5. Conclusion

In this work, the developed fully discretized numerical scheme constructed using the conventional Crank-Nicolson-like finite difference
technique for the integration of temporal quantities and a quintic Hermite B-spline finite element collocation technique for the integration
of spatial quantities has been successfully applied to obtain approximate numerical solutions of the 1-D heat conduction equation for
certain initial and boundary conditions. In order to confirm the accuracy and reliability of the suggested scheme, the error norms L2 and
L∞ calculated from the exact and numerical solutions are compared with the results given by the previous ones existing in the literature.
It is seen that the results obtained by applying the developed scheme to the example problem are mostly better than the previous results
and at least in some cases in good agreement with the previous ones. Generally speaking, it is found a good quality harmony between the
existing and the above aforesaid results. For the stability test of the current scheme, von-Neumann (Fourier) technique is performed which
demonstrates that the scheme is unconditionally stable. The main contribution of this paper is the ability of the newly presented scheme to
produce much better results by using less computer storage capacity and requiring less CPU time. In conclusion, the suggested scheme is
producing stable, efficient and accurate results, and can be successfully used to find approximate numerical solutions of initial and boundary
value problems consisting of many linear and especially nonlinear PDEs which have an important role in describing natural phenomena
encountered in most branches of applied and engineering sciences.
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Abstract

Appropriate design parameters need to be determined for unmanned aerial vehicles that can
perform kamikaze missions. In this study, a UAV with 3 different wing configurations and a
fuselage and tail wings were designed, and the flow around the wing was examined using
computational fluid mechanics. Advanced modeling techniques were employed to simulate
and analyze the aerodynamic behavior of these configurations. The effect of angle of attack
(AoA), wing positioning on the fuselage, and wing configurations were investigated. Due
to the effect of the wing sweep angle, high-pressure values in the arrow-angle wing were
lower than in rectangular and trapezoidal wings. In a similar situation, the flow separation
on the arrow-angle wing is less advanced towards the wing tip. When the wing type and
connection location were examined, the highest Cl/Cd ratio was obtained in the trapezoidal
model connected to the fuselage in the middle. The results of numerical wing models
compared with the theoretical lift coefficient were consistent. Trapezoidal and rectangular
wings had a high lift coefficient, but after 15◦ of AoA, the lift coefficient decreased. At
angles of attack beyond 15◦, the arrow-angle wing still has an increasing lift coefficient.
As the angle of attack increased, the drag coefficient was also enhanced. The lowest drag
coefficient occurred in the arrow-angle wing model. Up to 5◦of AoA, all wing models
raised the Cl/Cd ratio. The Cl/Cd ratio decreased at higher angles of attack. As a result of
the examination, it would be more correct to choose trapezoidal and arrow-angle wings.

1. Introduction

Unmanned aerial vehicles (UAVs), often colloquially termed drones, represent a class of aircraft capable of autonomous flight without
human intervention. The evolution of UAVs has been spurred by the progressive complexity and advancements within the domains of
control systems, robotics, electronics, and artificial intelligence [1]. These technological strides have profoundly influenced the design,
production, and versatility of drones, broadening their applications across numerous industries and sectors. UAVs are now extensively
employed in logistics [2, 3], agriculture (including crop protection) [4], construction site monitoring, cinematography [5, 6], surveillance
operations [7], smart city initiatives [8], disaster response efforts [9], healthcare logistics, online shopping transportation [10], remote sensing
missions [11], and provision of wireless connectivity [12]. This multifaceted utility underscores the pivotal role that UAVs play in modern
society, revolutionizing various fields through their unparalleled aerial capabilities. The versatile applications of drones, a technology
drawing significant interest and continuously progressing, have emerged as unexpectedly powerful tools, even in the Ukrainian conflict [13].
Notably, UAVs are employed for tasks such as crowd monitoring, dissemination of public information, and sanitization efforts aimed at
combating the COVID-19 pandemic [14]. Furthermore, efforts are underway to develop methods for utilizing authorized UAVs in tracking
and surveilling potentially threatening unmanned aerial vehicles, demonstrating the ongoing innovation and adaptability within the realm
of drone technology [15]. The adoption of drones has revolutionized the execution of monotonous, hazardous and labor-intensive tasks,
offering enhanced efficiency and reduced expenses while mitigating risks to human safety [16]. By substituting traditional methods with
drones, substantial cost savings can be achieved alongside widespread acceptance, while also augmenting the value of collected data [17].
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With their affordability and heightened maneuverability, adaptability, safety features, and customization options, drones have become
indispensable tools [18, 19]. Recent studies indicate a remarkable growth trajectory in the global drone market, with projections soaring to
$19.85 billion USD by 2021, marking a compound annual growth rate of nearly 13% over the forecast period [20]. Nonetheless, it is essential
to acknowledge the mounting concerns regarding cybersecurity associated with drone applications. A significant constraint for drones
revolves around their range and autonomy, which are influenced by factors such as battery capacity and aerodynamic performance [20].
Over recent years, various approaches have been explored to enhance drone efficiency, with particular focus on methods like implementing
winglets [21]. Prieto et al. [13] conducted an aerodynamic enhancement of a “Vertical Take Off and Landing” drone by integrating winglets
and wingtips. They evaluated two approaches for this analysis: the Vortex Lattice Method and Computational Fluid Dynamics modeling.
By comparing the results from OpenFOAM and XFLR5, it was observed that, XFLR5 tends to overestimate lift and viscous drag while
underestimating induced and total drag. Quintana et. al [22], introduced and examined an optimized morphing unmanned aerial vehicle
(UAV ) designed to dynamically adjust, and extend its wings for enhanced aerodynamic and structural performance. Their study aimed
to assess and enhance the UAV’s efficiency, analyze flight transition dynamics, and ensure structural integrity. The modal analysis results
indicated that, the wing’s low natural frequency increases the likelihood of flutter and vibratory response induced by aerodynamic forces
and disturbances. Voskuijl [23] conducted a study to offer an in-depth technical analysis of the current stray munitions, focusing on their
design and the performance of the aircraft that deploy them. To achieve this goal, the scientist created a detailed database of stray munitions
using information sourced from publicly available data. Six primary configurations were identified: (1) conventional, (2) delta wing, (3)
tandem wing, (4) canard, (5) cruciform and (6) rotorcraft. According to the results, the cruciform configuration was beneficial for precise
flight path control. The tandem wing configuration integrated the advantages of a canister launch with high aspect ratio wings, making
it suitable for long-range flights, while the delta wing design provided a large internal volume and reaches high terminal attack airspeed.
Zampronha et al. [24] examined the Iranian HESA Shahed 136 drone to explore recent advancements in low-cost, long-range precision
weapons, with a focus on kamikaze drones and stray munitions. The HESA Shahed 136 has transformed the approach to precise long-range
strikes a capability previously exclusive to costly and technologically sophisticated tactical missiles and aircraft. Now, this function can
be performed with inexpensive drones, igniting arms race not only to develop the most advanced and precise weaponry, but also to create
the most affordable solution. Experimental analysis was carried out by Saraçyakupoğlu et al. [25] within the framework of four different
scenarios to calculate the UAV and determine the design criteria. The UAV under discussion was designed with extensive operational
capability, particularly suited for defense and border security tasks. The research suggested that the UAV’s mid-wing, double-tail design,
along with its relatively light body, enhanced its three-axis stability, providing notable benefits, particularly concerning operational cost. In
the study conducted by Sakarya et al. [26], the aim was to develop an unmanned helicopter project that could be used in the military field.
The helicopter they developed, which can be controlled autonomously or by a pilot, was designed for areas, where soldier visibility or access
is difficult and dangerous. It is a prototype product intended for aerial reconnaissance, surveillance, and, in certain situations, it can perform
a suicide dive thanks to the explosive it carries.
The literature review clearly indicates a growing momentum in the research and development of drones and model airplane-sized unmanned
aerial vehicles (UAVs). These studies have predominantly focused on advancing the design and functionality of UAVs, driven by the increasing
demand for innovative applications across various industries. In this study, we have sought to contribute to this evolving field by developing
a novel unmanned aerial vehicle with a distinctive usage area, employing advanced numerical methods. A comprehensive analysis was
conducted to investigate the impact of the wing structure and the positioning of the wing/fuselage joint on the UAV’s performance. This
approach not only aims to enhance the aerodynamic efficiency of the UAV but also to explore new design possibilities that could expand its
operational capabilities.

2. Material and Method

2.1. Design parameters and models

The design consists of the fuselage, fuselage wing, and tail wing. In general, a parametric formula regarding body length was used. In the
parametric formula taken from the literature, homemade composites were chosen due to their lightness and ease of production, and alpha and
C coefficients were used as 3.50 and 0.23 [27-28]. The maximum aircraft length value, generally 6 kg, is calculated in Eq. (2.1) and Eq. (2.2)
below. According to the result obtained from Eq. (2.2), the body length should not exceed 1.932 meters. The hull length for the design was
determined as 1.850 meters. The width of the body is 0.210 meters and the height is 0.205 meters. The body design of the kamikaze UAV
model is shown in Figure 2.1.

W0 = 6kg = 13.23 Ib (2.1)

length ( f eet) = a × W c
0 = 3.5 × 13.230,23 = 6.339 f eet = 1.932m (2.2)

According to the result obtained from Eq. (2.2), the body length should not exceed 1.932 meters. The hull length for the design was
determined as 1.850 meters. The width of the body is 0.210 meters, and the height is 0.205 meters. The body design of the kamikaze UAV
model is shown in Figure 2.1
After determining the fuselage dimensions, the wingspan ratio (AR) must first be determined for wingspan sizing. This ratio varies depending
on the aircraft type. Cd is a dimensionless parameter used to measure the drag of a wing. The Cd coefficient is a function of the angle of
attack (AoA). As the angle of attack increases, the Cd coefficient increases and therefore more thrust is required. Drag coefficient; Cd [2];
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Figure 2.1: Kamikaze UAV body design

Cd =
(2 × D)(

ρ × V 2 × S
) (2.3)

In this equation, D: drag force (N), ρ: density of air
(
1.225 kg/m3), V : speed (m/s), S: wing area m2. Wing taper can change wing lift

distribution. This is assumed to be an advantage of the taper, as it is a technical means to improve lift distribution. The aspect ratio of
the wing was used as a span ratio of 7.27, within the range of 5-9 ratio used in general aviation structure. Technical drawings and basic
dimensions for arrow-angle, trapezoidal and rectangular wings were shown in Figure 2.2. Basic geometrical properties of the wings were
given in the Table 2.1.

Figure 2.2: Arrow-angle, trapezoidal and rectangular Wings (all lengths (mm))

NACA 4412 profile was preferred on the wings due to its ability to provide high lift force at small angles of attack at relatively low Reynolds
numbers, and NACA 0012 profile, which does not contain an asymmetrical situation due to stabilization control in the tail, was preferred.
V-tail geometry was used in the tail and a rear-wheel drive propeller was preferred. Reynolds number is the ratio of inertial forces to viscosity
forces of a fluid, and this value gives the relative importance of these two types of forces to each other under a certain flow condition.

Table 2.1: Wing geometry dimensions

Wing Arrow-angle (mm) Trapezoidal (mm) Rectangular (mm)

croot (Root chord length) 325 325 275
ctip (Tip chord length) 225 225 275
cave (Ave.chord length) = croot+ctip

2 275 275 275
b (Wingspan) 2000 2000 2000
AR = b/cort 7.27 7.27 7.27
S (Wingarea) = b × cort 0.55 0.55 0.55
λ (Tapering rate) = ctip/croot 0.6923 0.6923 1
λ 1 1 1
cmgc (Averageaerodynamicchord length) = (2/3)× croot ×

(
1+λ +λ 2/(1+λ )

)
170.51 170.51 275
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Therefore, the Reynolds number is frequently used to characterize different flow regimes, such as uniform flow and turbulent flow. The given
formula (2.4) is used for calculation of Reynolds number;

Re =
ρ × V × L

µ
=

V × L
v

(2.4)

ρ = density
(

kg/m3
)

V = flow velocity
(

m/s2
)

L = the lengthof thepipe throughwhich thefluidflows (m)

µ = dynamicviscosityof thefluid (Pa.s)

v = kinematicviscosityof thefluid
(

m2/s
)

Based on the equation, it can be decided whether the flow is laminar or turbulent. Reynolds number value ranges for external flow ( Eq. (2.5)
and (2.6)) ;

laminer : Re ≤ 5 × 105 , turbulent : 5× 105 ≤ Re ≤ 107 (2.5)

Re =
1.225 × 25 × 0.275

1.789 × 10−5 = 470758.804 (2.6)

According to the calculated Reynolds number, the flow is turbulent. The boundary layer thickness is calculated in Eq. (2.7) and Eq. (2.8)
Turbulence intensity is given in Eq’s. (2.9)-(2.11). This turbulence intensity was used in the free entry of the flow;

δL =
0.37 × c

Re
1
5

(Total boundary layer thickness) (2.7)

δL =
0.37 × 0.275

470758.804
1
5
= 7.464 × 10−3 (2.8)

I = turbulence intensity;

Reg =
ρ × V × ∆h

µ
=

1.225 × 25 × 1.5
1.789 × 10−5 = 2567775.293 (2.9)

I = 0.16 × Re
− 1

8
g = 0.16 × 2567775.293−

1
8 = 0.02529 (2.10)

I = 2.529% (2.11)

The flow field is considered viscous, turbulent, and incompressible to exclude the solution of energy equations. The applicable equations
for the current RANS (Reynolds-Averaged Navier-Stokes) calculations consist of the continuity equation and the momentum conservation
equation, which are expressed as follows in Eq. (2.12) and Eq. (2.13): [27]
Continuity Equation;

∂ρ

∂ t
+∇(ρ−→u ) = 0 (2.12)

Momentum Equation;

∂ (ρ−→u )

∂ t
+∇(ρ−→u −→u ) = ∇(µ∇

−→u )−∇p+ρ
−→g (2.13)

Here, −→u denotes the velocity vector in the x, y and z directions, p denotes the pressure, µ denotes the dynamic viscosity, and ρ denotes the
fluid density.
It was decided to use the k−ω sst turbulence model equation (2.4) (2.5) due to its ability to accurately model adhesion loss and flow
separation of airfoils among the results stated in the literature [28]. The grid structure of the model to be used in flow analysis is important.
In 2D wing examinations, the total thickness parameter on the wing was modelled as a grid with 25 layers based on the result shown by the
mesh (grid) program (first model) and the results were obtained. Lift and drag coefficients are shown in Table 2.2. After obtaining the results
with the first model, the results were obtained by creating layers (final model) with the first layer by taking y =+1 and increasing by 35
layers. The latest model structure was used in the investigations.

∂ (ρk)
∂ t

+div(ρkUi) = div
[(

µ +
pk

ωσk

)
∇k
]
+2

(ρk)
ω

Si j.Si j−
2
3

ρk
∂Ui

∂x j
Si j−β ∗ρkw

∂ (ρω)

∂ t
+div(ρωUi) = div

[(
µ +

ρk
ωσω1

)
∇ω

]
+2ργ2Si j.Si j−

2
3

pγ2ω
∂Ui

∂x j
Si j−β2ρω

2 +2
ρ

ωσω2

∂k
∂xk

∂ω

∂kk
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Table 2.2: Cl and Cd values at different angles of attack in 2D analysis

First model (initial) Last model (stable)
AoA Cl Cd Cl/Cd Cl Cd Cl/Cd
0 0.449 0.0227 19.756 0.466 0.0174 26.698
2 0.670 0.1819 36.842 0.695 0.0193 36.024
5 0.960 0.0227 42.227 1.004 0.0239 31.861
10 1.331 0.0378 35.148 1.381 0.0390 35.350
12 1.412 0.0488 28.920 1.462 0.0500 29.233
13 1.426 0.0560 25.440 1.495 0.0579 26.826
14 1.419 0.0658 21.560 1.504 0.0681 22.078
15 1.395 0.0808 17.262 1.483 0.0823 18.019

2.2. Model verification

The effect of the number of elements was examined for 3D numerical models used in examining wing structures. Drag and lift coefficients,
which are a result of aerodynamic effects, were used as the basis for validation. 3 different wing designs were investigated. In Table 2.3, Cl
and Cd results of numerical analyses were given.

Table 2.3: Cl and Cd values in different wings according to the number of elements

Wing type Number of elements Cl Cd Cl/Cd

rectangular

5007723 0.3259 0.0208 15.667
2286244 0.3496 0.2126 16.443
1307221 0.3605 0.0214 16.773
870499 0.3656 0.0217 16.842

trapezoidal 5074373 0.3308 0.02064 16.025

arrow-angle

9361220 0.2975 0.01976 15.055
6241939 0.31405 0.0201158 15.612
5178034 0.31462 0.0201492 15.612
5186810 0.32481 0.0207111 15.683
2348390 0.33392 0.0204356 16.340
1341935 0.34584 0.0206863 16.718
965296 0.35246 0.0209365 16.835

(a) (b)

Figure 2.3: Induced drag factor, δ (a: rectangular; b: trapezoidal)

2.2.1. Rectangular wing lift coefficient verification

At the outset of the 3D model analysis, the quantity of elements was analyzed for considering the lift coefficient (Cl) and drag coefficient
(Cd) of the rectangular wing. The findings are summarized in Table 3. It was determined that stable results were achieved using the highest
element number from the table, and subsequent examinations were conducted at this element density. The maximum value was then
considered the optimal mesh and compared to the theoretical lift coefficient (Cl) value. Induced drag factor was taken from Figure 2.3a for a
taper ratio of 1 and AR was 7.27; δ = 0.083.
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a =
dCL

dα

a =
a0

1+ a0
π × e×AR

e =
1

1+δ
=

1
1+0.083

= 0.92336

δ ∼= 0.083 (Induceddragfactor)

a =
6.02

1+ 6.02
π × 0.92336×7.27

= 4.68315radian

a =
4.68915

57.3
= 0.08173 deg

CL = a × (α − αL=0) = 0.08173 × (0− (−4)) = 0.326921

Error ratio =

∣∣CL analy.−CL real
∣∣

CL real
× 100 =

|0.329121−0.326921|
0.326921

× 100 = 0.67%

Here, the first α in parentheses is 0◦, which is the angle of the wing. αL = 0 is the angle of attack at which the airfoil is at zero lift.

2.2.2. Trapezoidal wing lift coefficient verification

The error ratio was calculated for trapezoidal wing and was given in Eq. 27. δ was taken from Figure 2.3b. The taper ratio was
225mm/325mm = 0.6923 which was shown previously in Figure 2.2. AR = 7.27 and δ is obtained 0.035.

a =
dCL

dα

a =
a0

1+ a0
π × e×AR

δ ∼= 0.035 (Induceddragfactor)

e =
1

1+δ
=

1
1+0.035

= 0.966183

a =
6.02

1+ 6.02
π × 0.966183×7.27

= 4.729711radian
n!

r!(n− r)!

a =
4.729711

57.3
= 0.0825429 deg

CL = a × (α − αL=0) = 0.082635 × (0− (−4)) = 0.330171

Error ratio =

∣∣CL analy.−CL real
∣∣

CL real
× 100 =

|0.333242−0.330171|
0.330171

× 100 = 0.93%

2.2.3. Arrow angle wing list coefficient verification

Arrow-angle wing lift coefficient was calculated for a 25◦ back arrow angle.

a =
dCL

dα

cos(∧) = cos(25) (back arrowangle)

a =
a0 × cos(∧)√

1+
(

a0×cos(∧)
π×AR

)2
+

a0×cos(∧)
π×AR

a =
6.02 × cos(25)√

1+
(

6.02×cos(25)
π×7.27

)2
+

6.02×cos(25)
π×7.27

= 4.306509 radian

a =
4.306509

57.3
= 0.07515 deg

CL = a × (α − αL=0) = 0.07515 × (0− (−4)) = 0.3006

Error ratio =

∣∣CL analy.−CL real
∣∣

CL real
× 100 =

|0.297495−0.3006|
0.3006

× 100 = 1.033%

Error rates were deemed to be acceptable, and investigations continued.
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3. Results and Discussion

3.1. Lift and drag coefficients on wings

Subsequent to juxtaposing the theoretical predictions with the empirical findings, varying angles of attack influenced the lift (Cl) and
drag (Cd) coefficients were explored. The Cl , Cd and Cl/Cd results were given in Tables 3.1, 3.2 and 3.3 for rectangular, trapezoidal and
arrow-angle wing, respectively. Upon analysis of the lift coefficient, it was observed that for all models, the lift coefficient escalated with the
angle of attack (AoA) up to 15◦. Notably, the trapezoidal wing exhibited the most substantial lift coefficient. In contrast, the rectangular
wing demonstrated lift coefficients comparable to the trapezoidal wing, yet its lift coefficient ceased to rise beyond an AoA of 12◦. Beyond
an angle of attack (AoA) of 15◦, both the rectangular and trapezoidal wings experienced a decline in their lift coefficients. Conversely, the
arrow-angle wing model, despite having a lower lift coefficient initially, continued to see an increase in its lift coefficient until reaching an
AoA of 20◦.
As for the drag coefficient, the drag coefficient of all wing models increases with increasing AoA. Rectangular and trapezoidal wings gave
similar results, while arrow-angle wing showed lower drag coefficient. For all models, the ratio of lift coefficient to drag coefficient (Cl/Cd)
rises until reaching an angle of attack of 5◦. Beyond this angle, the ratio begins to decline. The lift-to-drag ratio (Cl/Cd) for the trapezoidal
wing model surpassed others until an angle of attack of 14◦, whereas the arrow-angle wing model’s lift-to-drag ratio peaked at angles of
attack exceeding 14◦.

Table 3.1: Rectangular wing cl and cd values according to angles of attack

AoA(◦) Cl Cd Cl/Cd
0 0.32912137 0.020896613 15.74998637
5 0.73337471 0.037799812 19.40154385
10 1.0710421 0.069095768 15.50083501
12 1.1446231 0.088171176 12.98182866
14 1.1431234 0.11931991 9.580324021
15 1.1657 0.13733 8.488312823
16 1.1204377 0.15640722 7.163593215

Table 3.2: Trapezoidal wing Cl and Cd values according to angles of attack

AoA(◦) Cl Cd Cl/Cd
0 0.32912137 0.020896613 15.74998637
5 0.73337471 0.037799812 19.40154385
10 1.0710421 0.069095768 15.50083501
12 1.1446231 0.088171176 12.98182866
14 1.1431234 0.11931991 9.580324021
15 1.1657 0.13733 8.488312823
16 1.1204377 0.15640722 7.163593215

Table 3.3: Arrow-angle wing Cl and Cd values according to angle of attack

AoA(◦) Cl Cd Cl/Cd
0 0.29749516 0.01976 15.055423
5 0.67764535 0.03507 19.321561
10 0.999483325 0.06286 15.825955
12 1.0812807 0.07832 13.80603
14 1.1373059 0.09892 11.496681
15 1.1560672 0.11254 10.272294
17 1.1951 0.14812 8.068458
18 1.2143577 0.17092 7.1047906
19 1.2318 0.19423 6.3419657
20 1.23 0.22149 5.5532981

3.2. Pressure contours formed on wings

Imaging the flow around a wing is complex, and pressure contours are widely used to express this interaction. The effects of different angles
of attack are compared for rectangular, trapezoidal and arrow-angle wing models and are shown in Figures 3.3, 3.4 and 3.5. Based on the
side view of the wings, a plane was created at a distance 0.5 m from the wing-fuselage junction and the pressure contours formed in this
plane are shown. Results up to 16◦ angle of attack on rectangular and trapezoidal wings and up to 18◦ angle of attack on arrow-angle wings
are shown and compared with each other. For the values shown by the contours, the highest positive pressure is labelled with the letters H++
(red colour), the intermediate pressure is labelled with the letters H+ (orange) and H (yellow). In negative pressures, the highest value is
labelled with the letters L– (dark blue), medium pressure L- (light blue) and low-pressure L (green). It was observed that at 0◦ angle of
attack, there was a negative low pressure (L) on the upper surface of all wings and a low positive pressure under the wings. There was the
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highest positive pressure at the front end of the wing due to the edge that interacts the flow. While the highest pressure occurred at the H++
level in the rectangular and trapezoidal wing structure, it occurred at the H+ level in the arrow-angle wing. It can be said that the sweep angle
effect in the arrow-angle wing provides less pressure formation at the wing tip. It was observed that a negative low pressure (L) occurred at
the bottom of the leading edge of the wings. NACA 4412 airfoil is not fully symmetrical. The fact that the underside of the wing is less
humped than the top of the wing ensured the formation of this low pressure after the separation of the flow at the wing tip.
For the trapezoidal wing, the outcome at a 2◦ angle of attack indicated the clear formation of an L- pressure on the wing’s surface. The
pressure at the tip of the wing has intensified, leading to a significant increase in H++ pressure. However, this high-pressure area has become
smaller and is now mostly confined to the wing’s tip. When analysing the impact at a 5◦ angle of attack, it’s observed that the pressure
patterns on both rectangular and trapezoidal wings are quite alike. With an increase in the wing’s angle of attack, the zone of maximum
pressure, denoted as H++, has moved a bit from the center of the wing’s tip towards the wing’s underside. All wings have developed a
negative medium pressure, labelled as L-. Nonetheless, the positive pressure beneath the wing isn’t substantial. In contrast to other wing
shapes, the arrow-angle wing doesn’t exhibit the highest pressure, H++, at its front edge.
At 10◦ angle of attack, the teardrop aerofoil’s lift became more pronounced. The peak positive pressure shifted from the wing’s tip to its
underside and the high-pressure zone, H+ enlarged. Meanwhile, the wing’s negative pressure regions also increased. The arrow-angle
wing did not experience the highest pressure, H++, and the negative pressure area, L–, was smaller and located in front of the wing’s upper
chamber. When the angle increased to 12◦, the separation of pressure at the wing’s front edge was noticeable, with positive pressure at H
level. Both L– and H+ pressure areas got bigger. The negative pressure, L, extended over the wing’s top surface to its back end. The L zone
was most extensive on rectangular wings and smallest on arrow-angle wings. At 14◦ AoA, the trapezoidal wing predominantly showed high
pressure underneath and low-pressure variations on top. The negative pressure region, L, expanded across all wing types. The area with the
utmost positive pressure, H++, remained the same on rectangular and trapezoidal wings but reduced on the arrow-angle wing.
The airflow patterns around the wings changed noticeably at a 15◦ angle of attack. For rectangular and trapezoidal wings, the negative
pressure zones above the wing decreased, whereas they increased for the arrow-angle wing. This trend continued at 16◦. At 17 and 18◦,
only results for the arrow-angle wing were observed. Despite increasing angles of attack, the negative pressure on the wing developed and
expanded smoothly. The positive pressure distribution underneath the wing remained unaffected.
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Figure 3.1: Pressure distributions of rectangular wing at 0−5−10−12−14−15−16◦ of angles of attack
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Figure 3.2: Pressure distributions of trapezoidal Wing at 0−2−5−10−12−14−15−16◦ of Angles of Attack
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Figure 3.3: Pressure distributions of arrow angle wing at 0−5−10−12−14−15−17−18◦ of angles of attack
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3.3. Velocity contours around wings

The velocity contours formed around the wings are shown in Figures 3.4, 3.5 and 3.6 for rectangular, trapezoidal and arrow-angle wings.
Based on a free flow speed of 25 m/s, regions of low-speed formation were identified near the leading edge and behind the wing. Due to the
teardrop wing profile structure, the flow velocity increased on the upper surface of the wing. Furthermore, there’s an observable increase in
flow velocity within a specific area along the bottom of the wing’s leading edge. The formation of low pressure with increasing velocity
becomes more evident when comparing speed and pressure contours simultaneously. At tha 2◦ angle of attack, the high-speed region beneath
the trapezoidal wing decreased. Increasing the angle of attack to 5◦ led to an expansion of the high-speed area on the wing, particularly
noticeable in the trapezoidal and arrow-angle wing designs. As the flow speed increases over the upper surface of the trapezoidal wing,
separation of flow from the wing surface begins to occur at the rear of the wing camber.
At a 10◦ angle of attack, an SP was noted on all three types of wings. With an increase in the angle of attack, the low-velocity profile, which
appears as a wake trailing the wing, extended from the rear of the wing to its upper side. In the arrow-angle wing, the low velocity profile on
the wing covers a smaller area. When the angle of attack is set to 12◦, the wing tips experience the highest velocity, while simultaneously,
a region of lower velocity is created just beneath the wing tips because of the wings separating the airflow. At 14◦ angle of attack, the
velocity variations across different wing shapes are noticeable. For the rectangular wing, the stagnation point is at the wing’s camber peak,
creating a broad zone of reduced the velocity behind it. The trapezoidal wing has a smaller area of low velocity on its surface. Yet, the most
pronounced effect is the increased velocity at the wing’s leading edge. With the arrow-angle wing, the stagnation point is found towards the
back, resulting in a sparse area of low velocity. The extensive low-velocity profile generated by a 15◦ rectangular wing behind it covers a
large area, which is not conducive for optimal wing performance. In the trapezoidal wing, the low-velocity region has expanded, and the
separation point has shifted towards the wing’s leading edge. However, there was no alteration observed in the profile of the arrow-angle
wing. At a 16◦ angle of attack, overwing flow disruption occurs in the trapezoidal wing. For arrow-angle wings at attack angles of 17◦ and
18◦, it’s observed that there’s a significant area of low velocity beneath the wing. At an 18◦ angle of attack, the airflow is noted to create a
reverse flow pattern in the low velocity region above the wing.
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Figure 3.4: Velocity contours of rectangular wing at 0−5−10−12−14−15−16◦ of angles of attack

3.4. Vortices around wings

Prominent vortex patterns around the wing and along the direction of airflow were illustrated in Figures 3.7, 3.8 and 3.9. Interactions between
the flow and the wing resulted in the wing being enveloped by numerous small vortices. Notably, there’s an absence of vortex development at
the wing’s trailing edge, where the airflow is disrupted by the wing structure. Vortex generation at the wingtips occurred at every angle
of attack. For a rectangular wing, the wingtip vortex significantly affects the surrounding area once the angle of attack exceeds 5◦. The
trapezoidal wing exhibits the least amount of wingtip vortex. As the angle of attack increases, the vortices on the wing’s upper surface
become more chaotic, leading to their detachment from the wing’s surface sooner, before they can reach the wing’s rear. At attack angles
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Figure 3.5: Velocity contours of trapezoidal wing at 0−2−5−10−12−14−15−16◦ of angles of attack

of 0, 2, and 5◦, the wing surface vortices were formed in a stable manner. When the angle of attack reached 10◦, there were noticeable
disturbances in the flow along the entire length of the wing, particularly at the trailing edge. At an angle of attack of 12◦, the rectangular
wing’s surface showed minor disruptions due to vortex merging, a phenomenon not yet seen on trapezoidal and arrow-angle wings. At
14◦, the minor disturbances on the rectangular wing’s surface became more pronounced. The trapezoidal wing began to exhibit small to
medium-sized vortex disruptions, and the arrow-angle wing started to show small-scale vortex disturbances. At 15◦ angle of attack, the
rectangular wing experienced the formation of a significant vortex, while the trapezoidal wing had two vortices of medium size, and the
arrow-angle wing developed small to medium vortices spread across its surface. For the rectangular and trapezoidal wings at a 16◦ angle
of attack, large vortices were present on the wing surfaces, which substantially disrupted and destabilized the airflow. However, on the
arrow-angle wing at attack angles of 17◦ and 18◦, the flow irregularity was minimized near the junction of the wing and the UAV body.
Conversely, on the other wing types, the connection point to the fuselage showed increased irregularity and larger vortex formations.
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Figure 3.6: Velocity contours of arrow angle wing at 0−5−10−12−14−15−17−18◦ of angles of attack
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Figure 3.7: Vortex formations of rectangular wing at 0−5−10−12−14−15−16◦ of angles of attack
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Figure 3.8: Vortex formations of trapezoidal wing at 0−2−5−10−12−14−15−16◦ of angles of attack
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Figure 3.9: Vortex formations of arrow angle wing at 0−5−10−12−14−15−17−18◦ of angles of attack
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3.5. Pressure behaviour of the body and tail wing

Flow analysis conducted on the body revealed that it generates a slight lift. The lift coefficient (Cl) and drag coefficient (Cd) were found
to be 0.00015200737 and 0.0084482443, respectively. Figure 3.10 illustrates the pressure contours for the body alone. The body’s basic
cylindrical shape and the tapered design at both ends ensure even pressure distribution on and around the body, with minimal pressure
variation. Consequently, the wings are responsible for generating the necessary lift force. The maximum pressure was observed at the front
part of the body, specifically at the nose of the fuselage.

Figure 3.10: Pressure contours from the middle of fuselage

Figure 3.11 depicts the tail wings, which are designed with a distinct drop section model compared to the main wings. The profile’s geometry
results in high pressure exclusively at the front wing’s leading edges where the airflow first impacts. The rest of the wing and its trailing
edges experience a consistent pressure distribution. The V-shaped tail is confirmed to produce a measurable lift effect.

Figure 3.11: Tail pressure distribution

3.6. Effect of wing layout on lift and drag

Figure 3.12: Location of the wing on the fuselage
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The point where the wings attach to the main body, or fuselage, is crucial. Figure 3.12 displays three different wing attachment locations:
high, mid, and low. Table 3.4 lists the lift (Cl) and drag (Cd) coefficients resulting from these wing-fuselage configurations. The arrow-angle
from below model showed the highest lift coefficient, while the trapezoidal from the middle model had the best Cl/Cd ratio. Thus, the
trapezoidal middle model is the preferred choice. Based on this, Figure 3.13 presents the pressure outcomes for rectangular, trapezoidal,
and arrow-angle wings when attached mid-fuselage. Since the fuselage and tail remain unchanged, the wings show no significant pressure
differences. The areas of highest pressure were identified at the nose of the fuselage, the leading edges of the wings, and where the tail bonds
the fuselage. Conversely, the lowest pressure was noted at the front of the wing’s upper surface camber. This area of low pressure is also
visible in Figures 3.1, 3.2, and 3.3, which depict earlier pressure results.

Table 3.4: Cd and Cl values according to the connection position of the wing

Juncture Cl Cd Cl/Cd
Rectangle from top 0.34433 0.038805 8.87334
Rectangle from the middle 0.37425 0.0381 9.82292
Trapezoidal from the middle 0.378266 0.03782 10.00121
Trapezoidal from below 0.2784 0.03939 7.06778
Arrow-angle from middle 0.35411 0.03777 9.37481
Arrow-angle from below 0.39897 0.0384 7.78567

(a) (b)

(c)

Figure 3.13: Mid-Wing Rectangular, Trapezoidal, Arrow-Angle Pressure Distribution

3.7. Flight-cost calculation of Kamikaze UAV models

Based on ideal conditions, a basic flight-cost calculation for Kamikaze UAVs has been examined. Some assumptions and used values in the
examinations made for rectangular and trapezoidal wings;

• Optimization values CD rectangularwing = 0.02089
• Optimization values CD arrow-anglewing = 0.01976
• The price of the fuel used, Kerosene, is 1 liter for Turkey = 1.154 dollar
• Kerosene fuel density ρ = 0.82kg/L
• Kerosene calorific value (ID) = 46 MJ/kg
• Aircraft wing top view area S = 0.55 m2

• Vs = 25 m/s, ρair = 1.225 kg/m3
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• Aircraft engine efficiency η = 85%
• Fuel calculation in dollars for 1 year of rectangular wing flight time;

FD = (1/2)ρ.V 2
∞.A.CD rectangularwing

FD = (1/2) ×1.225 × 252 × 0.02089 = 4.3997

WD = FD.V∞ = 4.3997
(

kg.m
s2

)
×25

(m
s

)
= 109.9925

kg.m2

s3 (3.1)

Wmotor =
Wd

η
=

109.9925
0.85

= 129.403
(

kg.m2

s3

)
(3.2)

Wmotor = ṁ.ID = ρ . ∀̇ . ID

∀̇ =
Wmotor

ρ f uel .ID
=

129.403 kg.m2

s3

0.82 kg
L .46 MJ

kg

= 3.431 ×10−6 L
s

∀̇ = 3.431 ×10−6 L
s
.3600

s
h
= 0.0124

L
h

for 8765 hours;

0.0124
L
h
× 8765h = 108.686L

108.686 × 1.154 = 125.424 dollar

Fuel calculation in dollars for 1 year of rectangular wing flight time;

FD = (1/2)ρ.V 2
∞.A.CD arrow−anglewing

FD = (1/2) ×1.225 × 252 × 0.01976 = 4.1604

WD = FD.V∞ = 4.1604
(

kg.m
s2

)
×25

(m
s

)
= 104.01

kg.m2

s3

Wmotor =
Wd

η
=

104.01
0.85

= 122.365
(

kg.m2

s3

)
Wmotor = ṁ.ID = ρ . ∀̇ . ID

∀̇ =
Wmotor

ρ f uel .ID
=

122.365 kg.m2

s3

0.82 kg
L .46 MJ

kg

= 3.244 ×10−6 L
s

∀̇ = 3.244 ×10−6 L
s
.3600

s
h
= 0.0117

L
h

for 8765 hours;

0.0117
L
h
× 8765h = 102.5505L

102.5505 × 1.154 = 118.343 dollar

Arrow-angle kamikaze UAV was determined as the most suitable in flight-cost comparison.

4. Conclusions and Recommendations

In this study, the effects of wingspan shapes and wing-fuselage junction on the aerodynamic performance of an unmanned kamikaze
aircraft were investigated. Three different wingspan models were used: trapezoidal, rectangular and arrow-angle shapes. The effects of
angle of attack on the aerodynamic performance of different modelled unmanned aerial vehicles are shown. Pressure/velocity profiles and
vortex formation results were obtained and the differences in the results were compared. Cl and Cd coefficients were obtained with the
computational fluid mechanics analysis. The main findings found in the study can be summarized as follows.
Considering the pressure and velocity profiles and vortex formations, three different wing configurations were examined for kamikaze UAVs
and the results of the effect of the angle of attack were given. Cl and Cd coefficients were obtained with the computational fluid mechanics
analysis. The main findings found in the study can be summarized as follows;

• The structure of the pressures around the wings started to differ as a result of 15◦. At 15◦, the L– and L- negative pressure zones
above the wing started to decrease in the rectangular and trapezoidal wing, while they increased in the arrow-angle wing.

• In the arrow-angle wing, according to other results, SP occurred at the rear and a low velocity profile without intense was formed.
• The lowest wingtip vortex formation occurred in the trapezoidal wing. When the vortex formations are examined, the arrow-angle

wing structure creates a more appropriate distribution.
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• When the location of the wing mounting to the fuselage and the type of wing were investigated, trapezoidal from the mid showed the
most appropriate Cl/Cd performance.

• The trapezoidal wing has the highest lift coefficient up to 15◦ AoA. After 15◦, the lift coefficient of both models started to decrease
with the rectangular wing.

• While the arrow-angle wing exhibited the lowest lift coefficient behavior, the lift coefficient increased continuously up to 20◦. There
was no decrease in the lift coefficient.

• The drag coefficient increased in all models. The arrow-angle wing model has the lowest drag coefficient.
• The Cl/Cd ratio increased in all models up to 5◦ AoA. After 5◦ AoA, this ratio decreased in all wing models. While the trapezoidal

wing has the highest ratio up to 14 ° AoA, the Cl/Cd ratio of the arrow angle model is higher at higher angles of attack.

While it is logical to use the trapezoidal wing up to 15◦ AoA. it is more appropriate to choose the arrow-angle wing model, which still
increases the lift coefficient at higher angles of attack.
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