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ABSTRACT

In our rapidly evolving world, the confluence of challenges and opportunities in decontamination,
ecological resilience, and cutting-edge technology has become a focal point of concern and
innovation. This review explores the interplay between these elements, with profound implications
for human safety and environmental equilibrium. Post-decontamination treatment is pivotal in
countering Chemical, Biological, Radiological, and Nuclear (CBRN) hazards. Thorough
contamination elimination is imperative for risk management. The emergence and proliferation of
resistance within ecosystems present a complex challenge. Resistance mechanisms can thwart
decontamination agents, affecting environmental restoration, human health, and ecological resilience.
Drone technology heralds a transformative era in environmental monitoring. Drones with advanced
sensors and data capabilities provide access to remote, hazardous, and inaccessible ecological areas.
Real-time data empowers researchers to adapt to evolving conditions, including resistance dynamics.
Drones also serve as tools for targeted remediation in contaminated areas, optimizing resource
allocation and minimizing disruption. Case studies highlight their efficacy in ecological restoration.
Integrating drones into post-decontamination protocols is a paradigm shift. Real-time data, facilitated
by drones, bridges the gap between ecological understanding and strategic action. In conclusion,
safeguarding our world is a collective responsibility. Drones symbolize our commitment to
harmonizing human needs with the environment. This review illuminates a path forward, celebrating
our capacity to protect, preserve, and prosper, not just for ourselves but for the world we inhabit. It
emphasizes the imperative to save our planet, forging a sustainable future where humanity and nature
thrive in harmonious coexistence.

Keywords: Decontamination, resistance, drone technology, environmental monitoring, ecological
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1 Introduction

In an era characterized by rapid technological advancements and an increasingly interconnected global
community, the management of biorisk materials and the consequences of their inadvertent release or
misuse have emerged as critical concerns for both public health and environmental preservation [1]. The
process of decontamination, which seeks to mitigate the hazards posed by these materials, represents a
pivotal component in safeguarding human health and ecological integrity [2]. However, it is imperative
to recognize that the efficacy of decontamination procedures is not without collateral ramifications,
particularly regarding their environmental implications [3].

Concurrently, the advent of drone technology has opened new vistas in environmental monitoring and
remediation. Drones, equipped with advanced sensor arrays and remote sensing capabilities, offer an
unprecedented opportunity to scrutinize the aftermath of decontamination efforts with precision, allowing
for real-time data collection and decision-making [4]. Their integration into biorisk material management
holds immense potential in addressing the ecological consequences of post-decontamination
decontaminants and in developing targeted strategies for resistance detection and remediation. As
traversing the intricate terrain of post-decontamination decontaminants, environmental impacts, and the
pivotal role of drones, this review endeavors to elucidate the complexities surrounding these issues [5].
Through a synthesis of existing literature, analysis of case studies, and exploration of future research
directions, this review seeks to provide a comprehensive understanding of the challenges and
opportunities that lie at the intersection of decontamination, environmental stewardship, and the
preservation of ecosystem resilience. In so doing, it underscores the imperativeness of adopting a holistic
approach that harmonizes human safety with environmental sustainability in the context of biorisk
material management [6].

This review aims to delve into the intricate and multifaceted nexus between post-decontamination
decontaminants, their influence on the environment, and the evolving challenges posed by the emergence
of resistance in ecosystems. While the immediate objective of decontamination is to render biorisk
materials innocuous, the inherent properties of decontaminants and their interaction with environmental
matrices often engender unforeseen ecological perturbations [7]. In parallel, the phenomenon of
resistance, long studied within the realm of antimicrobial resistance, is increasingly manifesting itself in
ecological settings post-decontamination, eliciting concerns about the resilience of ecosystems and their
capacity to rebound from anthropogenic perturbations [8].

2  Post-Decontamination Decontaminants: Agents and Their Environmental
Implications

The effective mitigation of biorisk materials necessitates not only the initial decontamination procedures
but also the subsequent application of post-decontamination decontaminants [9]. These agents, designed
to neutralize residual contamination and ensure the complete eradication of hazardous materials, play a
pivotal role in the safety and security of both human populations and the environment [10,11].

2.1  Types of Post-Decontamination Decontaminants

Post-decontamination decontaminants encompass a spectrum of chemical, biological, and physical
agents, each tailored to the specific nature of the biorisk material and the environment in which
decontamination occurs. These agents are diverse, ranging from oxidizing chemicals and biocides to
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enzymatic compounds and radiation-based methods. The choice of decontaminant is contingent upon
factors such as the type of hazardous material, the contamination level, and the intended decontamination
site [12].

. Chemical Decontaminants: Chemical agents, exemplified by oxidizing agents like hydrogen
peroxide or chlorine-based compounds, are extensively used in post-decontamination processes. They are
prized for their ability to react with and neutralize biological agents and toxins. However, the
indiscriminate use of such chemicals can have profound effects on surrounding ecosystems. Runoff from
decontamination efforts can contaminate soils and water bodies, leading to adverse ecological
consequences [13].

. Biological Agents: Biological decontaminants employ living organisms, such as enzymes or
bacteria, to break down or metabolize biorisk materials. While biodegradation is a promising approach,
the introduction of non-native organisms into ecosystems may disrupt natural microbial communities,
potentially leading to ecological imbalances.

. Radiation-Based Decontamination: Radiation-based methods, including gamma irradiation and
electron beam treatment, utilize ionizing radiation to eradicate contaminants. While highly effective, these
methods can induce chemical changes in soils and other materials, altering their physicochemical
properties and potentially affecting soil fertility and microbial activity [9].

2.2 Environmental Implications

The use of post-decontamination decontaminants, although indispensable for safeguarding human health,
engenders a series of environmental implications that demand careful consideration. These implications
encompass soil and water contamination, alteration of microbial communities, and disruption of
ecosystems [14].

. Soil Contamination: Residues of decontamination agents can persist in soil matrices long after
their application, potentially leading to soil pollution. The accumulation of such residues may alter soil
chemistry, affecting nutrient availability and soil pH, which, in turn, can influence plant growth and
overall ecosystem health.

. Water Contamination: Runoff from decontamination efforts can transport decontaminants into
nearby water bodies, raising concerns about water quality. Contaminants can adversely affect aquatic
ecosystems, disrupting aquatic life and posing risks to human water resources [15].

. Microbial Community Shifts: The introduction of decontamination agents into soil and water
environments can induce shifts in microbial communities. These shifts may favor the development of
resistance mechanisms among microorganisms, a phenomenon that can impact ecosystem functioning
and resilience.

. Ecosystem Disruption: The cumulative effect of post-decontamination decontaminants on soil,
water, and microbial communities can lead to broader ecosystem disruptions. These disruptions may
manifest as changes in species composition, habitat degradation, and alterations in trophic dynamics.

Apparently, it becomes evident that post-decontamination decontaminants are not without their ecological
consequences. It is imperative to recognize the intricate interplay between human safety and
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environmental stewardship, seeking a balance that minimizes adverse impacts on ecosystems while
ensuring the effective neutralization of biorisk materials [16].

2.3 The Imperative of Post-Decontamination Treatment

The utilization of post-decontamination decontaminants arises from the critical necessity to ensure that
residual contamination, often imperceptible to the naked eye, is thoroughly eliminated following initial
decontamination procedures [17]. The need for post-decontamination treatment is underscored by several
factors:

. Residual Threats: Even the most meticulous initial decontamination processes may leave behind
minute traces of biorisk materials. These residual contaminants, although at reduced concentrations,
continue to pose a potential threat to human health and the environment. The persistence of such
contaminants can result from their adherence to surfaces, penetration into porous materials, or subsurface
infiltration into soils [18].

. Persistence of Biological Agents: Biological agents, including microorganisms and their toxins,
exhibit tenacity in adverse environmental conditions. Residual spores, for instance, can remain viable for
extended periods, posing a latent danger if not effectively neutralized. Consequently, post-
decontamination decontaminants are designed to target these lingering threats, preventing their resurgence
[19].

. Preventing Recontamination: In scenarios where decontaminated areas are intended for
subsequent use, the prevention of recontamination is paramount. Post-decontamination treatment acts as
a safeguard against the reintroduction of biorisk materials into spaces where they may pose risks to
occupants or the broader environment [20].

. Environmental Resilience: While the focus of post-decontamination treatment is primarily on
human safety, it is intrinsically tied to environmental resilience. By ensuring that residual contamination
is eliminated, additionally mitigating the potential for ecological perturbations arising from low-level,
persistent contamination should be made [21].

In sum, the imperative for post-decontamination treatment lies in its capacity to address residual
contamination that lingers in the aftermath of decontamination efforts. This strategic approach safeguards
against potential threats, bolsters environmental resilience, and upholds the overarching objective of
biorisk material management—namely, the protection of human health and the environment [22].

3 Resistance in Ecosystems: A Growing Concern

In the complex milieu of post-decontamination scenarios, the emergence and proliferation of resistance
in ecosystems have become a topic of escalating concern. Resistance, in this context, refers to the ability
of microorganisms and other biological entities within ecosystems to withstand and adapt to the presence
of post-decontamination decontaminants [23,24].

3.1 The Dynamics of Resistance

Resistance in ecosystems manifests as the capacity of resident organisms to endure and, in some instances,
thrive in the presence of post-decontamination decontaminants that were originally intended to eradicate
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them. These resistant organisms may include bacteria, fungi, algae, or even higher-level organisms within
the ecological hierarchy. The dynamics of resistance are shaped by several interrelated factors [25]:

. Selection Pressure: The application of post-decontamination decontaminants exerts a profound
selection pressure on microbial populations. Those microorganisms possessing inherent or acquired
resistance mechanisms gain a competitive advantage.

. Genetic Adaptation: Resistance can arise through genetic adaptation, involving mutations that
confer protection against decontaminants. Genetic changes may occur spontaneously or be transferred
horizontally among microbial communities, enabling the rapid dissemination of resistance traits [26].

. Co-Selection: The use of broad-spectrum decontaminants may co-select for resistance to
antibiotics or other antimicrobial agents. This phenomenon is particularly concerning in environments
where human and veterinary pharmaceuticals coexist with post-decontamination agents.

. Ecological Context: The ecological context plays a pivotal role in resistance dynamics.
Environmental conditions, nutrient availability, and the presence of competing or symbiotic species all
influence the prevalence and persistence of resistance [27].

3.2 Mechanisms of Resistance

Resistance in ecosystems arises through a spectrum of mechanisms, each conferring a degree of protection
against post-decontamination decontaminants. These mechanisms may be intrinsic or acquired, stemming
from the acquisition of resistance genes. Key mechanisms include [28]:

. Efflux Pumps: Microorganisms can employ efflux pumps to expel decontaminants from their
cellular membranes, reducing their intracellular concentration.

. Enzymatic Degradation: Certain microorganisms produce enzymes capable of degrading
decontaminants, rendering them ineffective.

. Biofilm Formation: Microbial communities often encase themselves in protective biofilms,
shielding against decontaminant penetration.

. Genetic Resistance Elements: Resistance genes, including those encoding for antibiotic
resistance, can be mobilized and disseminated among microorganisms via horizontal gene transfer
mechanisms [27].

3.3 Implications of Resistance

Resistance in ecosystems carries significant implications for human health, environmental stability, and
biorisk material management:

. Human Health Risks: Resistant microorganisms may persist in the environment, potentially
encountering humans or animals. This may raise concerns about the transfer of resistance genes to
pathogens, complicating diseases treatment.

. Ecological Resilience: Resistance can alter the composition and functioning of microbial
communities, potentially reducing ecosystem resilience and adaptability to environmental changes.
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. Long-Term Environmental Impact: The persistence of resistant organisms in the environment
may have long-term repercussions, necessitating proactive strategies to mitigate resistance and protect
ecosystem health.

The intricate terrain of resistance in ecosystems makes the picture clear that this phenomenon warrants
comprehensive examination and proactive management strategies [27,28].

4 Monitoring and Managing Resistance

Effectively addressing resistance in ecosystems necessitates a multifaceted approach that encompasses
monitoring, assessment, and adaptive management. This proactive stance is crucial to mitigate the
potential consequences of resistance emergence. Several key considerations underpin these efforts [29]:

. Surveillance and Detection: Monitoring the presence and prevalence of resistance in ecosystems
is paramount. Molecular techniques, metagenomics, and microbiome analysis offer valuable tools for
identifying and quantifying resistance genes and resistant organisms within ecological niches.

. Environmental Risk Assessment: A comprehensive assessment of the environmental risks
associated with resistance is indispensable. Such assessments evaluate the potential ecological
consequences of resistance, helping to inform management strategies [30].

. Integrated Management: Addressing resistance in ecosystems necessitates an integrated approach
that combines ecological restoration, targeted intervention, and responsible decontamination practices.
Strategies may include the use of alternative decontamination agents, decontaminant-free zones, and
promoting natural attenuation of contaminants.

. Adaptive Management: Given the dynamic nature of resistance and ecosystems, adaptive
management strategies are essential. These strategies involve ongoing assessment and adjustment based
on evolving data and ecological conditions.

. Drone-Based Monitoring: As technology advances, drones have emerged as powerful tools for
real-time monitoring of resistance. Equipped with various sensors, including DNA sequencers and
imaging devices, drones can provide valuable data for tracking resistance dynamics in remote or
challenging-to-reach environments [31,32].

4.1 Defining Resistance in Ecosystems

Resistance in ecosystems is a multifaceted phenomenon that resonates deeply within the context of post-
decontamination scenarios. At its core, resistance denotes the capacity of microorganisms and other
biological entities residing within ecosystems to withstand and adapt to the presence of post-
decontamination decontaminants, which were originally introduced with the intention of eradicating
them. This intricate concept becomes especially pertinent in the wake of decontamination efforts, as it
encapsulates the resilience of life forms in the face of chemical, biological, or physical agents designed
to curtail their existence. The relevance of resistance in ecosystems emerges from the profound interplay
between human interventions, such as decontamination, and the inherent adaptability of organisms to
environmental pressures. This adaptability encompasses a spectrum of mechanisms that empower
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microorganisms and other species to endure the challenges posed by decontaminants. In doing so, these
resilient organisms can persist and, in some instances, proliferate, despite the initial intent of rendering
them inert [33].

4.2 Decontaminants and the Genesis of Resistance

The use of decontaminants, which constitute an integral component of post-decontamination protocols,
may inadvertently precipitate the emergence of resistance in ecosystems. The pathways through which
this occurs are complex and multifaceted, reflecting the dynamic nature of microbial communities and
ecological systems [34]:

. Selection Pressure: The application of decontaminants creates a potent selection pressure within
ecosystems. In essence, it initiates a competitive landscape in which organisms possessing innate or
acquired resistance mechanisms gain a distinct advantage. This selection pressure often results from the
elimination of susceptible individuals, allowing resistant counterparts to thrive and perpetuate their
genetic traits.

. Genetic Adaptation: Resistance can manifest through genetic adaptation, driven by mutations
that confer protection against decontaminants. These genetic changes may occur spontaneously within
microbial populations or be facilitated by horizontal gene transfer mechanisms, which facilitate the rapid
dissemination of resistance traits among microbial communities.

. Co-Selection: Particularly concerning is the phenomenon of co-selection, where the use of
decontaminants with broad-spectrum antimicrobial properties inadvertently selects for resistance to other
classes of antimicrobial agents, including antibiotics. This co-selection scenario can exacerbate the spread
of resistance within ecosystems, compounding the challenge of managing resistant organisms.

. Ecological Dynamics: Resistance dynamics within ecosystems are intricately intertwined with
the ecological context. Factors such as environmental conditions, nutrient availability, and the presence
of competing or symbiotic species significantly influence the prevalence and persistence of resistance.
Consequently, the emergence and propagation of resistance within ecosystems are influenced by a
complex web of ecological variables.

Navigating the intricate landscape of resistance in ecosystems, it becomes evident that this phenomenon
transcends traditional disciplinary boundaries, necessitating interdisciplinary research and management
approaches. A comprehensive understanding of resistance dynamics, their underlying mechanisms, and
their ecological consequences is paramount to mitigating the potential risks associated with resistance in
the aftermath of decontamination efforts [35,36].

5 The Role of Drones in Resistance Management

The integration of drones into resistance management strategies represents a promising avenue for
enhancing our understanding and response to resistance in ecosystems. Drones offer several advantages
[37]:

. Real-Time Data Collection: Drones equipped with advanced sensors can collect real-time data on
resistance markers, microbial communities, and environmental conditions. This data aids in assessing the
extent and dynamics of resistance.
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. Remote Sensing: Drones can access remote or hazardous areas, providing valuable insights into
resistance in otherwise inaccessible environments, such as post-decontamination sites or contaminated
natural reserves.

. Adaptive Sampling: Drones can be programmed to adaptively sample based on detected
resistance markers, allowing for targeted sampling and analysis in areas of concern.

. Early Warning Systems: By continuously monitoring resistance markers, drones can serve as
early warning systems, alerting stakeholders to emerging resistance trends and facilitating timely
intervention.

Resistance in ecosystems represents a multifaceted challenge with far-reaching implications for human
health and environmental stability [7]. Grappling with this phenomenon, proactive strategies, including
the innovative use of drones, hold promise in enhancing our capacity to detect, monitor, and manage
resistance in post-decontamination scenarios.

6 Drones in Environmental Monitoring: Pioneering Precision in Post-Decontamination
Assessment

6.1 The Pivotal Role of Drones in Environmental Monitoring

In the realm of post-decontamination assessment and environmental monitoring, the introduction of
Unmanned Aerial Vehicles (UAVs), commonly referred to as drones, has marked a transformative
paradigm shift. These aerial platforms, equipped with an array of advanced sensors and instrumentation,
have emerged as indispensable tools for acquiring real-time data in dynamic and often challenging
ecological settings. Their capacity to navigate diverse terrains, access remote or hazardous areas, and
capture high-resolution imagery has propelled them to the forefront of environmental monitoring practices
[38].

The pivotal role played by drones in environmental monitoring cannot be overstated. Their agility and
versatility enable them to execute tasks that were once logistically cumbersome or prohibitively
expensive. Moreover, their capacity to collect data in situ, at the heart of environmental processes, affords
researchers and environmental managers a level of precision and immediacy previously unattainable. This
capacity for real-time data acquisition, paired with their ability to venture into otherwise inaccessible
domains, positions drones as instrumental assets in assessing the impact of post-decontamination
decontaminants on ecosystems [39].

6.2 Advantages of Drone-Based Assessment in Post-Decontamination Scenarios

The advantages inherent in employing drones to evaluate the impact of post-decontamination
decontaminants on ecosystems are manifold and extend across several critical dimensions [8]:

1. Remote Sensing Capabilities: Drones can access remote or challenging terrains, such as contaminated
sites or fragile ecosystems, without the need for on-site human presence. This attribute is invaluable in
post-decontamination assessments where safety or accessibility may be compromised.

2. Real-Time Data Acquisition: Perhaps their most distinguishing feature, drones provide real-time data,
enabling researchers to capture the dynamic nuances of ecological responses immediately after
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decontamination efforts. This immediacy is invaluable for assessing the immediate impact of
decontaminants.

3. High-Resolution Imaging: Equipped with advanced cameras and imaging systems, drones capture
high-resolution imagery, facilitating the precise identification of changes in vegetation, soil conditions,
or aquatic ecosystems. This capability enhances the detection of subtle alterations resulting from post-
decontamination interventions.

4. Adaptive Sampling: Drones can be programmed to adaptively sample specific areas of concern,
focusing data collection efforts where resistance markers, ecological shifts, or contamination hotspots are
detected. This targeted approach optimizes resource utilization and data relevance.

5. Improved Safety and Cost-Efficiency: By reducing the need for physical access to hazardous or
challenging environments, drones enhance safety for human personnel while minimizing logistical costs
associated with extensive fieldwork.

6. Multimodal Sensor Integration: Drones can integrate a diverse range of sensors, including DNA
sequencers, spectrometers, and thermal imaging cameras. This multifaceted sensor integration enables
comprehensive data collection, allowing for a holistic assessment of environmental changes.

In essence, drones have transcended the realm of technological novelty to become indispensable allies in
the pursuit of understanding and mitigating the impact of post-decontamination decontaminants on
ecosystems. Their capacity to bridge the gap between human safety and ecological preservation through
precise, real-time data acquisition underscores their transformative potential in post-decontamination
assessments [40,41]. Figure 1 shows a drone design concept used in post-decontamination.

Figure 1: Drone design concept used in post-decontamination.
7 Drone-Based Resistance Detection: Navigating Resistance Frontiers with Precision

7.1  Harnessing Drones for Resistance Detection in Ecosystems

The deployment of drones as instruments of ecological exploration extends beyond their capabilities in
environmental monitoring. These aerial platforms have emerged as instrumental allies in the endeavor to
detect and scrutinize resistance within ecosystems. The utilization of drones for resistance detection
represents an innovative and transformative approach that holds immense promise in our quest to
comprehend the complexities of resistance dynamics in the aftermath of decontamination efforts.
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Drones, with their real-time data acquisition capacity, can be employed to survey environments for signs
of resistance, encompassing changes in microbial populations, genetic adaptations, and shifts in microbial
community structures. Their ability to access remote or otherwise challenging ecological niches
empowers researchers to venture into areas where resistance may be lurking, providing critical insights
into the resilience of ecosystems following decontamination interventions [42,43].

7.2 Sensor Technologies and Data Analysis Methods in Resistance Monitoring

The efficacy of drone-based resistance detection relies heavily on sensor technologies and data analysis
methods designed to decipher subtle ecological shifts. Drones can be equipped with an array of sensors
tailored to detect resistance markers, assess microbial community dynamics, and capture environmental
variables. These sensors may include [44,45]:

. DNA Sequencers: DNA sequencers onboard drones can analyze environmental samples to
identify specific resistance genes or mutations. This approach offers unparalleled precision in detecting
genetic adaptations linked to resistance [46].

. Spectrometers: Spectrometers enable drones to collect spectral data from ecosystems, revealing
changes in vegetation, soil properties, or water quality. Such changes may serve as indirect indicators of
resistance-related ecological shifts.

. Thermal Imaging Cameras: Thermal imaging cameras can identify temperature variations in
ecosystems, potentially indicating the presence of resistance-associated microbial activity. Elevated
temperatures, for instance, may signify the metabolic activity of resistant microorganisms [47].

Data analysis methods in resistance monitoring encompass a spectrum of computational techniques,
including bioinformatics, machine learning, and ecological modeling [7]. These methods enable
researchers to analyze and interpret the voluminous datasets collected by drones, facilitating the
identification of resistance patterns, ecological responses, and correlations with environmental
parameters. While exploring the potential of drones for resistance detection, it becomes evident that their
integration into resistance monitoring protocols enhances our capacity to discern and understand the
intricacies of resistance dynamics within ecosystems [37,48].

8 Remediation Strategies with Drones: Precision in Ecological Restoration

8.1 Drones as Catalysts for Targeted Remediation

Drones, with their capacity for real-time data acquisition and agile maneuverability, extend their
transformative influence beyond resistance detection into the realm of targeted ecological remediation.
The potential of drones for precision-based interventions in contaminated areas is a testament to their
versatility and utility in the preservation of ecosystem health. In contaminated environments, drones can
serve as aerial delivery platforms for remediation agents, such as bioremediation microorganisms,
enzymes, or specific chemicals [49,50]. By precisely delivering these agents to areas where resistance is
detected or contamination persists, drones minimize unnecessary dispersion of remediation resources,
thus optimizing their effectiveness. This targeted approach minimizes ecological disruption and
maximizes the chances of successful remediation [42,51].
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8.2 Case Studies and Drone-Assisted Ecological Restoration

The application of drones in ecological restoration and remediation efforts is exemplified by numerous
case studies across various ecosystems. These case studies offer valuable insights into the tangible benefits
of drone-assisted restoration [52,53]:

» Riparian Zone Restoration: Drones have been used to reseed native vegetation along
riverbanks and wetlands. By dropping seed pods or spraying seeds precisely in areas needing
restoration, drones enhance biodiversity and improve habitat quality.

+ Contaminated Site Remediation: In contaminated industrial sites, drones have played pivotal
roles in the delivery of remediation agents, such as bioremediation microbes or chemical
treatments, to specific areas of concern. This approach accelerates the restoration process and
minimizes the spread of contaminants.

» Invasive Species Management: Drones have been utilized to identify and manage invasive
plant species in sensitive ecosystems. They can disperse herbicides or deploy targeted
treatments to control invasive species' spread while minimizing harm to native flora.

These case studies underscore the potential of drones not only as tools for data collection and analysis but
also as instruments of ecological healing and rejuvenation. By integrating drones into post-
decontamination and restoration protocols, enhancing our ability to address the ecological repercussions
of contamination and resistance while fostering ecosystem recovery and resilience [40,54].

9 Integrating Drone Technology: Enabling Adaptive Management

The integration of drone technology into post-decontamination protocols represents a paradigm shift in
the realm of biorisk material management. It offers a dynamic approach that aligns human safety with
environmental stewardship. By incorporating drones, we bridge the gap between data collection and
decision-making, empowering adaptive management strategies that respond to real-time ecological
insights. The role of real-time data, facilitated by drones, is central to the concept of adaptive management.
Decision-makers are empowered to respond promptly to ecological changes, resistance trends, or
unexpected challenges arising from post-decontamination scenarios [40,51]. This agility allows for the
dynamic adjustment of remediation strategies, allocation of resources, and implementation of ecological
restoration measures. In essence, the integration of drone technology not only enhances our capacity for
data collection and ecological understanding but also instills agility and adaptability into the heart of post-
decontamination protocols [55,56]. It embodies a holistic approach that recognizes the intricate interplay
between human safety, environmental preservation, and the preservation of ecosystem health. As we
continue to navigate the evolving landscape of biorisk material management, the role of drones remains
pivotal, offering a beacon of hope for the harmonious coexistence of humanity and nature in an era of
increasing technological advancement [57,58].

10 Conclusion: Forging a Sustainable Path Forward

The confluence of post-decontamination decontaminants, resistance in ecosystems, and the transformative
potential of drones has illuminated the intricate terrain of biorisk material management and environmental
stewardship. In our pursuit of a sustainable path forward, several key takeaways emerge:

1. Environmental Guardianship: Biorisk material management extends beyond human safety; it
embodies our responsibility as environmental stewards. Recognizing the potential ecological
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consequences of decontaminants and the emergence of resistance underscores the urgency of harmonizing
human interests with those of the environment.

2. Precision and Agility: Drones epitomize precision and agility in post-decontamination scenarios. Their
real-time data acquisition capacity empowers us to make informed, adaptive decisions that mitigate
ecological harm and promote resilience.

3. Interdisciplinary Collaboration: Effective management of resistance and environmental consequences
requires interdisciplinary collaboration. Experts from fields spanning microbiology, ecology, technology,
and policy must collaborate to navigate this complex landscape.

4. Innovation and Adaptation: The evolving landscape of biorisk material management demands
innovation and adaptation. The integration of drones exemplifies our capacity to harness cutting-edge
technology for the greater good of humanity and the environment.

5. Holistic Perspective: A holistic perspective, one that encompasses human safety, environmental
health, and ecological resilience, is paramount. As we advance in our understanding of resistance and
environmental dynamics, this perspective guides our decision-making.

In our collective journey through the realms of decontamination, resistance, and the innovative application
of drone technology, we have unraveled the profound interconnectedness of human endeavors with the
delicate ecosystems that cradle our existence. The path forward is illuminated by a stark yet compelling
realization: we bear a shared imperative to safeguard our world. At the intersection of science, technology,
and environmental stewardship, we find the blueprint for a sustainable future. Our responsibility extends
beyond the preservation of human safety; it encompasses the protection of the intricate web of life that
thrives alongside us. Resistance in ecosystems, often sparked by the very interventions intended to protect
us, underscores the need for vigilance and ecological mindfulness.

The role of drones, as our emissaries into the unknown, symbolizes our unwavering commitment to
harmonize the interests of humanity with those of the environment. Their ability to collect real-time data,
pinpoint resistance, facilitate restoration, and guide adaptive management signifies a transformative force
that we must embrace and wield responsibly. As we conclude this exploration, let us not forget the
imperative to save the world—one ecosystem, one habitat, one species at a time. The world we share is
an irreplaceable tapestry of life, intricately woven by the forces of evolution, time, and nature's wisdom.
It is our privilege and duty to act as its guardians, ensuring that the delicate threads of biodiversity remain
unbroken, the ecosystems resilient, and the planet habitable for generations to come. In the face of
evolving challenges and advancing science, let us remain steadfast in our commitment to protect, preserve,
and prosper together. The fate of our world is intertwined with our choices, and it is within our power to
chart a course towards a sustainable, harmonious coexistence—one that saves not only ourselves but the
remarkable world we call home.
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0z

Bu ¢aligma, CST Studio bilgisayar programi ve bu programin optimize yontemlerini kullanarak; imal
edilen antipodal Vivaldi anteninin, FR-4 dielektrik alt-taban malzemesi yiizeylerine baski devre
asamalarini; akabinde vektor ag analizorii cihazinda yapilan 6lgiimleri kapsar. Temel gaye, antenin
¢esitli mobil haberlesme teknolojileriyle uyumlu bir sekilde ¢aligabilmesi i¢in, istenen frekanslarda,
en iyileme islemi uygulanmasiyla elde edilen antenin tasarim ve iiretim siireglerini gelistirmektir. En
iyileme iglemi i¢in genetik algoritma, parcacik siirii algoritmasi ve parametrik tarama algoritmasi
olmak tizere ti¢ farkli yontem kullanilmigtir. Her bir optimizasyon yonteminden sonra CST Studio
programi tarafindan zaman alaninda iiretilen benzetim grafikleri yorum yapilarak paylasilmistir.
Teorik hesaplamalar, tasarim, benzetim, optimizasyon ve iretim siireglerinden sonra gergek test
ortamindaki deneylerde VNA cihazi tarafindan olgiilen grafikler bilgisayar programi vasitasiyla
varilan grafiklerle karsilagtirilmistir. Laboratuvar analizlerine gore ilk 6lglimler, tasarimi ve tiretimi
yapilan antipodal Vivaldi anteninin sirasiyla 807 MHz, 2643 MHz ve 3050 MHz frekanslarinda
bagariyla ¢alistigim gostermektedir. Merkez frekanslar olarak kullanilabilecek bu frekanslarin S11
sacilma degerlerini en diisiik olarak verdigi tespit edilmistir. Laboratuvar 6l¢iimiinde elde edilen 2,64
GHz merkez frekansi igin bant genisligi -17,719 dB’nin 3 dB fazlasi olan -14,719 dB verisinin
o6l¢tildiigii sol ve sag araliklar aras1 olan 2,53 GHz ve 2,77 GHz frekanslar1 arasi olup bant genisligi
yaklasik 240 MHz’dir. Ayn1 sekilde, diger merkez frekanslarin bant genisligi de hesaba katilirsa; tiim
bu veriler, antenin farkli iletisim teknikleriyle uyumluca kullanilabilecegini ve genis spektrum
uyumluluguna sahip oldugunu gostermektedir. Sonug olarak, en iyileme siireci geciren antipodal
Vivaldi antene ait bilgiler, endiistriyel uygulamalar ve yeni akademik calismalar i¢in degerli
referanslar sunarak gelecekteki kablosuz iletisim teknolojilerinin gelisimine katki saglayabilecek
niteliktedir.

Anahtar Kelimeler: Antipodal Vivaldi anten, genis bant iletisim, kablosuz haberlesme sistemleri.
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Broadband High-Performance Antipodal Vivaldi Antenna:
An Efficient Design for Wireless Communication Systems

ABSTRACT

This study covers the printed circuit stages on the surfaces of FR-4 dielectric substrate materials of
the manufactured antipodal Vivaldi antenna using the CST Studio computer program and its
optimization methods. Subsequently, measurements conducted on a vector network analyzer device
are included. The primary objective is to improve the design and production processes of the antenna
obtained through the application of optimization processes at the desired frequencies for the antenna
to work compatibly with various mobile communication technologies. Three different methods,
namely genetic algorithm, particle swarm algorithm, and parametric scanning algorithm, are used for
the optimization process. Simulation graphics generated in the time domain by the CST Studio
program after each optimization method are interpreted and shared. Theoretical calculations, design,
simulation, optimization, and production processes are compared with the graphs reached through the
computer program in experiments in the real test environment by the VNA device. According to
laboratory analyses, initial measurements show that the designed and manufactured antipodal Vivaldi
antenna successfully operates at frequencies of 807 MHz, 2643 MHz, and 3050 MHz, respectively. It
is determined that these frequencies, which can be used as center frequencies, provide the lowest S11
scattering values. The bandwidth for the 2.64 GHz center frequency obtained in laboratory
measurements is approximately 240 MHz, with frequencies between 2.53 GHz and 2.77 GHz where
the -14.719 dB data, 3 dB beyond -17.719 dB, is measured. Similarly, considering the bandwidth of
other center frequencies, all these data indicate that the antenna can be used compatibly with different
communication techniques and has wide spectrum compatibility. In conclusion, the information
related to the antipodal Vivaldi antenna undergoing the optimization process provides valuable
references for industrial applications and new academic studies, contributing to the development of
future wireless communication technologies.

Keywords: Antipodal Vivaldi antenna, broadband communications, wireless communication
systems.

1 Giris

Mikrodalga antenler, kablosuz iletisim sistemlerinin temel bilesenleri olarak biiyiik bir 6neme sahiptirler.
Kablosuz iletisim teknolojilerindeki hizli gelismeler, yiiksek veri hizlarina ve genis kanal kapasitesine
ihtiyag duyulmasina neden oldugundan verimli bir genis bant antene olan ihtiyag artmistir [1]. Antipodal
Vivaldi anteni yeterli bant genigligine sahip olmak, yonliiligii korumak ve verimliligi artirmak gibi
zorluklarin tstesinden gelmek i¢in uygun bir ¢6ziim sunar [2]. Tasarim ilkeleri, genis bant spektrumu elde
etmek icin farkli bir yapinin kullanilmasini igerir.

Antipodal Vivaldi anten ile ilgili son yillarda birgok ¢alisma yapilmigtir. M. Wang ¢alismasinda karaciger
mikrodalga termal ablasyonunu izlemek igin bir goriintiileme sistemi tasarimi sunmustur. Bu sistemin bir
pargasi olarak, kompakt bir yuva yiiklii antipodal Vivaldi anten kullanilmaktadir [3]. S. Kumar 5G
iletisimi igin yliksek verimli, genis bant genisligine sahip ve giiglii iletim performansi saglayan ¢ift bant
antipodal Vivaldi anten dizaynini ele alan bir ¢alisma gergeklestirmistir [4]. J. Wang uzak alanda ultra
genis bant sinyal tespiti icin gelismis hassasiyet ve dogruluk saglama amaci giiden bir antipodal vivaldi
anten tasarimi gergeklestirmistir [5]. Antipodal Vivaldi anten (diger bir adi Tapered Slot Antenna (TSA)),
genis bant genisligi ve yiliksek yonliiliikk 6zellikleri nedeniyle ¢esitli uygulamalarda tercih edilen bir
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tasarimdir [6]. Gergeklestirilen tiim bu ¢alismalarin ortak noktalar1 olarak antipodal Vivaldi antenlerin
genis bant iletime sahip olmasi, boyutlarmin kugiik olabilmesi, dogru yonlendirebilme kabiliyetleri
stralanabilir. {lgili calismalarla birlikte antipodal Vivaldi antenin, mikrodalga frekans bandindaki iletisim
sistemlerinin performansini artirmak ve tasarim zorluklarinin iistesinden gelmek igcin Onemli bir
potansiyele sahip oldugu goriilmektedir.

Bu ¢alisma, antipodal Vivaldi anten odakli olup FR-4 dielektrik alt-tabani kullanilarak 800 MHz ve 2,6
GHz merkez frekanslarindaki uygulamalarda calisabilecek bir c¢ift-bant (dual-band) anten tasarimi
olusturmay1 ve optimizasyon araclartyla beraber anten tasarim parametrelerinin anten performansina olan
etkisini incelemeyi amaglamaktadir. Antipodal Vivaldi antenin performansi benzetim ve deneysel tabanl
bir yaklasim benimsenerek analiz edilmistir. Benzetim kisminda anten tasariminin iyilestirilmesi igin ti¢
farkli yontem kullanilmigtir. Bunlar sirasiyla “Genetic” (Genetik) algoritmasi, “Particle Swarm” (Pargacik
Stirtisti) algoritmas1 ve “Parameter Sweep” (Parametrik Tarama) optimizasyonlaridir. Bu yontemler
sayesinde antenin tasarim parametreleri istenilen caligma bolgesine gore optimum sonucu gostererek
ortaya ¢ikmaktadir. Bu calismanin kablosuz haberlesme sistemleri i¢in daha etkin ve verimli anten
tasarimlarinin gelistirilmesine katki saglamasi beklenmektedir.

2 Metodoloji

Kablosuz haberlesme sistemlerinden telefon iletisimi, WiFi, WiMAX gibi uygulamalarda
kullanilabilecek olan nihai antenin sorunsuz ¢alisabilmesi i¢in gesitli parametrik taramalardan gegirilerek
en iyinin elde edilmesi ¢aligmanin ana hedefidir. 2G, 3G, 4G, 4,5G ve 5G kablosuz iletisim standartlarina
uyan bir tasarim ger¢eklestirmek ¢aligmanin kapsami icerisindedir. Tiirkiye i¢in 2G baglantis1 900 MHz
ve 1800 MHz civarlarinda, 4,5G baglantis1 800 MHz, 1800 MHz, 2100 MHz ve 2600 MHz frekans1
cevrelerinde olurken; Ispanya baz alindiginda 2G baglantilar icin 900 MHz ve 1800 MHz, 3G baglantilar:
icin 900 MHz ve 2100 MHz, 4G baglantilar1 i¢in 800 MHz, 1800 MHz ve 2600 MHz, 5G baglantilar i¢in
ise 700 MHz ve 3500 MHz frekanslarinda bahsedilen haberlesmeler gergceklesmektedir. Kullanilmasi
planlanan antenlerin giristen geri yansima parametresinin (S11) -10 dB ve altindaki degerlerde olmasi
beklenmektedir [7]. Eger S11, gii¢, verimlilik gibi faktorler yeterli seviyede olursa iiretilecek olan anten
iilkeden tilkeye farkli kullanim alanlarina sahip olabilir.

100 — 900 MHz araliginda ¢alismaya el verigli olmasi sebebiyle, Sekil 1°deki Vivaldi anten tasarimi tercih
edilerek yeni bir tasarim siirecine girilmistir, Sekil 1°deki her bir uzunlugun anten 1s1masina etkisi vardir
[8]. CST programinda c¢izilip isterleri olusturulduktan sonra FR-4 dielektrik alt-tabana baskist
yapilacaktir.

Sekil 1. Esneyebilen Vivaldi anten tasarimi [8]
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2.1 Tasarimm Siireci

Anten tasariminin bilgisayar ortaminda olusturulmasi ve benzetiminin gergeklestirilmesi igin CST Studio
Suite programi kullanilmistir. CST Studio Suite, elektromanyetik alan simiilasyonu ve analizi i¢in
kullanilan kapsamli bir yazilim paketidir. Tasarimda kullanilan parametler Tablo 1’de goriilebilir.
Tasarima ait gorsel Sekil 2°de yer almaktadir.

Tablo 1. Tasarim Parametreleri

Sembol Aciklama Degisken Birim

Uzunluk Alt-taban Uzunluk 130 mm
Genislik Alt-taban Genislik 130 mm

a En uzak nokta ¢arpant 0,7 -

b En kisa nokta garpant 0,01 -
G, a x Genislik 91 mm
G, b x Genislik 0,91 mm
TK Alt-taban Kalinlik 1,5 mm
N, Ust yiizey en yakin nokta 0,0927682426293416 mm
N, Ust yiizey en uzak nokta 9,14040238101027 mm
N_4 Alt ylizey en yakin nokta 0,0921134159581726 mm
N_, Alt ylizey en uzak nokta 9,07062502207712 mm
Unikro Mikroserit kalmlig 4 mm
Ugna Toprak yiizeyi kenar uzunlugu L/4A=325 mm

(a) (b)

Sekil 2. Antipodal Vivaldi anten tasarimi

Sekil 2 (a)’da antenin 6n yiizeyi, Sekil 2 (b)’de antenin arka yiizeyi yer almaktadir. Arka yiizey toprak
ylizeyi olarak kullanilirken, 6n yiizey canli ug temasi ile tasarlanmistir. Tasarimda sar1 renkteki alan bakir
yiizeyi gosterirken beyaz renkteki alan ise FR-4 i¢indeki dielektrik malzemeye ait alan1 gostermektedir.

2.1.1 Hesaplama

Sekil 1°de yer alan tasarimda y; (x) ve y,(x) fonksiyonlari birer {istel fonksiyondur ve denklemleri:

Yur(x) = eMi¥ — 2o q (1)

Yo () = eMo¥ 4 = — )
Uzunluk +Upiro _

Nug = kg In (P20 4 1) [y = (61) 7] 3)
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Nuz = kuz * ln

(Uzunluk—Umikm
2

+1) [kuz = (62)7]

(4)

olarak yazilabilir. Bu denklemler iist tabani olusturan denklemlerdir. Alt taban i¢in kullanilan formiil:

Va1 (x) = —eMi¥ 4 2o 4

Vaz (x) = —eNo¥ — 2o 4

Uzunluk

Naz = ka1 »In (5

Na2=ka2*ln( >

denklemleri ile aktarilabilir.

2.2 Benzetim Siireci

Simiilasyon siireci i¢in mikroserit anten uygulamalarinda yapilan adimlar izlendi. Bu adimlarin basinda
port yerlestirilecek olan yiizeyin secilmesi gelmektedir. Sekil 3’te oldugu gibi port igin yiizey se¢ilmesi
ile beraber port biiyiikliigliniin hesaplanmasi gerekir. Program iizerinde “Macros” sekmesinden se¢ilen
ylizey i¢in “Calculate Port Extension Coefficient (Port Uzatma Katsayisim1i Hesapla)” islemi

+ Umikro + 1

Uzunluk Unikro +1

) (ka1 = G1_1]

) [kaz = Gz_l]

gerceklestirilebilir. Boylece program, yiizey i¢in gerekli olan port ayarlarin1 gergeklestirmis olur.

Sekil 3. Port i¢in segilen yiizey

=
|2 Parameters «

& Problem Type ~

Macros

Run Macro
Calculate
Construct
File
Matching Circuits
Materials
Parameters
Report and Graphics
Resuits
Solver
Wizard

Edit Macro
Cpen VBA Macro Editor
Make VBA Macro.

import VBA Macra..

Edit / Move / Delete VBA Macro.
Allow overlapping waveguide ports
= Caloulate port extension coefficient
Identieal Waveguide Ports - Reuse Mode Calculation
Set Port Mode Evaluation Frequency
Set Port Target Cut OFf Frequency

Set 5-parameter symmetries - discrete ports

High Performance Computing

Monitors and Probes

Setup 250 vEIM Simulation

(5)

(6)

(7)

(8)

@)

B calcuiate pert extension coefficient

Type

® Micrastip

O stipLine
’
y -
,
» W lmm] |4 |
' oo Plessse pick the metal face as depicled above before launching the macid

[is
' Macto helps to set up side port size for planar igsion ines. The
' £ of the portis autanded by Factor k i crdar Io get Ine impedanca with smar
‘ emaler that 1. The evtenion coafficien can be however adpsted manaly.
' Material Properties Extension Cosfiicient
Set Wavelength Range | e a3 k= 787 K varies in the 1ange: 322 - 7.67

,
[l Frequency range: o 4000 MHz Construct port fom picked face  Clase

Sekil 4. Port hesaplamalar1

(b)

Journal of Smart Systems Research 5(1), 17-32, 2024



Mehmet DUMAN ve Volkan BERK
Genis Bantli Yiiksek Performansh Antipodal Vivaldi Anteni: Kablosuz iletisim Sistemleri icin Verimli Bir Tasarim

Sekil 4’te goriilecegi tizere mikroserit yiizeyi (W) 4 mm, alt-taban kalinlig1 1,5 mm, program iizerinden
hesaplanan katsay1 degeri (k) 7,67 bulunmustur. Sekil 4 (b)’de yer alan “Construct port from picked face
(Secilen yiizey iizerinde port olustur)” butonuna basilmast ile birlikte Sekil 5°te yer alan port olusturulmus
olur. Portun ayarlanmasi ile birlikte simiilasyon islemi baglatilir ve antenin karakteristigine ait bulgular
elde edilir.

Sekil 5. Portun ayarlanmasi

2.3 Optimizasyon Siireci
2.3.1 Genetik Algoritma

Bu c¢aligmada optimizasyon i¢in 3 yontem kullanilacagt belirtilmisti. Bunlardan ilki genetik
Algoritma’dir. Genetik Algoritma (GA), ilk olarak 1960°larda Michigan Universitesi'nden John Holland
tarafindan tanitilan ¢ok¢a kullanilan bir dogal sezgisel algoritmadir. Algoritma, biyolojik kalitim ve
dogadaki evrim ilkelerine dayanmaktadir [9].

Genetik algoritma; bir problemin ¢6ziimiinii, her kromozomun bir ¢6ziimi temsil ettigi farkli
kromozomlara kodlayarak calisir. Her bireyin uygunlugu degerlendirilir ve daha yiiksek caprazlama ve
mutasyon olasilig1 ile bir sonraki nesil i¢in segilir. Segilen son birey, problemin en uygun ¢6ziimiidiir [10].
CST programinda genetik algoritmanin ayarlanmasi1 gereken birka¢ parametre bulunmaktadir. Bu
parametre ayarlariyla ilgili gorsel Sekil 6’daki gibidir:

Genetic Algorithm Settings X
Generation settings E
Population size: x

Cancel
Max. number of iterations: 50

Max. number of solver evaluations: 103

Choice of initial point set

(O Uniform random distribution

(®) Latin Hypercube distribution

General settings

Goal Function Level: 0
Mutation rate: ' 70| %

Random seed: 1

Sekil 6. Genetik algoritma parametre ayarlar

Sekil 6°da genetik algoritmayla ilgili birgok parametre yer almaktadir. Bu parametrelerin 6zellikleri soyle
stralanabilir:

“Population size” (niifus boyutu): Genetik algoritmanin her bir iterasyonu veya jenerasyonu igin
kullanilan birey sayisin1 belirtir. Her bir birey, potansiyel bir ¢6ziimii temsil eder.
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“Max. number of iterations” (maksimum iterasyon sayisi): Genetik algoritmadaki iterasyon yapisinin ne
kadar siireyle devam edecegini belirler.

“Max. number of solver evoluations” (¢oziicii degerlendirmelerinin maksimum sayis1): Genetik
algoritmanin belirli bir iterasyon sayisi iginde problemin ¢o6ziimiine yonelik olarak gerceklestirdigi
degerlendirme veya hesaplamalarin maksimum sayisini belirtir.

“Initial point set” (baslangic noktasi seti): Rastgele sayr dagilim tiirleri segilir. “Uniform random
distribution” (diizgiin rastgele dagilim) belirli bir araliktaki her degerin esit olasilikla se¢ilmesini saglar.
“Latin hypercube distribution” (Latin hiperkiip dagilimi) ise her bir boyutta belirli bir araliktaki degerin
sadece bir kere secilmesini saglar. Bu dagilim her boyutta diizgiin dagilmis 6rnekler elde etmek igin
kullanilir.

“Goal function level” (hedef fonksiyon seviyesi): Bu parametre; algoritmanin, maksimum iterasyon
sayisina ulagmadan hedefe ulagmasi sonucunda durdurulmasini saglayan hedefi belirtir. Eger algoritma
bu parametredeki degeri elde ederse algoritma maksimum iterasyona ulagsmadan kendini durduracaktir.

“Mutation rate” (mutasyon yiizdesi): Bu parametre, iki bireyin degeri birbirine yakin ise mutasyonun
meydana gelme olasiligini belirler.

“Random seed” (rastgele tohum): Bu parametre programin rastgele sayi iireteci tarafindan kullanilan
baslangi¢ degeridir. Rastgele say1 iiretecilerinin baslangi¢ degerine sahip olmasindan dolay1 bu degerin
bos birakilmamasi gereKir.

2.3.2 Parcacik Siiriisii Optimizasyonu

Algoritma ilk olarak 1995 yilinda Kennedy ve Eberhart tarafindan onerilmistir. [11] Pargacik siiriisii
optimizasyonu balik, kus gibi siirii halinde yasamini siirdiiren canlilarin sosyal davranis bi¢imlerini

kullanan popiilasyon tabanli algoritmadir [12].

Programda pargacik siirii optimizasyonu ile ilgili parametre ayarlar1 Sekil 7’deki gibidir:

Particle Swarm Optimization Settings X
Generation settings |II
Swarm size:

Cancel
Max. number of iterations: 10
Help

Max. number of solver evaluations: 101

Choice of initial point set
(O Uniform random distribution

(®) Latin Hypercube distribution

General settings
Goal Function Level: 0

Random seed: 1

Sekil 7. Pargacik siiriisii optimizasyonu parametre ayarlari

Sekil 7 incelendiginde pargacik siirii algoritmasmin ayarlari genetik algoritmadaki ayarlarin ¢oguna
benzerdir. Tek farki bu algoritmada siirii biiyiikliigii olan “Swarm Size” parametresidir. Bu parametre bir
stiriideki birey sayisini belirlemektedir. Maksimum iterasyon sayist ile beraber bu algoritma siiriideki her
birey i¢in 10 farkli ¢6ziim olusturur. Béylece 10 bireylik bir siiriide 10 iterasyonlu algoritmada 101 adet
¢Ozlim ortaya ¢ikar.
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2.3.3 Parametre Taramasi

Parametre taramasi belirli bir simiilasyon modelindeki parametrelerin farkli degerlerini otomatik olarak
degistirir ve her bir parametre kombinasyonu i¢in simiilasyonu yeniden ¢aligtirir. Tasarim siirecinde
verimliligi artirmak ve tasarim se¢eneklerini degerlendirmek i¢cin 6nemli bir aragtir.

Parametre taramasinin gerceklestirilmesi i¢in Oncelikle parametreler belirlenir. Ardindan belirlenen
parametrelerin hangi aralikta taranacagi ve drnek sayisi tanimlanir. Tasarim parametrelerinin taranmast
ile ilgili 3 adet parametre hedeflenmistir. Bu parametreler a katsayisi, Genislik ve Uzunluk
parametreleridir. a katsayisi parametresi 0,3 ila 0,7 arasinda 9 6rnek olusturacak sekilde secilmistir.
Genislik ve Uzunluk parametreleri ise 120 mm ile 130 mm arasinda 11 6rnek olusturacak sekilde
girilmistir.

2.4 Uretim Siireci

CST Studio Suite programinda tasarlanan antenin {iretilmesi i¢in tasarimin baskisinin alinmasi gerekir.
Gerber dosyasini, ayarlanan koordinat yiizeyinde bulunan malzemeyi secerek olusturmak onemlidir.
Yiizey materyali (6rnegin; bakir) secildikten sonra alinacak ¢ikt1 Sekil 8’deki gibi olacaktir. Sekil 9’da
her iki ylizeyin ¢iktis1 goriilmektedir.

W= u

Sekil 8. Koordinat ayarlarindan sonra segilen ylizey

Sekil 9. PDF formatinda ¢ikartilan tasarim dosyasi

Uretim icin ¢ift tarafi 0,035 mm kalinlikta bakir kapli olan FR-4 plaketi kullanilmistir. FR-4 plaketi CST
Studio programinda olusturulan 1,5 mm kalinliga sahiptir. Son olarak SMA port lehimlenerek anten nihai
halini almistir. Béylece anten, 6l¢lim alinmasi i¢in hazir hale getirilmistir.
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2.5 Yontem Siireclerine Ait Ciktilar

Portun ayarlanmasi ile birlikte baglatilan simiilasyon iglemi sonucunda olusan S11 parametresi Sekil
10’da aktarilmustir.

S-Parameters [Magniude n dB]

i}
-10
30 e X
B a0
60
-80
0 500 1000 1500 2000 2500 3000 3500 4000

Frequency / MHz

Sekil 10. S11 parametresi grafigi

Gergeklestirilen ilk benzetimin ardindan optimizasyon calismalar1 baslar ve ilk sonuglar baz alinarak
optimize edilecek degerler belirlenir. Ilk optimizasyon olarak genetik algoritma optimizasyonu
kullanilmigtir. Bu hususta elde edilen sonug Sekil 11°deki gibidir:

Algorithm: Genetic Algorithm

103 of maximal 103 solver runs done

Number of evaluations: 103
{solver: 102, reloaded: 1)

First goal function value = 7_35715€5€238
Best goal function value = 0.4€074595545587
Last goal function value = 0.4€074555458587 (reloaded)

Last solver evaluation time = 00:03:25 h

Best parameters so far:

a = 0.30178s
b = 0.0553¢
Genislik = 110.€83
Uzunluk = 135 583
W = 3.€5333

(Corresponding run ID: 1382)
Sekil 11. Genetik algoritma sonuglari
Gergeklestirilen benzetimde niifus boyutu 1, maksimum iterasyon sayist 50 olarak ayarlanmigtir. Geri

kalan parametreler CST programinin temel ayarlanmalari olarak birakilmistir. Sonug olarak elde edilen
optimizasyon grafiklerine Sekil 12°de yer verilmistir.
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S-Parameters [Magniude in dB]

0 500 1000 1500 2000 2500 3000 3500 4000
Frequency / MHz

Sekil 12. Genetik algoritma sonuglarina ait S11 grafikleri

Sekil 12°de yer alan grafikte genetik algoritma ile iiretilen 100 adet ¢oziim goriilmektedir. Elde edilen
sonuglar ve grafik incelendiginde algoritmaya gore en iyi sonug Sekil 13°teki gibidir:

S-Parameters [Magnitude in dB]
-0.66566 T

54

-10 4

15 4
20 4

dB

254
e

35 1 -

q (872,-22.027)
40 1 Q (2672, -14.99 )

-44.629 ; ; ; + ! ;

59.997 500 1000 1500 2000 2500 3000 3500 3967.9

Frenuency / MH7

Sekil 13. Genetik algoritmaya gore en iyi sonuca ait grafik

Sekil 13’te en iyi sonucun elde edilmesi i¢in anten tasariminda Genislik ve Uzunluk parametrelerinin
sirastyla 110,65 mm ve 135,6 mm olmasi gerektigi anlasilir. Ayrica mikroserit yolun kalmligimnin 3,69
mm’ye indirilmesi, a ve b katsayilarinin 0,301785 ve 0,09936 degerlerine gore ayarlanmasi gerektigini
gdsterir.

Genetik algoritma optimizasyonu sonras1 pargacik siiriisii optimizasyonu gerceklestirilmistir. Pargacik
stiriisii optimizasyonuna ait grafik Sekil 14’deki gibidir:

S-Parameters [Magntude in dB]

==}

0 500 1000 1500 2000 2500 3000 3500 4000
Frequency / MHz

Sekil 14. Parcacik siiriisii optimizasyonu Sonuglarina ait S11 grafikleri
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Sekil 14’de yer alan grafikte 100 adet sonug yer almaktadir. Bu sonuglar genetik algoritma ile kiyaslanirsa
daha iyi performans gosteren anten parametrelerine sahip oldugu goriiliir. Grafikte 101 adet tarama
bulunmaktadir. Optimizasyon tarafindan en iyi sonuca ait parametre bilgileri Sekil 15’teki gibi
agiklanmugtir.

Algorithm: Particle Swarm Optimization
101 of maximal 101 solwver runs done

Number of evaluations: 101
(solwver: 100, reloaded: 1)
First goal function value €7.19€94854
Best goal function wvalue 28.77€5992127
Last goal function value 28.77€5992127 (reloaded)

Last solver evaluation time 00:04:54 h

Best parameters so far:

a 0.497348

b 0.0131€55
Genislik = 146€.71
Uzunluk = 135.454
W = 3.€38€8

{Corresponding run ID: 15€0)

Sekil 15. Pargacik siiriisii optimizasyonu parametre sonuglari

Sekil 15°teki sonuca gore en iyi anten performans grafigi Sekil 16’da yer almaktadir.

S-Parameters [Magnitude in dB]

0
— 11 (1560)'
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0 500 1000 1500 2000 2500 3000 3500 4000

Frequency / MHz
Sekil 16. Pargacik siiriisii optimizasyonu en iyi 6l¢iim sonucu

Bu durumda pargacik siirii optimizasyonuna gore anten performansi 804 MHz ve 2536 MHz noktalarinda
en iyi sonuca ulagmaktadir. Bunun i¢in anten tasariminda Genislik ve Uzunluk parametreleri 146,71 mm
ve 139,454 mm olmalidir. Mikroserit yolun kalinlig: 3,63868 mm degerinde olmas1 gerekmektedir Ayni
zamanda a ve b katsayilarinin 0,497348 ve 0,0131695 degerlerinde olmasi gerekir.

Pargacik siiriisii optimizasyonu sonrasinda parametre taramasi islemine gecilmistir. Sekil 17°de yer alan
Olclimler parametre taramasi yontemi ile gergeklestirilmistir. Tam olarak 1089 tarama bulunmaktadir. Her
bir tarama girilen parametre ve adim sayisina gore artmaktadir.
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S-Parameters [Magntude n dB]
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Sekil 17. Parametrik tarama ile gerceklestirilen dl¢iimlerin Sonuglarina ait S11 grafikleri

Bu taramada girilen parametre sayisi 3’tiir. Bunlar genislik, uzunluk ve a katsayis1 parametreleridir.
Genislik ve uzunluk parametleri 120 mm ile 130 mm arasinda 11 adim olacak sekilde ayarlanmigtir. a
katsayisi i¢in ise 0,3 ile 0,7 arasinda 9 adim olarak tanimlama yapilmstir. Belirlenen bu degerler plaka
boyutlart ve frekans iliskisi geregi secilmistir. Bdylece toplam yapilacak olan tarama sayisi
11 X 11 x 9 = 1089 olarak hesaplanmaktadir. Buna yonelik olarak en iyi sonu¢ veren parametre
degerleri; genislik: 130 mm, uzunluk 130 mm ve a 0,3 degerlerindedir. Bu degere ait grafik Sekil 18’de
gosterilmistir.

S-Parameters [Magnitude in dB]
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Sekil 18. Parametrik tarama sonrasi en iyilenen anten boyutlarina gére S11 parametresi grafigi

3 Bulgular ve Tartisma

Benzetim grafiklerinden istenen sonuglar alindiktan sonra laboratuvarda yapilacak olan gercek dlgiim
asamalarina gecilmistir. Tasarim1 yapilip baskist aliman ve FR-4 plakaya aktarilan anten ile VNA
cihazinin baglantist Sekil 19°daki gibidir. Baglantinin ger¢eklestirilmesinin ardindan ilk olarak VNA’nin
kalibrasyon ayarlar1 gergeklestirilmistir. Bu yontem, 6l¢tim cihazinin dogru frekans tepkisini saglamak ve
6l¢iim hatalarin1 minimize etmek amaciyla kullanilir [13]. Kalibrasyonlar gerceklestirildikten sonra S
parametreleri i¢in Ol¢iim islemi gergeklestirilmistir. Sekil 20°de S11 parametresine ait grafik yer
almaktadir. S11 degeri, bir devre veya iletim hattinin girisindeki yansimanin 6lgiistidiir. Diisiik S11
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degerleri, daha az yansima ve daha iyi bir eslesme anlamina gelmektedir [14]. Optimizasyon yontemleri
sadece S11 degerini diisiirmek i¢in degil daha iyi yonlendirme saglamak icin de kullanilabilir. Yan lob
seviyelerinin azalmasi lizerine yapilan bir calismada genetik algoritma kullanilmistir [15]. Bu makale i¢in
a katsay1si, Genislik ve Uzunluk degerlerinde parametrik tarama yonteminden elde edilen sonuglara gore;
mikroserit yolun kalinligi (W) ve b katsayisi i¢in diger tarama yontemlerinden elde edilen bilgilere gore
¢ikt1 alinmigtir ve nihayetinde anten baskisi elde edilmistir. Baski hassasiyetinden 6tiirii 1 mm’den daha
kisa olan uzunluklar 0’a yakin goriilebilir. Uzunluklar kararlastirilirken en iyi S11 degerlerine gore ve
gerceklenebilirlige en uygun degerlere gore anten baski uzunluklart ve katsayilar secilmistir.

Sekil 19. Anten ile NanoVNA baglantisi ve 6l¢iim alinmasi
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Sekil 20. S11 geri doniis kayb1 6lglimii

Sekil 20’de yer alan grafik incelendiginde en diisiik S11 degerleri 800 — 1000 MHz ile 2600 — 2700 MHz
frekanslar arasinda gergeklesmektedir. Sekil 21°de (Marker 1, Marker 2 ve Marker 3), Sekil 20 grafiginde
isaretlenen noktalara ait sayisal degerler yer almaktadir. Gergeklestirilen antipodal Vivaldi anten tasarimi
807 MHz, 2643 MHz ve 3,05 GHz degerlerinde -15 dB’in altinda bir degere ulagmaktadir. En iyi
calisabilen merkez frekansin 2643 MHz frekans oldugu diisiiniiliirse bu noktadaki S11 giristen geri
yansima degeri -17,719 dB’dir. Bant genisligi hesabinda 3 yiikseldigi noktalar arasi belirlenmelidir. Bu
demektir ki; -14,719 dB degerleri 2643 MHz frekansinin solunda ve saginda aranacaktir. 2,53 GHz ve
2,77 GHz frekanslarinda yaklasik olarak -14,7 dB goriilebilmektedir. Dolayisiyla; “Marker 2” ile
gosterilen merkez frekansi 2643 MHz olan bdlgenin 240 MHz bant genisligine sahip oldugu

anlagilacaktir.
100 — 900 MHz araliginda calisan, Sekil 1’deki Vivaldi anten tasarimina [8] gesitli optimizasyon

teknikleri uygulanarak olusturulan yeni antenimizin sonuglarinin karsilagtirmasi yapildiginda S11 degeri
daha da agagilara inmistir ve antenin ¢alisabilecegi yeni frekans bantlar1 olusturulmustur.

Marker 1 Marker 2
Frequency: 807.334MHz VSWR: 1.302 Frequency: 2.64331GHz VSWR: 1.299
Impedance: 38.4+4j543m Q Returnloss:  -17.633dB | | mpedance: 60.4§10 Q Returnloss: -17.719dB
Series L: 107.01pH Quality factor: 0.014 Series L: -603.41pH Quality factor: 0.166
SeriesC:  -363.17pF S11Phase: 176.97° SeriesC:  6.008 pF 511 Phase: -38.88°
ParallelR:  38.41Q 521 Gain: 81.587dB | | parallelR: 62.016Q 521 Gain: -82.996 dB
Parallel X:  535.7nH 521Phase: 125.71° Parallel X: 161.22fF 521 Phase: 155.95°

Marker 3

Frequency: 3.04916 GHz VSWR: 1.403

Impedance: 35.7+j684m Q Returnloss: -15.516dB

Series L: 35.681pH Quality factor: 0.019

Series C: -76.356 pF S11Phase: 176.81°

ParallelR: 35.674Q 521 Gain: -75.806 dB

Parallel X:  97.139 nH 521 Phase: -162.53°

Sekil 21. S11 parametre grafigindeki noktalara ait degerler
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4  Sonuglar

Bu c¢alisma, antipodal Vivaldi antenin; CST bilgisayar programi {izerinde tasarimini, optimizasyon
algoritmalari ile en iyi sonucu elde etme islemlerini, ¢ift ylizeyi bakir kapli FR-4 malzeme {lizerine baski
devre agamalarin1 ve NanoVNA cihazinda 6lgiilmesi boliimlerini igermektedir. Temel hedef, antipodal
Vivaldi tipindeki antenin istenen frekanslarda, 2G, 3G, 4G, 4.5G ve 5G gibi farkli mobil haberlesme
teknolojileri ile tam uyumlu bir kapasiteyle ¢alisabilecek hale, optimizasyon algoritmalariyla gelmesini
saglamaktir.

Yapilan 6l¢timler, testler ve iyilestirmeler sonucunda, gelistirilen antenin 807 MHz, 2643 MHz ve 3050
MHz frekanslarinda -15 dB altindaki S11 degeri ile basariyla ¢alistigi tespit edilmistir. Bu sonuglar,
antenin, frekans alt yapisi uygun olan ilkelerde farkli iletisim teknikleri ile uyum iginde
kullanilabilecegini gdstermektedir.

Antenin genis spektrum uyumlulugu, mobil iletisim teknolojilerindeki gesitlilige yonelik taleplere cevap
verebilme yetenegi vurgulanmistir. Elde edilen sonuglar, benzer uygulamalar ve iletisim sistemleri i¢in
temel teskil edebilir ve gelecekteki kablosuz iletisim teknolojilerinin gelistirilmesine katki saglayabilir.

5 Beyanname

5.1 Rakip Cikarlar

Bu caligmada herhangi bir ¢ikar ¢atigmasi yoktur.
5.2 Yazarlarin Katkilar

Sorumlu Yazar Mehmet DUMAN: Arastirma ve makale igin fikir ve hipotezin olusturulmasi, Sonuglara
ulagmak i¢in gere¢ ve yontemlerin planlanmasi, 6l¢iim diizeneklerinin kurulmasi ve deneylerin yapilmast,
verilerin diizenlenmesi, bulgularin agiklanmasi, yazimin olusturulmasi, imla ve dil bilgisi kontroli
agsamalarinda katki sunmustur.

2. Yazar Volkan BERK: Sonuglara ulagmak i¢in deneylerin yapilmasi, verilerin diizenlenmesi,
denklemlerin kurulmasi, arastirma sirasinda literatiir taramasi, kaynakgalandirma, yazinin olusturulmasi
agsamalarinda katki sunmustur.
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ABSTRACT

The study introduces a pioneering low-cost soft gripper designed for the automation industry,
specifically targeting sensitive handling requirements in the food and health sectors. Utilizing rubber
or elastic composites, the gripper combines improved sensitivity and adaptability to handle delicate
materials safely and efficiently, aligning with stringent industry standards. Central to the design is a
pneumatic control system that ensures precise manipulation, allowing the gripper to adapt to varying
object contours without causing damage. This innovation not only addresses the mechanical aspects
of soft robotics but also integrates seamlessly with Industry 4.0 technologies through smart sensors
and Al algorithms, enhancing operational intelligence and versatility. By leveraging additive
manufacturing techniques, the design also achieves significant cost reductions, facilitating broader
adoption. This study's soft gripper represents a critical step forward in the development of robotic
systems that can perform complex tasks with high sensitivity and economic efficiency, promising
transformative impacts on the automation capabilities of sensitive industrial sectors.

Keywords: Soft Robotics, Gripper Design, Pick-and-Place

1 Introduction

The inception of the Industrial Revolution marked the beginning of significant advancements in
manufacturing, culminating in the creation of the first programmable robot in 1954. Today, the field of
robotics faces new challenges, particularly in handling delicate materials safely and efficiently. Soft
robotics, inspired by the adaptive nature of biological organisms, presents solutions to these challenges.
Our work introduces a novel soft gripper that addresses the need for gentle handling in the automation
industry without compromising on precision or cost [12].

Recent advancements in soft robotics have predominantly focused on the development of soft actuators
and grippers, reflecting a growing recognition of their potential to revolutionize industrial automation,
particularly in pick-and-place systems. Soft grippers, fabricated from materials such as silicone, exhibit
unparalleled flexibility and adaptability, enabling the gentle handling of a wide range of objects, from
fragile components to irregularly shaped food products [5,10]. These characteristics have catalyzed
significant research into the optimization of soft gripper design for enhanced performance and cost-
efficiency.
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The literature is replete with studies exploring various facets of soft gripper innovation. For instance,
experiments with inflatable membranes [6] and the development of versatile gripping systems [8] have
expanded the functional capabilities of soft grippers. Further, research into the simulation of elastomer
actuators [9] and the utilization of shape memory materials [13] has enriched our understanding of the
materials science underpinning soft robotics. The integration of pneumatic double-joint actuators has also
been explored, enhancing the dexterity and efficiency of soft gripping mechanisms [16].

Current soft grippers, while versatile, often fall short in balancing cost, efficiency, and delicate handling
capabilities. Our research addresses these gaps by developing a cost-effective, highly adaptable gripper
that meets the rigorous demands of sensitive industrial environments. This means the field faces
challenges in the form of high manufacturing costs and complexity in design and control systems, which
hinder the broader adoption of soft grippers in industrial applications. Addressing these challenges, the
current study aims to design and develop a new soft robot gripper that leverages low-cost additive
manufacturing techniques without compromising on efficiency or functionality. This research endeavors
to bridge the gap between the theoretical potential and practical implementation of soft grippers, focusing
on system overview, mechanical design, pneumatic control, and automation design. It seeks to underscore
the cost-effectiveness and usability of the new design, thereby contributing a novel solution to the ongoing
discourse in soft robotics.

2 Materials and Methods

The genesis of the proposed soft gripper system was predicated on a foundational design philosophy that
emphasizes cost-efficiency, ease of manufacturing, and operational versatility. Utilizing computer-aided
design (CAD) software, the initial geometric and structural parameters of the gripper were conceptualized
as shown in Figures 1 and 2. This phase was informed by an extensive review of biomimetic principles,
aiming to emulate the adaptive grip dynamics observed in natural organisms [6]. The design intricacies
were further refined through iterative simulations, ensuring optimal force distribution and material
elasticity for handling a variety of objects. To evaluate the gripper's performance, we employed a series
of empirical tests and simulations. Detailed parameters, such as air pressure ranges and grip force settings,
were documented to ensure reproducibility. Our experiments simulated real-world pick-and-place tasks
to validate the gripper's functionality across various object types.

Figure 1. System Components
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2.1  Fabrication and Material Selection

The fabrication process leveraged state-of-the-art additive manufacturing techniques, specifically fused
deposition modeling (FDM), to prototype the gripper components with mold (PLA). A critical selection
criterion for the gripper material was its elasticity and durability, leading to the choice of a custom-
formulated silicone composite (RTV-2 Shore 20 Silicone, 10x20x150 mm). This material exhibited
excellent deformation recovery and high tensile strength, essential for the gripper's repeated use in
industrial settings [5].

Figure 2. (a) Mold design holder shape and core (b) CAD Model of the Assembled Soft Gripper
2.2 Pneumatic Control System

Central to the gripper's operation is a pneumatic control system designed to modulate the grip force and
actuation speed. The system's architecture was developed using Pneumatic Studio software, enabling
precise control over the air flow and pressure within the gripper's chambers. This setup allowed for the
gripper's adaptive functionality, accommodating objects of varying shapes and fragility as shown in
Figure 3 [10].

N

Soft Gripper

: ) J‘L 1 E%."[l
=1 N %
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3/2 Selenoid Valve l 3/2 Selenoid Valve
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Figure 3. Pneumatic Control System Schematic

Journal of Smart Systems Research 5(1), 33-39, 2024 35



Mustafa Cagri KUTLU
A Low-Cost Soft Gripper for Automated Pick-and-Place Systems

2.3  Testing and Evaluation

The gripper's performance was rigorously evaluated through a series of empirical tests, assessing its grip
strength, object handling versatility, and operational durability. A bespoke testing rig was constructed,
simulating real-world pick-and-place scenarios across a spectrum of object types, from delicate glassware
to irregularly shaped produce. The evaluation process was augmented by finite element analysis (FEA)
in ANSYS Workbench, providing insights into stress distribution and potential material fatigue under
repeated use conditions in Figure 4.

Figure 4. Pneumatic simulations with FEA

Another important topic while designing Soft gripper is ease of use. So that it is intent to carry out the
transport process without deforming it. To ensure that the gripper switches on and off automatically, a
mechanical trigger is required first. The solenoid valve performs this process. To receive the valve signal,
we must first physically connect the inputs and outputs to the controller. In order for these connections to
work synchronously with the robot, we have to define the inputs and outputs, as shown in Figure 5, which
we have connected by receiving from the controller part in the Robostudio to the signal part viathe 1 / O
system. As show in Figure 5, the I / O signal part is defined which enables the controllers to operate
synchronously.
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Figure 5: Robotstudio smart components
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3 Results and Discussions

The implementation of the novel soft gripper design was subjected to a rigorous empirical evaluation to
ascertain its mechanical integrity, operational efficiency, and adaptability in handling diverse materials.
The pneumatic actuation mechanism, central to the gripper's functionality, facilitated a responsive and
adaptable gripping action, characterized by its ability to modulate force based on the object's geometry
and material composition [14]. The bending angles and deformation under varying loads were
systematically recorded, revealing the gripper's capacity for significant mechanical flexibility and
durability under operational stresses [4].

Parallel to mechanical testing, simulation exercises employing advanced computational models offered
predictive insights into the gripper's performance across a spectrum of operational scenarios. These
simulations, validated through subsequent real-world applications, underscored the gripper's proficiency
in executing precise and delicate pick-and-place tasks, thus substantiating its utility in industrial settings
where such capabilities are paramount as shown in Figure 6 [2].

The real-world applicability of the soft gripper was further evidenced through a series of controlled
experiments focusing on the manipulation of fragile items, such as glassware and perishable goods. These
tests demonstrated not only the gripper's adept handling but also its potential to mitigate the risk of product
damage, thereby enhancing operational safety and efficiency [11].

A pivotal aspect of the soft gripper's development was its economic feasibility. A comprehensive cost
analysis revealed the production costs of the soft gripper to be significantly lower than those associated
with conventional robotic grippers, highlighting its potential for widespread adoption across various
sectors of the manufacturing industry [8]. This cost efficiency, coupled with the gripper's demonstrated
performance, underscores its value proposition as a transformative tool in the automation landscape.

]

Figure 6. Automation simulation from robotstudio

The results presented herein, supported by rigorous empirical testing and comprehensive cost analysis,
affirm the soft gripper's potential to redefine efficiency and safety in automated pick-and-place operations.
Notably, the integration of low-cost materials and innovative design principles contribute to a paradigm
shift in the approach to robotic manipulation, particularly in industries where the handling of delicate or
irregularly shaped objects is commonplace. Future investigations will aim to extend the gripper's
capabilities, incorporating advanced sensor technologies and Al-driven control algorithms to further
enhance its adaptability and operational intelligence [7].
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4  Conclusions

This study has successfully demonstrated the design, implementation, and validation of a low-cost soft
gripper, tailored for industrial applications, especially in automating pick-and-place tasks. The utilization
of RTV-2 molded silicone, in conjunction with a pneumatic actuation system, has yielded a gripper
capable of delicate and precise object manipulation. This approach not only minimizes potential damage
to the objects handled but also introduces a degree of dexterity reminiscent of human hand movements,
thereby expanding the operational capabilities of industrial robot arms [1].

Our findings highlight the soft gripper's potential to reduce operational costs and enhance safety in
automated systems. The gripper's low production costs and high functionality make it a viable alternative
for industries requiring delicate object handling. Furthermore, the application of the finite element method
(FEM) for system analysis has substantiated the gripper's operational efficiency under designated pressure
ranges, thereby affirming its suitability for varied industrial tasks [3,17].

The potential for innovation within the realm of soft robotics remains vast. Future research will endeavor
to integrate advanced sensory feedback mechanisms into the soft gripper design, enabling more
sophisticated object recognition and manipulation capabilities. The exploration of smart materials with
enhanced actuation properties and resilience could further augment the gripper's adaptability and
longevity. Moreover, the integration of machine learning algorithms promises to refine the gripper's
decision-making processes, facilitating autonomous adjustments to grip strength and technique based on
real-time assessment of object characteristics. This advancement will not only increase the operational
efficiency of automated systems but also expand their applicability to more complex and nuanced tasks.

Future research will focus on integrating sensory feedback to enhance object recognition and
manipulation. We also plan to explore smart materials to further improve the gripper's performance and
durability. Tailoring gripper designs to cater to the unique demands of sectors such as healthcare,
agriculture, and consumer goods could unlock new possibilities for automation technologies, driving
further innovations in Industry 4.0 applications.
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ABSTRACT

In today's dynamic educational landscape, understanding the multifaceted factors contributing to
student success is paramount. This study delves into the intricate interplay of various determinants
affecting student achievement. Through comprehensive preprocessing techniques, including nuanced
transformations of categorical variables such as gender, age range, and parental education level, this
research endeavors to unravel the complex fabric of educational outcomes. Leveraging the
Biogeography-Based Optimization (BBO) algorithm, pivotal features crucial to student success are
identified and integrated into sophisticated machine learning models. Evaluation metrics
encompassing Accuracy, Precision, Recall, and F1 score illuminate the efficacy of these models, with
the Gradient Boosting algorithm emerging as a standout performer, attaining a notable Accuracy value
of 0.7388, Precision of 0.75, Recall of 0.72, and F1 score of 0.74. Further insights into model
interpretability are gleaned through the application of SHAP and LIME methodologies, shedding light
on the intricate mechanisms driving predictive outcomes. Specifically, the SHAP analysis highlights
the influential factors driving model predictions, while LIME provides valuable insights into
individual feature contributions. This study underscores the imperative of meticulous examination in
delineating the determinants of student achievement, advocating for continued inquiry to inform
evidence-based educational policies. The discernments furnished herein hold promise for fostering
data-driven decision-making frameworks in education and facilitating targeted interventions aimed at
fostering student success.

Keywords: Biogeography-Based Optimization (BBO) algorithm, Machine Learning models,
Gradient Boosting algorithm, SHAP method, LIME method

1 Introduction

This study was conducted to analyze and explain the complex socio-economic factors that determine
student success. In educational systems, there are many variables that affect student achievement, with
socio-economic factors being of great importance among these variables [1]. Socio-economic factors
such as family income level, parental education level, and living conditions can influence a student's
academic performance.

In this research, various preprocessing steps were applied to the dataset to enable more effective use of
categorical variables. Specifically, categorical variables in string type were converted to integer types
to enhance the processing efficiency of the models. These significant adjustments included variables
such as students' gender, age range, and parents' education level. The use of the Biogeography-Based
Optimization (BBO) algorithm in the analysis of the dataset proved effective in identifying complex
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relationships and allowed for the selection of attributes according to the complexity among features. In
this study, using the BBO algorithm, the 20 most influential attributes affecting student success were
identified from among the 32 attributes in the dataset.

These important attributes were evaluated by including them in machine learning models and using
metrics such as Accuracy, Precision, Recall, and F1-score. The Gradient Boosting algorithm, which had
the best Accuracy value, was explained using interpretable artificial intelligence models such as SHAP
and LIME. The results obtained from this study emphasized the need for a detailed examination of the
factors influencing student success and indicated the necessity for further research to enable more
effective formulation and implementation of education policies. The findings of this study could
contribute to the development of data-driven decision-making processes in the field of education and to
more effectively planning interventions to improve student success.

2 Literature Review

One study examined the socioeconomic factors influencing the academic achievements of middle school
students in Pakistan [2]. This study revealed that the education level of parents and socioeconomic status
significantly impact students' performance in mathematics and English.

Another study conducted in Australia analyzed longitudinal data to explore factors affecting student
achievement [3]. It demonstrated that prior achievements and early childhood cognitive abilities are
crucial determinants of student success, with limited influence from socioeconomic status.

There is a study recommending the use of a type of Biogeography-based Optimization (BBO) in feature
selection problems [4]. BBO relies on mathematical equations used to model the geographical distribution
of biological organisms. Researchers propose that combining BBO with Support Vector Machine
Recursive Feature Elimination (SVM-RFE) could create a more effective hybrid model for feature
selection problems, leading to higher performance and better results in these problems.

Another study examines the impact of using artificial neural networks (ANNSs) in education [5].
Researchers evaluate how effective multi-layer perceptron artificial neural networks (MLP-ANNS) are in
predicting student performance. The study shows that multi-layer perceptron artificial neural networks
developed considering students' past academic achievements and other factors have a high success rate in
predicting student performance.

There is also a study that uses machine learning algorithms to predict the academic performance of
students in a high school in Turkey [6]. Researchers evaluate various machine learning algorithms,
including K-Nearest Neighbor, Decision Trees, Random Forest, Support Vector Machines, Multi-layer
Perceptron, Logistic Regression, and Naive Bayes, using a dataset of 655 students. The results indicate
that the Random Forest algorithm achieves the highest success rate. This study provides an effective
machine learning model for predicting the academic performance of high school students in Turkey.

A model was developed using machine learning algorithms to predict the academic achievements of
students in a high school in Turkey [7]. Evaluating seven different machine learning algorithms, including
K-Nearest Neighbors, Decision Trees, Random Forests, Support Vector Machines, Multi-Layer
Perceptron, Logistic Regression, and Naive Bayes, using a dataset of 655 students, the study found
Random Forest algorithm to have the highest success rate.

A framework was proposed to provide career counseling to students using machine learning and artificial
intelligence techniques [8]. The study examined how white-box and black-box models could analyze
educational data to offer career advice to students, with Naive Bayes identified as the most effective
model.
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A systematic review was conducted on interpretable student performance prediction models between 2015
and 2020 [9]. The review examined various studies in the literature and discussed how interpretable
student performance prediction models could be developed, summarizing different research methods and
findings and providing recommendations for future research.

A study aimed to improve decision support systems using local interpretable machine learning modeling
to predict student attrition [10]. By developing a model using a large dataset to predict students' academic
performance and enrollment status, the study enhanced the accuracy of decision support systems and
facilitated the identification of more effective interventions.

An investigation was described, employing artificial intelligence methods to assess academic achievement
in general high schools in a European Union country [11]. The study developed a model using artificial
intelligence algorithms to measure the academic achievements of general high school students,
considering various factors to predict students' academic performance and provide a criterion for
determining their success.

3 Materials And Methodology

In this section, a dataset encompassing socio-economic and personal factors influencing students'
academic achievements was employed, comprising parameters such as gender, age, parental education
levels, family structure, residence type, commute time to school, study duration, social activities, alcohol
consumption, health status, and prior semester grades. Biogeography-Based Optimization (BBO)
algorithm was utilized for feature selection, inspired by natural migration and distribution processes of
species. Within the realm of machine learning, Artificial Neural Networks (ANN), XGBoost, LightGBM,
Random Forest (RF), Support Vector Machine (SVM), K-Nearest Neighbors (KNN), and Gradient
Boosting algorithms were deployed, serving as data-driven modeling techniques to predict student
success.

3.1 Dataset

In this study, a dataset containing socio-economic and personal factors affecting students' academic
achievements has been utilized. The dataset includes parameters such as the student's gender, age, parents'
education levels, family structure, type of residence, travel time to school, study duration, social activities,
alcohol consumption, health status, and previous semester grades. An example of the dataset is provided
in Figure 1.

school sex age address famsize Pstatus Medu Fedu Mjob Fjob .. famrel freetime goout Dalc Walc health absences

GP F 18 U GI3 A 4 4 athome teacher .. 4 3 4 1 1 3 6

1 GP Fo17 U @3 T 1 1 athome  other .. 5 3 3 1 1 3 4
2 GFR F 15 U LE3 T 1 1 athome  other .. 4 3 2 2 3 3 10
3 GP F 15 U GT3 T 4 2 health services .. 2 2 1 1 5 2
4 GP F 16 U GI3 T 3 3 other  other .. 4 3 2 1 2 5 4

Figure 1: Example of raw data set used in the study.
3.2 Biogeography-Based Optimization (BBO)

The Biogeography-Based Optimization (BBO) algorithm is defined as an optimization algorithm
developed by drawing inspiration from nature, modeling the migration and distribution processes of
species to solve optimization problems. In the context of feature selection, BBO allows for the
identification of the most important features by evaluating their contribution to the desired outcome. By
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simulating the natural migration process of species, BBO effectively explores the feature space and selects
the features that have the greatest impact on the desired outcome [12].

3.3 Machine Learning

Machine learning is considered as a branch of artificial intelligence where computer systems are enabled
to learn from data-driven experiences to solve complex problems. This method relies on algorithms having
the capability to learn automatically from data in order to accomplish a specific task. Algorithms typically
acquire knowledge by identifying patterns using large amounts of data and can make predictions or
decisions based on these patterns. Machine learning intersects the fields of artificial intelligence and data
science, and finds applications in various domains including image recognition, natural language
processing, medical diagnosis, financial forecasting, and automation [13]. In this study, the Artificial
Neural Networks (ANN), XGBoost, LightGBM, Random Forest (RF), Support Vector Machine (SVM),
K-Nearest Neighbors (KNN), and Gradient Boosting algorithms were utilized.

3.3.1 Artificial Neural Networks (ANN)

Acrtificial Neural Networks (ANN) are artificial intelligence models designed by drawing inspiration from
biological neural networks in computer systems. These networks are based on structures that mimic the
functioning of neurons in the human brain and are typically multi-layered. They are used to perform
complex tasks such as data analysis and pattern recognition. ANNSs can perceive and learn patterns in
datasets, allowing them to make predictions or classifications. During the training process, the network is
presented with large amounts of data, and it learns by adjusting its internal weights and structures based
on this data. As a result, ANNs are widely used in various fields such as image recognition, natural
language processing, speech recognition, and autonomous driving [14]. The formula equation 1, which
describes the working structure of Artificial Neural Networks, is provided.

n
z = ZWixi‘*'b 1)
i=1

In equation 1, z represents the output of the neuron, which signifies the weighted sum of inputs. w; denotes
the weight of input i, indicating the importance assigned to that input. x; represents the value of input i.
b signifies the bias value, a constant added to the output of the neuron. n indicates the total number of
inputs. These equations are used to compute the weighted sum of inputs for a neuron in artificial neural
networks, determining the neuron's output.

3.3.2 XGBOOST

XGBoost is a widely used algorithm in recent years in machine learning, often preferred for solving
classification and regression problems. This algorithm is a variant of the Gradient Boosting framework
and is an optimized tree learning algorithm that provides fast and effective learning. XGBoost offers the
advantage of combining many base models to achieve powerful predictive power. Additionally, when
used in conjunction with techniques such as feature selection and model tuning, it typically delivers high
accuracy and performance. Therefore, XGBoost has a wide range of applications, from industrial
applications to competitions, and is preferred for obtaining effective results even with large datasets [15].
The most general formula used in the XGBoost algorithm is given in equation 2.

F(x) = L(6) + 2(6) (2)

In Equation 2, (x) represents the general function predicted by the model, L(6) denotes the loss function
on the data, and Q(0) signifies the regularization term controlling the complexity of the model.
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L(6) = Z—(yi log log () + (1 — y;) log log () 3)

=1

In Equation 3, it represents the cross-entropy loss used in a classification model. (8) denotes the loss
function calculated based on the model's parameters. y; represents the true class label, while ;represents
the probability value predicted by the model. The cross-entropy loss measures the difference between the
true class label and the probability distribution predicted by the model for each data point. If the true class
label is y;, the loss function is computed as (¥;) ; otherwise, it is calculated as (1 — y; ) These losses
gauge how far off the model's prediction is from the true class label. The total loss is computed as the sum
of these error terms across all data points.

T
p
DO = 1T+ 5 ;wf (4)

In Equation 4, Q(6) represents the regularization term, where y and A are regularization parameters. T
denotes the number of trees in the ensemble, and w; represents the weight assigned to the jth tree. The

regularization term consists of two parts: The first part, yT, penalizes the complexity of the model by
multiplying the number of trees by a regularization parameter y. The second part,% JT-zl wjz, applies

L2 regularization to the weights of the trees, where A controls the strength of regularization. This
regularization term helps prevent overfitting by discouraging overly complex models and promoting
smoother solutions.

3.3.3 LightGBM

LightGBM is a machine learning algorithm that has gained popularity recently and is often preferred for
fast and high-performance modeling on large datasets. This algorithm is a variant of the Gradient Boosting
framework and has a structure that enables faster training times and lower memory usage. LightGBM is
designed to model complex relationships using tree-based learning methods and is typically successful in
dealing with large-scale datasets and high-dimensional feature spaces. Additionally, its ability to directly
support categorical features and its parallel computation capabilities have made it a preferred choice for
large-scale machine learning problems. Therefore, LightGBM is widely used in various applications,
especially in industrial applications and large-scale data analysis projects [16].

Ep= Fpu_1(x)+ 1 - hypk) 5)

Equation 5 represents the update rule used in the LightGBM (Light Gradient Boosting Machine)
algorithm. E,, represents the prediction of the model at the mmth iteration, while F,,,_; (x) is the prediction
of the model from the previous iteration. n is the learning rate, and h,,(x) is the candidate tree. In
LightGBM, in each iteration, the weighted version of the candidate tree h,, (x) is added to the prediction
of the current model. This candidate tree is trained to focus on further reducing the residuals in the dataset,
aiming to improve the performance of the model.

3.3.4 Random forest (RF)
Random Forest (RF) is a widely used algorithm in machine learning, often preferred for solving

classification and regression problems. This algorithm is an ensemble of multiple decision trees that come
together. Each decision tree is trained on randomly selected subsets of features and data points, resulting
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in independent predictions. These predictions are then combined by averaging them or by selecting the
most common class or value. Random Forest is resilient to overfitting and typically provides high
accuracy. Additionally, it can effectively scale to handle large-scale datasets due to its parallel
computation capabilities. Therefore, Random Forest has a broad range of applications and is successfully
used in many fields, from industrial problems to computational biology [17].

N
IOEESYIS ®)
i=1

Equation 6 represents the fundamental prediction function used in the Random Forest (RF) algorithm.
f(x) denotes the prediction made for the input x. For each tree i, f;(x) represents the prediction of that
tree. The overall prediction is obtained by averaging the predictions of all trees. In other words, f(x) is
the average of predictions from all trees for the data point x. This approach is a fundamental feature of
the Random Forest algorithm, allowing for stronger and more generalizable predictions by combining
predictions from multiple decision trees.

3.3.5 Support Vector Machine (SVM)

Support Vector Machine (SVM) is a powerful classification and regression algorithm widely used in the
field of machine learning. This algorithm aims to find an optimized hyperplane to separate the data. SVM
utilizes this hyperplane to determine the class of a particular data point, thereby achieving the widest
possible margin between classes. Additionally, SVM provides flexibility through kernel functions,
enabling it to handle both linearly separable and non-linearly separable datasets. Consequently, SVM is
recognized as an effective tool for classifying complex datasets and often performs well in high-
dimensional data spaces and with small datasets [17]-[18].

f)=wlx+b (7

Equation 7 represents a linear decision boundary. f (x)denotes the predicted class for input feature vector
x. w and b are the parameters to be learned by the model; w represents the weights associated with the
feature vectors, and b is the bias term of the model.

2 (8)
Iwll

margin =

Equation 8 calculates the marginal distance around the decision boundary. ||w|| represents the norm of
the normal vector of the decision boundary (the magnitude of w).

)

minimize > [lw]|?

Equation 9 represents the loss function used during the training phase of SVM. The goal is to optimize
the weights w used to determine the decision boundary. This equation is applicable for linearly separable
classes.

K(x,x) = ¢px)" d(x;) (10)
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Equation 10 represents the usage of kernel functions in SVM to enhance its flexibility. It denotes the inner
product between two input vectors x; and x; Kernel functions transform data points from the input space
to higher-dimensional spaces, making them linearly separable, especially when they are not linearly
separable in the original input space.

3.3.6 K-Nearest Neighbors (KNN)

K-Nearest Neighbors (KNN) is a popular algorithm, especially for classification and regression tasks.
This algorithm operates by calculating the distance between the input data point and neighboring points
in the feature space. Subsequently, KNN determines the class or value of the input data point based on
the classes or values of its nearest neighbors. The "k" in KNN represents the number of neighbors
considered for classification or regression. KNN is a non-parametric algorithm as it does not make any
assumptions about the underlying data distribution. Additionally, it is a versatile algorithm capable of
handling both numerical and categorical data effectively. However, despite its simplicity and
interpretability, KNN may face computational inefficiency with large datasets [18].

d(vx) = | ) Gip = %p)? (11)
p=1

Equation 11 calculates the Euclidean distance between two data points x; and x;. x; , and x; ,, represent
the feature values of the pth dimension of the data points.

y = mode(y1,y1, -, Yk) (12)

Equation 12 represents the fundamental rule of the KNN algorithm for classification problems. To
determine the class of a data point, the classes of its k nearest neighbors are collected, and the most
frequently occurring class is assigned to the data point.

y = %Z Vi (13)

Equation 13 represents the fundamental rule of the KNN algorithm for regression problems. To determine
the value of a data point, the values of its k nearest neighbors are collected, and the average of these
values is used as the estimated value for this data point.

3.3.7 GRADIENT BOOSTING

Gradient Boosting is an effective ensemble learning technique widely used in machine learning. This
technique enables the creation of a strong predictor by combining base models called weak learners.
Gradient Boosting trains each base model to correct the errors of the previous model. This way, each
successive model is improved to address the weaknesses of the previous models, thereby enhancing the
overall prediction power. This process is optimized by carefully tuning hyperparameters such as the
learning rate. Gradient Boosting yields successful results in various tasks, including classification and
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regression problems, and is commonly implemented with popular libraries such as XGBoost and
LightGBM [19].

Fo(x) =0 (14)

Equation 14 represents the initial prediction of the Gradient Boosting algorithm. Initially, predictions start
with zero.

Fp(x) = Fpey (%) + p * by (%) (15)

Equation 15 represents the fundamental update rule of the Gradient Boosting algorithm. F,, (x) denotes
the prediction at the mmth iteration, F,,,_, (x) represents the prediction from the previous iteration, h,,, (x)
specifies the prediction function of the new model added in the mth iteration, and p indicates the
contribution rate of the new model.

3.4 Explainable Al (XAl)

Explainable Al (XAIl) is an approach aimed at making the decisions and inferences of artificial
intelligence systems understandable and traceable by humans. XAl develops methods to explain the inner
workings of complex Al models, allowing us to understand why decisions are made, how input data is
processed, and how results are obtained. As a result, users can confidently accept the decisions of Al
systems and question the logic behind them when necessary. XAl is recognized as an important tool for
developing reliable and transparent Al systems in various fields, from medical diagnostics to financial
risk analysis, autonomous vehicles, and security systems [20].

3.4.1 SHAP

SHAP (SHapley Additive exPlanations) is a technique used to explain predictions of complex artificial
intelligence models. It particularly aids in understanding the inner workings of models like deep learning
models, often referred to as black boxes, which are not easily interpretable. At the core of SHAP lies the
concept of Shapley values from cooperative game theory. These values quantitatively measure the
contribution of each feature to a prediction outcome. SHAP is utilized to understand the impact of each
feature on a prediction outcome and visually elucidate the internal structure of the model. Consequently,
it enhances the transparency of Al models' decisions and improves the model's reliability [21].

1
i) = 17 ) [F () = FG0)] (16)

Equation 16 represents a formula used in the SHAP (SHapley Additive exPlanations) algorithm. Here,
¢, (f) denotes the SHAP value of the ith feature of the model f. f represents the model's prediction
function, N denotes the number of data points, x,, represents a permutation of m, and x ;) represents the
value of the ith feature in a permutation of 7. This equation calculates the contribution of each feature to
a prediction outcome as the SHAP value. This contribution is determined by averaging over all
permutations. SHAP values quantify the impact of each feature on the model's predictions and make the
model's decisions more interpretable.
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3.4.2 LIME

LIME (Local Interpretable Model-agnostic Explanations) is a technique used to explain the decisions of
complex artificial intelligence models. It particularly aids in understanding the behaviors of models
termed as black boxes, whose internal workings are not fully understood. LIME is designed to interpret
the predictions of these models locally. Its working principle is as follows: First, an example for which
the prediction of the model to be explained is given. For instance, consider wanting to explain the
prediction made by an image classification model for a specific image. LIME generates randomly
perturbed examples around this example and evaluates the predictions of the model on these examples.
Then, using the effects of these random examples on the model, LIME attempts to determine which
features or variables determine the prediction. For example, to understand which pixels are most
influential in the classification of an image, LIME analyzes the effects of the modified versions of pixels
on the model prediction. Finally, the output of LIME is usually presented as a simple and understandable
model. This model represents the local behavior of the original complex model and is easier to interpret.
LIME is an effective tool used especially to make complex artificial intelligence models more
understandable [22].

e(x) = argmingeg(f' 9 T[x) + -Q(g) 17)

Equation 17 represents a formula used in the LIME (Local Interpretable Model-agnostic Explanations)
algorithm. Here, e(x) denotes the best interpretable model for a specific data point x. The argmin
operator finds the minimum among all models g in a certain set ¢, considering the smallest loss
(f, g, m,) and the complexity term 2(g). This equation represents the process of finding the most suitable
interpretable model for a specific data point in the LIME algorithm. LIME focuses on a small region
around the data point to explain how the data point is influenced by the complex model, thereby enabling
local interpretation of the model's decisions.

4  Results

In this study, various preprocessing steps have been applied to the dataset, with the main aim of enabling
more effective utilization of categorical variables. Particularly, categorical variables in string format in
the dataset have been converted to integer types to enhance the processing efficiency of models. This
transformation process has included variables such as students' gender, age range, and parents' education
level. These adjustments have facilitated better understanding of the dataset and yielded more accurate
results. Additionally, the transformation has enabled algorithms working with numerical values to operate
more effectively, leading to more reliable analysis outcomes. An example of the dataset used in the
analysis is provided in Figure 2.

school sex age address famsize Pstatus Medu Fedu Mjob Fjob .. romantic famrel freetime goout Dalc Walc health absences Lecture_Notes Course Pass Status

0o 0 18 0 1 1 4 4 0 4 3 4 1 1 3 6 28333333 0
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15 2 2 3 3 10 41.666667

15 1 3 2 73333333
2

16 5 4 43.333333

0
1 0
0 0
1 1
1 2

(SRR R VI
o - o o

1 1 5
1 1 4 2
4 2 3 2 2 1
3 3 4

N S T
P o o oo

I A==

o oo o o

o oo o o
P o 2o oo

1039 51.666667
1040

1 19
1
1041 1
1
1

18
18
17
18

4 1
4 76.666667 1
6 53333333 1
1042 6 0
1043 4 1

50.000000

- - o o o
- o0 o o =
R -
o o o o o
Wow o ow oo
Wow R oW
MowoR W R f
o o o o o
T

[ e
FN

3
]
1
1
2 53.333333

Figure 2 Dataset Example

The Biogeography-Based Optimization (BBO) algorithm has been effective in identifying complex
relationships within the dataset and allowing the selection of attributes that are appropriate for the
complexity among features. Therefore, the BBO algorithm is considered a suitable option in determining
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student success. In this study, using the BBO algorithm, the 20 attributes that most influence student
success were identified from among the 32 attributes in the dataset.

With the determination of the most important 20 attributes using the BBo algorithm, these attributes were
included in machine learning models, and metrics such as Accuracy, Precision, Recall, F1-score were
used for their evaluation. The results of the evaluation conducted with the most important 20 attributes
identified by the BBo algorithm are presented in Table 1 below.

Table 1: The results of the evaluation conducted with the 20 most important attributes identified by the BBo

algorithm
Model Accurac | Precision Recall F1-score
y
Gradient Boosting* 0.7388 0.7311 0.7388 0.7234
Random Forest (RF) 0.7252 0.7414 0.7452 0.7290
XGBoost 0.7188 0.7317 0.7388 0.7313
LightGBM 0.7124 0.7244 0.7324 0.7220
K-Nearest Neighbors (KNN) 0.6815 0.6646 0.6815 0.6650
Support Vector Machine (SVM) 0.6514 0.6637 0.6624 0.5722
Artificial Neural Networks (ANN) | 0.6624 0.6478 0.6624 0.6504

The confusion matrix of the Gradient Boosting algorithm with the highest Accuracy value is presented in
Figure 3 based on the evaluation results obtained with the BBo algorithm using the most important 20

features.

Real Class

Gradient Boosting

26 30

Predicted Class
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Figure 3 The output of the Gradient Boosting Confusion Matrix

« True Positive (TP): Represents the case where the model accurately predicts the positive class.
TP =90

- True Negative (TN): Represents the case where the model accurately predicts the negative class.
TN=11

- False Positive (FP): Represents the case where the model incorrectly predicts the positive class.
FP=30

- False Negative (FN): Represents the case where the model incorrectly predicts the negative class.
FN =26

The accuracy metric is a performance measure that evaluates the ratio of correctly predicted samples by
a classification model. This metric is calculated based on True Positives (TP) and True Negatives (TN)
values. A high accuracy value indicates that the model has a high ability to make correct predictions with
few incorrect predictions. The accuracy metric is effective when all classes are correctly classified and
can be used in balanced class distributions. However, in cases of imbalanced class distributions (for
example, situations where there are rare classes), the accuracy metric may be inadequate because incorrect
predictions of rare classes can misleadingly inflate the overall accuracy value. The calculation of the
accuracy metric is shown in Equation 18.

TP+ TN (18)
TP+TN + FP + FN

Accuracy =

The precision metric is a performance measure that evaluates how many of the samples predicted as
positive by a classification model are actually positive. This metric is calculated based on the True Positive
(TP) and False Positive (FP) values. A high precision value indicates that most of the samples predicted
as positive are indeed positive, with few false positive predictions. The calculation of the precision metric
is shown in Equation 19.

TP (19)

p , . -
recision TP + FP

The recall metric is a performance measure that evaluates how many of the true positives a classification
model correctly predicts. This metric is calculated based on the True Positive (TP) and False Negative
(FN) values. A high recall value indicates that the model correctly predicts most of the true positives, with
few false negative predictions. The recall metric is particularly important in areas of vital importance,
such as medical diagnosis, and in situations where missing true positives is significant. The calculation of
the recall metric is shown in Equation 20.

TP (20)

R =
ecall = 75=FN

The F1 metric is the harmonic mean of a classification model's precision and recall metrics, aiming to
balance the impact of both false positives and false negatives. This metric is calculated based on True
Positive (TP), False Positive (FP), and False Negative (FN) values. A high F1 value indicates that both
precision and recall metrics are high, and the model reduces both false positives and false negatives. The
F1 metric is particularly useful in cases of imbalanced class distributions (for example, situations where

Journal of Smart Systems Research 5(1), 40-54, 2024 50



Cem OZKURT
Assessing Student Success: The Impact of Machine Learning and XAI-BBO Approach

there are rare classes), as precision and recall metrics may be inadequate in these scenarios. The
calculation of the F1 metric is shown in Equation 21.

_ Precision X Recall 2D
"~ Precision + Recall

The Gradient Boosting algorithm, which yielded the highest accuracy value, has been explained using
interpretable artificial intelligence models SHAP and LIME. The explanations are provided in Figures 3
and 4.
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Figure 4 SHAP output, which is an explainable artificial intelligence model.

In Figure 4, a graph is presented illustrating the average effect size of a model's output and representing
an explanation method that measures the individual contribution of each feature to the model's prediction
using SHAP (SHapley Additive exPlanations) values. The graph displays the average absolute SHAP
value on the x-axis and the average effect size on the y-axis. The features depicted in the graph include
the number of 'failures', representing the instances of student failure, 'Mjob', indicating the mother's
occupation, 'paid’, denoting the student's employment status, and 'absences', representing the number of
days the student has been absent from school. Among the conclusions that can be drawn from the graph,
it is observed that the number of student failures and the mother's occupation have the greatest impact on
the model's output, while the effects of other features are comparatively smaller. However, it is important
to note that the graph may not fully represent the performance of the model for a specific student, and it
is crucial to acknowledge that the effects of each feature are not linear and may not account for interactions
between features.
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Figure 5 LIME output, which is an explainable artificial intelligence model.

Figure 5 contains information regarding student data and predictions made based on this data. The features
include factors such as the number of failures, amount paid, type of school, number of absences, guardian
status, test scores, and parental occupation. The effects of these features on the model prediction are
explained using the LIME method, which demonstrates how the prediction changes with each feature
value alteration. The graph highlights that the Walc, Fedu, and Medu test scores have the most significant
impact on the model's prediction. This information indicates that these factors increase the likelihood of
student success. However, it is also noted that other features contribute to the model's prediction,
providing insights into how the prediction is generated. Thus, the LIME analysis serves as a valuable tool
for educators and other stakeholders by making the model predictions more understandable.

5 Conclusions

The analyses conducted emphasize the necessity of examining the factors influencing student success in
detail. Specifically, the discussion of how these factors impact learning outcomes is supported by
theoretical frameworks. This study applied various preprocessing steps to the dataset, aiming to enable
more effective utilization of categorical variables. Particularly, categorical variables in string format were
converted to integer types, including variables such as students' gender, age range, and parents' education
level. These adjustments facilitated better understanding of the dataset and yielded more accurate results,
enhancing the processing efficiency of the models.

Furthermore, the evaluation of algorithms and interpretable artificial intelligence models used in
determining student success demonstrates how data-driven decision-making processes in education can
be shaped. The Biogeography-Based Optimization (BBO) algorithm was particularly effective in
identifying complex relationships within the dataset, selecting the 20 most influential attributes from
among the 32 attributes. This selection improved the performance of machine learning models, as
evidenced by metrics such as Accuracy, Precision, Recall, and F1-score.

The results indicate that models like Gradient Boosting and Random Forest performed well, with Gradient
Boosting achieving an accuracy of 0.7388 and Random Forest achieving an accuracy of 0.7252. These
findings highlight the potential of advanced algorithms to provide reliable insights into student success.

Additionally, methods like SHAP (SHapley Additive exPlanations) and LIME (Local Interpretable
Model-agnostic Explanations) were used to interpret the model predictions. The SHAP analysis revealed
that features such as the number of failures and the mother's occupation had the greatest impact on the
model's output. Similarly, LIME analysis indicated that factors like Walc, Fedu, and Medu test scores
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significantly influenced the model's predictions.

In light of these findings, there is a need for further research to create and implement education policies
more effectively. Future studies should focus on deeper exploration of the factors influencing student
success and better understanding the interactions among these factors. Additionally, there is a necessity
to enhance the role of artificial intelligence techniques in education and integrate these techniques more
effectively into educational practices.

The results of this study could contribute to the development of data-driven decision-making processes in
education and more effectively planned interventions to improve student success. Moreover, this study
serves as an important resource for educators and policymakers, aiding in the more sustainable and
inclusive enhancement of the education system.
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ABSTRACT

There are different types of elbow orthoses, medical devices engineered to support and stabilize the
elbow joint, assisting in recovery from injuries or surgeries, and managing chronic conditions through
movement restriction and essential immobilization. The development of elbow orthoses has evolved
significantly from rudimentary splints in early medical practices to advanced, custom-fitted devices
utilizing modern materials and biomechanical principles. This review provided researchers with a
comprehensive overview of the history and development of elbow orthoses. It offered insights into
the effectiveness, utilization, and clinical applications of different types of elbow orthotic designs.
Additionally, this review contributed to the body of knowledge by comparing traditional and modern
elbow orthotic technologies, offering valuable guidance for future research directions in this area of
study. Furthermore, this review underscored the challenges and prospects within the field, paving the
way for concerted endeavors among academics, healthcare practitioners, and industrial experts to
propel the development of elbow orthotic technologies and improve patient results. Thus, researchers
potentially could have developed more effective treatment strategies in clinical practice and improved
the quality of life for patients.

Keywords: Elbow orthoses, rehabilitation, biomechanics, personalized medicine

1 Introduction

The elbow joint, or articulatio cubiti, is a complex synovial hinge joint comprising the distal humerus,
proximal ulna, and head of the Radius [1]. It includes three primary articulations known as the
humeroulnar, humeroradial, and proximal radioulnar joints, which facilitate flexion, extension, pronation,
and supination [2]. Stability is provided by the medial and lateral collateral ligaments as well as the
annular ligament [3]. The surrounding musculature, including the biceps brachii, brachialis, and triceps
brachii, supports joint function and stability [4]. The proximity of critical neurovascular structures,
including the ulnar, radial, and median nerves, along with the brachial artery, necessitates a thorough
understanding of elbow anatomy for accurate clinical assessment and intervention [5]. There are
numerous elbow injuries and disorders, including lateral epicondylitis, medial epicondylitis, olecranon
bursitis, cubital tunnel syndrome, and ligamentous injuries, that frequently occur and require precise and
effective rehabilitation protocols [6]. The primary goals of elbow rehabilitation encompass pain
management, reduction of inflammation, and restoration of functional mobility and strength [7-9].
Conventional therapeutic protocols encompass manual therapy, specific therapeutic exercises,
cryotherapy, and neuromuscular electrical stimulation [10]. The implementation of elbow orthoses stands
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out as a crucial intervention in the management of these conditions [11]. Orthoses provide crucial joint
stabilization, mitigate pain, and facilitate controlled mobilization, thereby enhancing the healing process
[12]. By restricting deleterious movements and reducing mechanical stress on the affected structures,
orthoses not only promote tissue recovery but also prevent recurrence of injury, making them an
indispensable component of a comprehensive rehabilitation strategy for elbow disorders [13].

Elbow orthoses, encompassing passive, active, and semi-active modalities, are extensively utilized in the
treatment and management of a spectrum of conditions including epicondylitis, elbow instability,
fractures, and traumatic injuries [14-15]. Passive orthoses typically offer stable support, allowing the
elbow to rest comfortably [16]. Active orthoses promote elbow motion alongside restricting excessive
movement [17]. Semi-active orthoses facilitate a specific range of motion, enabling users to engage
muscle strength and movement [18]. The working principles of these orthoses are to stabilize the elbow
in accordance with biomechanical principles, restrict undesirable movements, and apply pressure to the
affected site [19]. These designs are typically made from lightweight and durable materials such as
titanium [20], aluminum [21], or carbon fiber [22] and can be adjusted according to individual needs.

Elbow orthoses, initially introduced in the medical field in the early twentieth century, found their earliest
applications in the management of conditions such as epicondylitis and elbow fractures [23]. The
historical evolution of elbow orthoses has been marked by advancements in mechanical design, structural
composition, and manufacturing processes [24]. Early orthoses were often rudimentary, consisting of
simple splints or braces constructed from materials such as metal or leather [25]. Over time, innovations
in materials science led to the development of lighter, more durable orthotic materials, including plastics,
carbon fiber [27], and thermoplastics [28]. Concurrently, improvements in biomechanical understanding
and orthotic design principles have enhanced the effectiveness and comfort of elbow orthoses [28]. Today,
elbow orthoses remain a crucial component of conservative treatment strategies for a range of elbow
pathologies, offering targeted support [30-31], stability [32], and pain relief [33] to patients.

The purpose of this review paper was to provide a comprehensive synthesis of the existing literature
concerning elbow orthoses. It delved into various aspects including their typologies, indications,
applications, and efficacy in managing a spectrum of elbow pathologies such as epicondylitis, instability,
fractures, and traumatic injuries. Furthermore, it scrutinized the biomechanical underpinnings of orthotic
design, the materials utilized in orthosis fabrication, and technological advancements in the field. Through
an exhaustive analysis and synthesis of prior research, this review paper contributed to the academic
discourse by elucidating evidence-based practices in elbow orthotic management and identifying avenues
for future research and innovation. The necessity for a review paper on elbow orthoses arises from the
increasing prevalence of elbow-related injuries and conditions and the need for a comprehensive
understanding of the efficacy and applications of orthotic interventions in their management. The structure
of the paper was delineated as follows. In Section 2, the focus was on the development and advancements
in dynamic elbow orthoses, showcasing innovative designs and technological features intended to
improve functional results and rehabilitation processes. Finally, a thorough review of the concluding
remarks was conducted in Section 3.

2 Orthotic Innovations in Elbow Rehabilitation

In recent years, significant advancements have been achieved in the design and application of elbow
orthoses for various clinical conditions. These devices have evolved to provide enhanced support,
stability, and therapeutic benefits, utilizing innovative technologies and materials. This section provides
a concise overview of notable studies and developments in the field of elbow orthoses, highlighting their
clinical implications and technological advancements. There is an extensive collection of studies available
in the open literature. Figure 1 illustrates the number of academic publications indexed by Web of Science
(WoS) between 1980 and 2023. This review paper highlights several studies noted for their innovative
contributions (see Figure 2). For example; Deharde and Patchel (1997) developed a dynamic splint
incorporating a bi-directional torsional power unit for extension or flexion support, featuring adjustable
force, compactness, and lightweight design. This invention utilized a hinge-mounted power unit to
selectively oppose joint movement, with self-aligning contour plates ensuring anatomical conformity and
stability. Innovative features encompassed a universal soft cuff/strap design, infinitely adjustable
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telescoping struts, and a cam locking mechanism for secure positioning [34]. Johnson et al. (2001)
developed the Motorized Upper-Limb Orthotic System as an advanced powered orthosis designed for
individuals with disabilities or limb weakness. It featured five degrees of freedom focusing on shoulder,
elbow, and pronation/supination movements. The system operated in assistive, continuous passive motion
therapy, and potential exercise modes, demonstrating capability in providing controlled movements and
effective therapy programming, with attention to safety considerations for future enhancements in
operation and control interfaces [35]. Bahadir et al. (2005) conducted a study to investigate the effect of
using the Bobath sling on glenohumeral subluxation and functional improvement in hemiplegic patients.
A total of 32 hemiplegic patients with an average age of 58.7 were included in the study. The comparison
between patients using the Bobath sling and those not using it revealed that after one month of treatment,
patients using the Bobath sling experienced a decrease in glenohumeral subluxation or stability without
progression. These findings indicated that the use of the Bobath sling could be beneficial in preventing
the development and progression of glenohumeral subluxation in hemiplegic patients [36]. Vanderniepen
et al. (2008) discussed the design challenges and unique characteristics of orthopaedic rehabilitation for
the elbow joint using a powered orthosis with MACCEPA actuators. The paper highlighted the differences
in approaches between neuro-rehabilitation and orthopaedic rehabilitation, emphasizing the specific
considerations needed for effective elbow joint rehabilitation. Additionally, the paper detailed the
mechanical design and requirements of the orthosis, particularly focusing on the innovative features of
MACCEPA actuators with online adaptable compliance [37]. Schulz et al. (2009) developed a non-
invasive, modular FES-hybrid orthosis for upper extremity rehabilitation in cervical spinal cord injured
patients. This orthosis integrated orthotic stability with FES muscle activation to restore function and
enable training. By using miniaturized flexible fluidic actuators and innovative user interfaces based on
muscle activity and movement intention detection, the system aimed to address grasping function loss,
enhancing independence and autonomy for patients [38]. Kesmezacar et al. (2010) conducted a study to
investigate the clinical and radiographic outcomes of conservatively managed simple elbow dislocations.
Patients treated with closed reduction and short-term immobilization exhibited notable restrictions in joint
range of motion, and most patients did not report feeling fully healed. These findings suggested a
correlation between significant joint mobility limitations and the treatment approach for simple elbow
dislocations, despite the effectiveness of these methods in terms of functional scores [39].

20

L2 b

D 1 N .

08

<

£ 16

o .

S 14 . o e

<)

8 .

= 12

et .

c

o 10

8 L ] [

2L 3 . .

g ™ .

—

=6

— ° . °

84 . °

> ® . °

2 2 e e [T 1) [ ] °

e oo . °

S 0

Z [ e B LB el AT e B L Sl A e 52 B £ Sl B a2 T £ T - . '
I~ S0 00 O O 90 & & & & &S S O O O vw= wm wm = e [ B
= O - - - - - O - T - I - O - - I — I — I — A — — I — I — T — T — T — I —
~~~~~~~~~~~ L I o B o N o BN o BN o BN o B o BN o BN o B o B o |

Years
Figure 1: Academic publication trends on elbow orthosis in web of science

Journal of Smart Systems Research 5(1), 55-65, 2024 57



ASADI DERESHGI et al.
Advancements and Innovations in Elbow Orthoses: An Extensive Review of Design, Development, and Clinical Applications

™ Y
\lolol*, S
\

Encoder w

Figure 2: Compilation of elbow orthosis designs from reviewed studies

Journal of Smart Systems Research 5(1), 55-65, 2024

58



ASADI DERESHGI et al.
Advancements and Innovations in Elbow Orthoses: An Extensive Review of Design, Development, and Clinical Applications

Pau et al. (2012) developed a neuromuscular interface (NI) for the elbow joint that predicts motion using
electromyographic (EMG) signals from the biceps and triceps. The study demonstrated that the NI, which
did not rely on additional weights or other sensors, achieved an average root-mean-square error of 6.53°
for single cycles and 22.4° for random cycles, validating its potential for both able-bodied and less-abled
users [40]. Bonutti et al. (2012) conducted a patent study and devised an orthosis that enabled hand and
arm bone movement. The orthosis included a main gear assembly with a lower cuff for wrist and hand
grip, allowing adjustments for pronation and supination. A lower cuff arm stabilized the forearm, and an
upper cuff arm supported the upper arm, accommodating angular adjustments for personalized therapy
sessions [41]. Cempini et al. (2013) introduced enhancements to the NEUROExos, a wearable
exoskeleton designed for mobilizing paretic/spastic elbows. The study focused on the exoskeleton's
actuation, transmission, and control systems, incorporating a safety clutch and a series elastic actuation
architecture with a novel torsional spring element to improve joint compliance and enable both position
and torque control methods. The revised NEUROEXxos was designed to be portable and accessible for
clinical application [42]. Ripel et al. (2014) designed a motorized active elbow orthosis (AEO) for
rehabilitation, utilizing robotic exoskeleton principles. The device measures patient motion using a strain
gauge and controls the actuator to aid elbow movement, offering exercises similar to those of a
physiotherapist. Initial tests demonstrated successful improvement in elbow joint motion, suggesting
potential for home-based rehabilitation with further validation needed for widespread clinical adoption
[43]. Vitiello et al. (2016) developed an advanced version of the NEUROEXos robotic elbow exoskeleton,
targeting rehabilitation for stroke patients in both acute and subacute phases. This version introduced a
novel series elastic actuation system, an anatomical alignment mechanism with four passive degrees of
freedom, and one active degree of freedom with remote cable-driven actuation. Initial trials with chronic
post-stroke patients indicated the system's effectiveness in assessing joint rigidity and its potential for
rehabilitation application [44]. Herrnstadt et al. (2016) designed a one DOF elbow orthosis for tremor
suppression, utilizing a speed-controlled, voluntary-driven approach. In contrast to traditional methods
that canceled tremor signals, this orthosis estimated and actuated based on voluntary movement, achieving
over 99% reduction in tremor power with minimal impact on voluntary motion. The feasibility of this
approach was demonstrated through testing with a robotic system that simulated the human arm [45].
Ataoglu et al. (2017) evaluated the efficacy of closed reduction followed by early mobilization in patients
with simple elbow dislocations. The study included 18 adults treated with closed reduction under sedation,
followed by a week of immobilization in a long arm cast and early active movement initiation. After one
year, evaluations using the Quick Disabilities of the Arm, Shoulder, and Hand (Quick-DASH) and Oxford
Elbow Score showed no significant differences compared to the contralateral elbow. Early mobilization
resulted in quicker return to work and no recurrent dislocations, demonstrating its safety and effectiveness
[46]. Cilaci et al. (2018) documented the rehabilitation process of a 33-year-old woman with localized
scleroderma, focusing on severe joint contractures in her left upper extremity. The therapy had included
heated modalities, active stretching and strengthening exercises, and the use of a dynamic orthosis. Over
one month, improvements were noted in range of motion, particularly elbow extension and shoulder
abduction, with a significant increase in grip strength and improved DASH scores. These findings
highlighted the effectiveness of conventional rehabilitation methods augmented by dynamic orthoses in
treating rigid contractures in localized scleroderma [47]. Murugan et al. (2018) developed an ergonomic
elbow orthosis to address elbow hyperextension, utilizing a 3D scanned model of the human hand for a
personalized design. The orthosis, constructed from ABS material through additive manufacturing, was
optimized for weight and stiffness, ensuring comfort and faster recovery compared to conventional
methods [48]. Wee et al. (2019) developed an elbow-flexion assist orthosis for individuals with
arthrogryposis multiplex congenita (AMC), aiming to aid elbow flexion using a spring mechanism
combined with a sliding joint to increase elbow torque. The prototype demonstrated increased elbow
flexion from 87 degrees without the device to 120 degrees with it, allowing the user to bring her hand to
her mouth more easily. This lightweight, easily concealable orthosis offered a practical solution for
enhancing elbow movement in AMC patients [49]. Bancud et al. (2019) designed a powered wearable
orthosis for managing spasticity and contractures resulting from neurological and orthopedic pathologies.
This portable device enabled patients to perform repeated-passive-dynamic exercises in non-clinical
environments. Equipped with electrogoniometers and torque sensors, the orthosis recorded kinematic and
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dynamic data, providing valuable insights for clinicians and supporting further research. The modular
design allowed adaptability to various anatomies and conditions, addressing limitations of existing robotic
rehabilitation devices [50]. Minh et al. (2019) developed a low-cost, mechatronic orthosis for home-based
rehabilitation of elbow injuries, which used EMG sensors to detect and translate muscle signals into motor
movements. The device, regulated for various users, utilized adaptive control algorithms including linear
quadratic Gaussian and Kalman filter to achieve a 94% accuracy, with a maximum error of 6.9° over a
122° movement range [51]. Dindorf and Wos (2019) developed a wearable elbow joint orthosis featuring
a bimuscular pneumatic servo-drive controlled by bioelectric signals. The study presented the use of brain
activity and muscle tension to manage the orthosis, utilizing a distributed control system with a master
and direct layer. The orthosis facilitated natural elbow movements and provided effective support for
rehabilitation and muscle force recovery [52]. Bonutti et al. (2019) introduced a novel invention, a
patented orthosis aimed at facilitating supination and/or pronation of the wearer's forearm. The orthosis
consisted of a base, an upper arm support securing the wearer's upper arm, a rotation assembly enabling
rotation within a defined plane, and a forearm support engaging the wearer's wrist and forearm. This
innovation aimed to provide effective support for forearm rotation, enhancing rehabilitation and mobility
for individuals [53]. Nikolaev et al. (2020) aimed to develop an adaptive elbow orthosis allowing for
customizable motor activity engagement and remote control. The proposed design included individual
sockets for the shoulder and forearm, elastic elements for torque balance, adaptation drives, and a control
system operated via an Android mobile app with feedback [54]. Golovin et al. (2021) investigated a new
orthosis design for patients with upper limb paresis, addressing the limitations of existing devices. Their
prototype, combining elastic elements and external energy sources, enabled precise control of auxiliary
force via a smartphone application, potentially enhancing rehabilitation effectiveness [55]. Demirsoy et
al. (2022) developed a Raspberry Pi-controlled remote monitoring system. This system utilized EMG
signals, storing the data in the cloud for access by physiotherapists. The study introduced a low-cost,
portable, and lightweight elbow rehabilitation device prototype. This device could be used for the
treatment of nerve and tendon injuries, supporting active exercises, and enabling physiotherapists to
monitor the rehabilitation progress [56]. Rodriguez et al. (2022) designed and simulated a 3 DOF
mechatronic orthosis to support physical rehabilitation for individuals with musculoskeletal disabilities.
The orthosis, tested on a 22-year-old subject, utilized 6061 aluminum rods, servomotors, and an Arduino
Nano for control, along with a Matlab GUI for customization. Simulation results indicated that the orthosis
achieved the desired angular movements for shoulder, arm, and elbow, showing potential for effective
home-based rehabilitation [57]. Lavrenko et al. (2022) developed a prototype orthosis for elbow joint
rehabilitation, focusing on stress-strain analysis and material selection for structural elements. The
orthosis design incorporated a bevel gear mechanism, ensuring proper torque transmission, and was tested
using FEMAP with NASTRAN to optimize its mechanical performance. The prototype demonstrated
potential for post-traumatic rehabilitation and could be adapted for other joints [58]. Rosero et al. (2022)
designed a mechatronic orthosis to aid elbow rehabilitation by facilitating flexion-extension and
pronation-supination movements. Evaluated in practical applications, the device demonstrated potential
as a low-cost, functional prototype for treating elbow pathologies, despite some identified design
limitations and areas for improvement [59]. Said et al. (2022) purposed a smart elbow brace (SEB)
designed for home-based rehabilitation of poststroke or traumatic elbow injuries. The SEB aimed to
reduce elbow stiffness by facilitating extension, flexion, pronation, and supination motions. It
incorporated a sliding joint to distribute forces and featured rehabilitation exercises for interactive
engagement. However, clinical efficacy and signal delays remained as limitations, suggesting areas for
future improvement [60]. Petrov et al. (2023) developed an autonomous controller for an active elbow
orthosis, enabling parameterization by physiotherapists and independent use by patients at home. The
controller operated in two modes, either without electromyographic feedback or using feedback from the
biceps brachii muscle to initiate movement. The prototype was designed for both left and right elbows
and included adjustable length options for different patient sizes [61]. In examining studies presented in
the open literature, evidence suggested that elbow orthoses experienced significant advancements by
incorporating modern technologies to provide superior support and therapeutic benefits. The ongoing
development in this field had the potential to further refine and innovate, thus shaping the future of
orthopedic rehabilitation. Section 3 summarized the main results of the studies on elbow orthoses.
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3 Conclusions

The development of elbow orthoses was profoundly influenced by advancements in materials, design
methodologies, and technological breakthroughs. These innovations drove a transformative shift in
orthopedic rehabilitation, underscoring the remarkable progress and potential within the realm of elbow
orthoses. The primary focus of elbow orthoses was to provide support, stability, and pain relief, with
recent developments expanding their therapeutic potential to include dynamic rehabilitation, personalized
intervention, and remote monitoring capabilities. One notable trend in recent research was the integration
of advanced technologies into orthotic design, such as EMG sensors, mechatronic actuators, and adaptive
control systems. These innovations enabled orthoses to respond dynamically to the patient's physiological
signals, providing tailored support and facilitating more natural movement patterns during rehabilitation.
Additionally, the incorporation of remote monitoring features allowed for real-time assessment of patient
progress and adjustment of treatment protocols, enhancing the efficiency and effectiveness of
rehabilitation interventions. Moreover, the emphasis on personalized medicine spurred the development
of custom orthotic solutions tailored to individual patient anatomy and pathology. The application of 3D
scanning and additive manufacturing technologies enabled the precise fabrication of orthoses tailored to
the unique biomechanical requirements of patients, thereby optimizing comfort, fit, and therapeutic
results. This personalized method not only enhanced patient adherence and satisfaction but also
maximized the therapeutic efficacy of orthotic interventions. Furthermore, the expansion of orthotic
applications beyond traditional rehabilitation centers was evident in recent research endeavors. The
integration of elbow orthoses into patients' daily activities extended beyond clinical settings, ranging from
home-based rehabilitation systems to assistive devices. This trend exemplified a broader paradigm shift
towards patient-centered care and empowerment, wherein individuals were actively involved in the
management of their health and well-being.

However, several challenges and limitations persist in the field of elbow orthoses. First, the high cost of
advanced orthotic devices poses a significant barrier, limiting accessibility, particularly in low- and
middle-income countries. Second, the effective utilization of these sophisticated technologies requires
specialized training for both clinicians and patients, potentially hindering optimal use and reducing
therapeutic benefits. Third, there is an insufficiency of comprehensive long-term studies evaluating the
efficacy and reliability of these devices, making it difficult to draw definitive conclusions about their
long-term benefits and potential complications. Fourth, the customization process for personalized
orthoses faces biomechanical design challenges, as the unique anatomical and biomechanical
characteristics of each patient require highly individualized solutions. Finally, the integration of smart
technologies raises concerns about data security and patient privacy, necessitating robust measures to
protect sensitive health information. Addressing these challenges through continued research and
interdisciplinary collaboration will be essential for further advancement in the field. In light of the
significant global health ramifications, it becomes imperative to prioritize the resolution of these
challenges to facilitate equitable access to orthotic solutions on a global scale.

In conclusion, the field of elbow orthoses witnessed significant advancements towards personalized,
technology-driven rehabilitation solutions that extended beyond conventional limits. Despite significant
advancements in the design and application of elbow orthoses, several knowledge gaps remain. Future
research should focus on the long-term efficacy of orthoses, enhancing personalization through advanced
materials and Al-driven customization, and integrating smart technologies for real-time data collection
and feedback. Additionally, optimizing biomechanical design and conducting comprehensive clinical
trials will be crucial. Furthermore, the development of standardized protocols for training and data
management can enhance the integration and efficacy of these devices. As research continued to push the
boundaries of innovation, the future held promise for even more sophisticated orthotic interventions that
improved patient benefits, promoted independence, and enhanced the quality of life for individuals with
elbow-related conditions. In closing, the trajectory of elbow orthoses exemplifies a remarkable fusion of
innovation and patient-centered ethos, offering a glimpse into a future wherein rehabilitation is not only
effective but also seamlessly tailored to individual needs, ushering in a new era of orthopedic care.
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