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Abstract 

In this study, Type I co-agents Zinc Acrylate (ZDA), Zinc Methacrylate (ZDMA) 

and Type II co-agents Triallyloxy-1,3,5-triazine (TAC) and 1,3,5-triallyl-1,3, the effect 

of 5-triazine (TAIC) on the curing kinetics of vinyl methyl polysiloxane (VMQ) and 

phenyl vinyl methyl polysiloxane (PVMQ) elastomers was examined.   Cure rate constant 

(k), reaction degree (n), and activation energy (Ea) values were evaluated according to 

the 1st and nth cure kinetics, using the data of the cure curves obtained from the rheological 

analyses performed with the moving die rheometer at different temperatures. It was 

determined that the type of co-agent used in the preparation of the elastomer had a positive 

effect on the cure rate and effective cross-link formation. In addition, the effect of both 
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the molecular structure of the co-agent used and the type of silicone elastomer on the cure 

reaction was explained. Since activation energies were calculated using the entire cure 

curve in the nth degree cure kinetics, higher activation energy values were obtained 

compared to the 1st-degree cure kinetics. While the use of co-agents has been shown to 

affect the curing behavior and rheology of silicone elastomers, it is clear that the elastomer 

components and type of coagent will affect the performance of the final product. 

Keywords: Activation energy; Co-agent; Peroxide curing; Silicone elastomer. 

Ko-ajan tipinin vinil-metil siloksan ve fenil-vinil-metil siloksan elastomerlerinin 
kür kinetiğine etkisi 

Öz 

Bu çalışmada Tip I ko-ajanlar Çinko Akrilat (ZDA), Çinko Metakrilat (ZDMA) ve Tip II 

ko-ajanlar Trialiloksi-1,3,5-triazin (TAC) ve 1,3,5-trialil-1,3 5-triazinin (TAIC), vinil metil 

polisiloksan (VMQ) ve fenil vinil metil polisiloksan (PVMQ) elastomerlerinin kürlenme kinetiği 

üzerindeki etkisi incelenmiştir.    Kürleşme hızı sabiti (k), reaksiyon derecesi (n) ve aktivasyon 

enerjisi (Ea) değerleri, hareketli kalıp Reometresi ile farklı sıcaklıklarda gerçekleştirilen reolojik 

analizlerden elde edilen kürlenme eğrilerinin verileri kullanılarak 1. ve n. kür kinetiğine göre 

değerlendirildi. Elastomerin hazırlanmasında kullanılan ko-ajan türünün kürleşme hızına ve etkili 

çapraz bağ oluşumuna olumlu etkisi olduğu belirlendi. Ayrıca hem kullanılan ko-ajanın moleküler 

yapısının hem de silikon elastomer tipinin kür reaksiyonuna etkilediği tesbit edilmiştir. n. derece 

kür kinetiğinde aktivasyon enerjileri kür eğrisinin tamamı kullanılarak hesaplandığından 1. derece 

kür kinetiğine göre daha yüksek aktivasyon enerjisi değerleri elde edilmiştir. Yardımcı ajanların 

kullanımının silikon elastomerlerin kür davranışını ve reolojisini üzerindeki etkisi görülmüştür. 

Elastomer bileşenlerinin ve ko-ajan tipinin nihai ürünün performansını etkileyeceği açıktır. 

Anahtar Kelimeler: Aktivasyon enerjisi; Ko-ajan; Peroksit kürleme, Silikon elastomer. 

1. Introduction 

Silicone elastomers have been used in many applications because of their chain flexibility, 

and thermal resistance and maintain their physical properties at a wide temperature range. 

Siloxane bonds (Si-O-Si) form the skeleton of the silicone structure. Silicone structures with 

different properties can be obtained by bonding other organic groups to the silicon atom [1]. As 

a result of the cross-linking of the elastomers, their physical properties and dynamic performances 

are significantly increased [2]. The strength and quantity of the cross-links affect the stiffness, 
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mechanical properties, and network structure of the elastomer. Usually, organic peroxides are 

used for crosslinking of silicone elastomers. Organic peroxides are the structures formed by 

bonding at least two oxygen atoms bonded to an organic group. The peroxide decomposes with 

the heat to form free radicals, forming the active group on the polymer chain. Crosslinking occurs 

with the interaction of the active parts formed on the polymer chains. The chemical structure of 

the organic group attached to the oxygens in peroxides allows the peroxide to be classified as 

dialkyl, diacyl, peroxyketal, and peroxyester. Some peroxides in these peroxide classes, and often 

used with silicone elastomers have advantages and disadvantages. 

Peroxyketals react more quickly due to their low half-life. Peroxyketals give a high curing 

reaction at low temperatures compared to diacyl peroxides. However, since peroxyketals contain 

both weak and strong free radicals, they show less efficient cross-linking than dialkyls [3]. Diacyl 

peroxides, on the other hand, form highly active free radicals when they decompose. However, 

they are preferred in processes that require little crosslinking because they require a high curing 

temperature and have a long half-life [4]. It is frequently used in co-agents in systems where 

silicone elastomers are cured by peroxide curing. Co-agents or accelerators are important 

additives as they affect the activity of crosslinking agents and the amount of crosslinking [5]. 

They also change processing parameters such as cure rate and cure time [6]. Co-agents used with 

peroxide are classified as Type I and Type II based on their contributions to cure. Type I co-agents 

increase both the rate and state of cure. Type II co-agents form less reactive radicals and contribute 

only to the state of cure [7]. Type I co-agents have two functional groups, and Type II has three 

functional groups. Type I accelerators are generally polar, multifunctional, and have low 

molecular weight. Type I accelerators contain acrylates, methacrylates, methacrylate esters, and 

dimelamides in their structure. Type II accelerators are radicals with lower activity and only 

increase the number of crosslinks. Type II accelerators contain allyl groups, cyanurate, 

isocyanurate, and phthalates. 

Experimental investigations of the cure and rheology of elastomers are crucial for 

understanding how to achieve the highest quality components in manufacturing processes. 

However, this empirical approach is often complex and time-consuming. Numerical modeling 

and simulations offer a more cost-effective alternative, allowing for iterative studies without the 

need for extensive in situ trials. In addition, experimental research on the curing and rheology of 

elastomers can give us information about the components that the highest quality product will 

need, the production method, and factors affecting the performance of the end product, etc. in a 

production process [8]. 
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 In this study, we have investigated the effect of various co-agents on the curing kinetics 

of different polysiloxane elastomers at different temperatures. The impact of different co-agent 

types on curing was examined with 1st and nth cure kinetics models. The investigation into the 

effects of co-agents on the curing kinetics and cure parameters of polysiloxane elastomer reveals 

that, although co-agents significantly influence the curing behavior and rheology of silicone 

elastomers, the performance of the final product is also heavily dependent on the elastomer 

components and the type of manufacturing process used. 

2. Materials and Methods 

2.1. Materials  

Phenyl vinyl methyl silicone (PVMQ) was purchased from Shin-Etsu Chemical Co. Ltd. 

(Tokyo, Japan). Vinyl methyl silicone (VMQ) was purchased from Wacker Co. Ltd. (USA). Co-

agents, triallyl cyanurate (TAC), triallyl isocyanurate (TAIC), zinc diacrylate (ZDA), and zinc 

dimethacrylate (ZDMA) were obtained from Sigma-Aldrich. As crosslinker, 2,5-dimethyl-2,5-

di(tertiary-butylperoxy) hexane (DBPH) with product code trigonox 101-45S and peroxide 

content of 44-46% was obtained from Akzo Nobel (Netherlands). The mold release agent (MRA) 

used to remove elastomers from vulcanization molds was purchased from SolPro Co.Ltd. 

(Türkiye). 

2.2. Preparation of compounds and vulcanizates 
 

In the formulations specified in Table 1, silicone elastomers have been prepared in the 

Thermo HAAKE Rheomix Mixer system at 25 0C for 20 minutes at a rate of 50 rpm. Cure 

characteristics at these rubber blends (etc: scorch time t2s, optimum cure time t90, and torque 

increments ∆M) were determined according to ASTM D 5289 using Alpha 2000B Moving Die 

Rheometer (MDR) at five different temperatures 170, 175, 180, 185 and 190 oC for 20 minutes.  

 
Table 1. Formulations of the compounds.  

Components, phr* 
Blends Code VMQ PVMQ DPBH TAC TAIC ZDA ZDMA MRA** 
VMQ 100 - 0.8 - - - - 1.25 
VMQ-TAC 100 - 0.8 0.5 - - - 1.25 
VMQ-TAIC 100 - 0.8 - 0.5 - - 1.25 
VMQ-ZDA 100 - 0.8 - - 0.5 - 1.25 
VMQ-ZDMA 100 - 0.8 - - - 0.5 1.25 
PVMQ - 100 0.8 - - - - 1.25 
PVMQ-TAC - 100 0.8 0.5 - - - 1.25 
PVMQ-TAIC - 100 0.8 - 0.5 - - 1.25 
PVMQ-ZDA - 100 0.8 - - 0.5 - 1.25 
PVMQ-ZDMA - 100 0.8 - - - 0.5 1.25 
*phr, Parts per Hundred Rubber, **MRA, Mould release agent  
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2.3. Characterization 
 

The rheological analysis of the silicone blends has been performed using Alpha 

Technologies MDR 2000B rheometer according to ASTM D5289. The mechanical properties of 

the blends have been investigated using a Zwick/Z010 Universal Testing Machine according to 

ASTM D412 with a crosshead speed of 100 mm/min. 

 

3. Theoretical Background 

3.1. 1st  Order Kinetic Model 

Cure Rate Index (CRI) which is related to the rate of vulcanization was calculated using 

Equation 1 [9].  

CRI = 100/(t!" − t#$)                                                                                                                                     (1) 

The cure rate content and activation energy of silicone elastomers were calculated 

according to 1st  order kinetic model. The state of cure (α) values were calculated by evaluating 

cure curves of VMQ and PVMQ elastomers at four different temperatures using equation 2 [10]. 

∝ (-) = (.% −.&)/(.& −.')                                                                                                                          (2) 

Where MH is the maximum torque, ML is the minimum torque and Mt is the torque at the 

time t. k values were calculated according to 1st order kinetic model using Equation 3 by 

evaluating the area between α=0.25-0.45 in the cure curve.  

ln(∝) = 1(2). -                                                                                                                                                (3) 

Activation energies of elastomers have been calculated with k values obtained at different 

temperatures using the Arrhenius equation. 

1 = 1"exp	(− (!
)*)                                                                                                                        (4) 

Where Ea is the activation energy, R is the universal gas constant and T is the absolute 

temperature. 

3.2. n nth order kinetic model 

The second method for calculating k, Ea, and reaction order (n) is the nth-order kinetic 

model. The state of cure-time curves was evaluated using a scientific program according to 

Equation 5 to obtain k and n values. 
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∝= 1[(- − -+)],/	(1 + 1[(- − -+)],                                                                                           (5) 

Where ts is scorch time, activation energies of elastomers have been calculated using 

Equation 4. 

4. Results and Discussion 

4.1. Cure characteristics of VMQ & PVMQ at different temperatures  

Silicone elastomers are prepared according to the recipes given in Table 1. They were 

cured at 170, 175, 180, 185, and 190 oC.  The cure curves of VMQ and P VMQ elastomers without 

co-agents at 5 different temperatures are given in Figures 1-a and 1-b. 

 

 
 

            Figure 1.  The cure curves of VMQ and PVMQ compounds. 
 

The curing characteristic parameters of PVMQ and VMQ elastomers at different temperatures are 

presented in Table 2 and Table 3, respectively. 

The curing curves give valuable information into the curing behavior of elastomers. 

Tables 2 and 3 include parameters such as scorch time (ts2), optimum cure time (t90), and the cure 

rate index (CRI) which is a parameter that indicates the rate of the curing reaction. It is indicative 

of the curing performance and efficiency of the compounds.  In addition, Δtorque, which is the 

degree of cure is the difference between the minimum torque and the maximum torque. The torque 

difference in an MDR test is proposed to be theoretically linked to the shear dynamic modulus, 

and this modulus is indirectly associated with the total crosslink density in rubber compounds 

[16]. 
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Table 2. Cure characteristic parameters of PVMQ. 
Temperature Cure 

Parameter 
PVMQ PVMQ-TAC PVMQ-TAIC PVMQ-ZDA PVMQ-

ZDMA 
 
 
 
170 o C 

ML (dNm) 0.92±0.02 0.95±0.05 0.96±0.03 1.21±0.02 1.08±0.08 
MH (dNm) 7.35±0.98 12.19±1.22 12.48±1.01 11.07±0.87 11.23±0.99 
ts2 (min) 0.79±0.02 0.77±0.03 0.68±0.03 0.44±0.04 0.65±0.34 
t90 (min) 10.03±0.99 3.65±0.31 3.60±0.38 3.00±0.02 3.90±0.74 
CRI(min-1) 10.8±0.9 34.7±2.6 34.3±4.3 39.1±2.8 30.8±1.6 

 
 
 
175 o C 

ML (dNm) 1.04±0.02 0.99±0.01 0.92±0.08 1.23±0.02 1.14±0.08 
MH (dNm) 7.33±0.67 12.06±0.99 11.98±0.99 11.00±0.94 10.42±0.54 
ts2 (min) 0.63±0.06 0.60±0.05 0.53±0.08 0.36±0.06 0.55±0.04 
t90 (min) 10.37±0.95 2.53±0.21 2.51±0.87 1.63±0.07 2.74±0.17 
CRI(min-1) 10.3±0.8 51.8±3.5 50.5±4.1 78.7±0.7 45.7±2.3 

 
 
180 o C 

ML (dNm) 1.11±0.02 0.99±0.04 0.98±0.08 1.10±0.65 1.19±0.21 
MH (dNm) 7.79±0.79 12.41±0.95 12.18±1.00 10.40±0.09 10.61±0.84 
ts2 (min) 0.48±0.03 0.46±0.02 0.43±0.03 0.31±0.02 0.43±0.03 
t90 (min) 7.94±0.98 1.81±0.32 1.77±0.87 1.19±0.09 1.86±0.06 
CRI(min-1) 13.4±1.2 74.1±6.5 74.6±6.9 113.6±13.2 69.9±4.3 

 
 
 
185 o C 

ML (dNm) 1.00±0.02 0.96±0.03 1.07±0.03 1.17±0.07 1.22±0.85 
MH (dNm) 7.21±0.95 12.19±1.01 12.09±0.99 10.02±0.86 10.50±0.08 
ts2 (min) 0.41±0.04 0.38±0.05 0.36±0.04 0.28±0.03 0.36±0.04 
t90 (min) 7.35±0.76 1.27±0.21 1.23±0.21 0.92±0.07 1.34±0.03 
CRI(min-1) 14.4±1.2 112.4±9.8 114.9±13.2 156.3±16.2 102.0±8.7 

 
 
190 o C 

ML (dNm) 1.00±0.02 1.04±0.01 0.94±0.07 1.30±0.03 1.18±0.05 
MH (dNm) 6.33±0.36 12.32±0.58 11.27±0.99 10.42±0.42 9.76±0.96 
ts2 (min) 0.35±0.01 0.33±0.02 0.31±0.02 0.24±0.03 0.32±0.02 
t90 (min) 1.11±0.32 0.96±0.08 0.91±0.07 0.70±0.04 1.01±0.01 
CRI(min-1) 131.6±11.4 158.7±13.2 166.7±14.6 217.4±15.1 144.9±9.5 

 
Table 3. Cure characteristic parameters of VMQ. 

Temperature Cure 
Parameter 

VMQ VMQ-TAC VMQ-TAIC VMQ-ZDA VMQ-ZDMA 

 
 
170 o C 

ML (dNm) 1.15±0.05 1.11±0.08 1.20±0.22 1.34±0.87 1.38±0.07 
MH (dNm) 8.35±0.25 16.04±0.14 15.26±0.90 11.36±1.24 11.18±0.93 
ts2 (min) 0.80±0.01 0.74±0.07 0.72±0.08 0.46±0.01 0.67±0.02 
t90 (min) 4.96±0.09 3.12±0.25 2.91±0.12 1.64±0.24 3.10±0.04 
CRI(min-1) 24.0±0.2 42.0±2.1 45.7±2.3 84.7±6.5 41.2±1.4 

 
 
175 o C 

ML (dNm) 1.17±0.11 1.14±0.04 1.18±0.41 1.39±0.08 1.32±0.08 
MH (dNm) 8.26±0.32 15.70±1.02 15.02±0.51 11.01±0.99 10.75±0.87 
ts2 (min) 0.62±0.02 0.57±0.03 0.55±0.02 0.39±0.01 0.54±0.04 
t90 (min) 3.68±0.08 2.15±0.32 1.96±0.11 1.14±0.02 2.22±0.87 
CRI(min-1) 32.7±1.9 63.3±5.8 70.9±2.3 133.3±9.8 59.5±3.8 

 
 
180 o C 

ML (dNm) 1.17±0.35 1.13±0.08 1.15±0.30 1.34±0.08 1.31±0.02 
MH (dNm) 8.22±0.25 15.58±1.25 14.79±1.01 10.89±0.87 10.82±0.98 
ts2 (min) 0.49±0.02 0.46±0.01 0.44±0.01 0.34±0.01 0.44±0.02 
t90 (min) 2.44±0.23 1.68±0.11 2.09±0.02 0.94±0.02 1.55±0.07 
CRI(min-1) 51.3±2.5 81.9±4.2 60.6±1.9 166.6±12.3 90.1±5.6 

 
 
185 o C 

ML (dNm) 1.12±0.11 1.12±0.09 1.09±0.01 1.30±0.03 1.28±0.08 
MH (dNm) 8.10±0.90 15.40±1.42 14.52±0.98 10.55±0.57 10.58±0.98 
ts2 (min) 0.40±0.01 0.39±0.02 0.39±0.01 0.30±0.01 0.36±0.04 
t90 (min) 1.74±0.02 1.21±0.08 1.09±0.02 0.70±0.03 1.13±0.01 
CRI(min-1) 74.6±3.6 121.9±8.9 142.8±7.5 250.0±18.7 129.9±8.9 

 
 
190 o C 

ML (dNm) 1.09±0.02 1.08±0.01 1.06±0.02 1.28±0.18 1.27±0.03 
MH (dNm) 7.89±0.94 14.82±0.21 14.33±0.97 10.48±0.54 10.41±0.99 
ts2 (min) 0.35±0.03 0.34±0.02 0.33±0.02 0.26±0.01 0.32±0.04 
t90 (min) 1.17±0.08 0.86±0.04 0.83±0.09 0.55±0.02 0.87±0.09 
CRI(min-1) 121.9±8.9 192.3±9.3 200±15.68 344.8±18.9 181.8±7.4 
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Analyzsng the cursng curves of these compounds, a notsceable trend emerged – the delta 

torque value rose wsth the use of co-agents. Moreover, thss sncrease was more pronounced sn 

blends contasnsng Type-II co-agents compared to those wsth Type-I co-agents. Notably, the delta 

torque value of sslscone elastomers also sncreased wsth the addstson of accelerators. TAC and 

TAIC exhsbsted hsgher torque values than ZDA and ZDMA, attrsbuted to the former's possessson 

of an extra vsnyl group [11]. Also, When the CRI values of each prepared compound were 

examsned, st was seen that the cure reactsons occurred faster wsth the use of co-agent compared 

to the reference compound whsch dsd not contasn co-agents. Type I co-agents cause a faster cursng 

reactson than Type 2 co-agents because Type I co-agents create radscals wsth lower molecular 

wesght and hsgher reactsvsty [7]. In addstson, ZDA, one of the Type I co-agents, has a hsgher CRI 

value than ZDMA because ZDMA forms a more stable 3° radscal due to the methyl group sn sts 

structure [15]. Furthermore, the compound containing co-agents demonstrated the highest CRI 

value, while the blend without co-agents exhibited the lowest. Co-agents were identified to 

enhance the cure rate by mitigating reactions that could compete with cross-linking, such as 

transfer and rearrangement reactions, distinct from cross-linking reactions [12,13]. 

4.2 The Cure rate constant (k) and activation energy (Ea) according to the first-

order kinetic model 

The k values calculated with first-order curing kinetics using the data of the rheometer 

curves of the prepared silicone elastomer blends are given in Table 3. 

 
Table 3. First-order cure rate constant (k) of silicone compounds. 
 

Blends Code Cure Rate Constant. k (min-1)  
170 o C 175 o C 180 o C 185 o C 190 o C 

VMQ 2.14±0.11 3.10±0.19 4.89±0.21 6.25±0.45 8.31±0.39 
VMQ-TAC 1.65±0.07 2.54±0.11 3.48±0.15 5.08±0.32 7.28±0.40 
VMQ-TAIC 1.89±0.10 2.95±0.11 4.14±0.22 5.65±0.27 7.81±0.35 
VMQ-ZDA 3.10±0.14 4.52±0.21 6.29±0.27 8.79±0.36 11.22±0.58 
VMQ-ZDMA 1.41±0.06 2.17±0.08 3.07±0.12 4.39±0.25 6.01±0.27 
PVMQ 1.35±0.06 1.94±0.09 2.60±0.09 3.45±0.19 6.91±0.32 
PVMQ-TAC 1.37±0.07 2.11±0.10 2.89±0.12 4.61±0.24 6.78±0.35 
PVMQ-TAIC 1.53±0.08 2.21±0.09 3.39±0.17 5.11±0.25 7.13±0.29 
PVMQ-ZDA 2.11±0.11 3.38±0.15 4.99±0.26 7.46±0.24 9.5±0.48 
PVMQ-ZDMA 1.10±0.04 1.73±0.07 2.60±0.14 3.82±0.22 5.27±0.34 

 
As presented in Table 3, it is clear that the rate constant (k) values increase with 

increasing temperatures in all compounds. Especially for VMQ-based elastomers, k values 

increased in elastomers containing TAC, TAIC, and ZDA compared to VMQ samples without 

coagent. At the same time, it was determined that the elastomer containing ZDMA had a lower k 

value compared to the k value of the reference compound without co-agent at all temperatures. 
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This observed decrease in k values for ZDMA can be attributed to the presence of a methyl group 

in its structure, which leads to steric hindrance as well as the formation of a more stable and less 

reactive tertiary radical. The highest k values in all compounds in the VMQ series were observed 

in ZDA, which is the Type I co-agent. 

When elastomers prepared with PVMQ are examined, with the addition of the k-rate 

constant value TAC, TAIC, and ZDA, they have a higher reaction rate constant compared to the 

reference compound which has without co-agent. However, it is seen that the reaction rate 

decreases in the compound containing the Type I co-agent ZDMA. This trend can be attributed 

to the fact that ZDMA has a lower k value and forms a more stable 3° radical. However, it is 

interesting to observe that the k constant of samples prepared with VMQ is larger than those 

prepared with PVMQ. This difference can be attributed to the steric hindrance introduced by the 

phenyl group in the PVMQ structure. 

Activation energies (Ea) of the elastomers were found by using the Arrhenius equation 

from the slope of the lines obtained by drawing ln k-1/T graphs from the k values found in the ln 

α - time graphs of the elastomer compounds. At high temperatures, reactants can become 

thermally unstable. This means that additional reactions such as dissociation or recombination of 

chemical species may occur. This may cause the reaction rate to be different than expected. The 

lnk vs. 1/T graphs drawn using the k values calculated with the first-order curing kinetics of Type 

I and Type II co-agent-containing elastomers of VMQ, and PVMQ elastomers are given in Fig. 2 

and Fig. 3, respectively. 

 

Figure 2. ln k versus (1/T) of VMQ silicone blends from Arrhenius equation at 170 oC, 175 oC, 180 oC, 

185 oC and 190 oC. 
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 Figure 3.  ln k versus (1/T) of PVMQ silicone blends. from Arrhenius equation at 170 oC, 175 oC, 180 oC, 

185 oC, and 190 oC. 

 
As shown in Table 4 activation energy does not change significantly with co-agent 

addition. The main reason for this is that in first-order curing kinetics, not the entire curing curve 

is evaluated, but the area where the cure rate (α) of 0.25-0.45 occurs. However, the activation 

energies of PVMQ samples are higher than VMQ samples.  

 
Table 4. The activation energy (Ea) of silicone blends for the first order. 
 

Blends 
Code VMQ VMQ-

TAC 
VMQ-
TAIC 

VMQ-
ZDA 

VMQ-
ZDMA PVMQ PVMQ-

TAC 
PVMQ-
TAIC 

PVMQ-
ZDA 

PVMQ-
ZDMA 

Ea 
(kj/mol) 116±8 126±3 119±5 111±6 123±4 129±3 136±2 134±9 130±8 135±8 

 

4.3 The cure rate constant (k) and activation energy (Ea) according to nth order 

kinetic model 

After completing the first-order vulcanization kinetic analysis, a subsequent examination 

of all curing curves was conducted using the nth-order kinetic model. This model, based on the 

methodology proposed by Isayev and Deng [14], involves a comprehensive analysis of the entire 

vulcanization curve from minimum torque (ML) to maximum torque (MH). The process includes 

the acquisition of α-time curves, representing the degree of cross-linking, and the application of 

Equation 5. Graphical interpretation using specialized software allows for the determination of 

the 'k' rate constant and 'n' reaction order values. The obtained 'k' values at different temperatures 

are then utilized in the Arrhenius equation to calculate the activation energy (Ea). This holistic 

approach provides valuable insights into the kinetics of the vulcanization reaction, offering 

information about the rate constant and reaction order dynamics across a range of temperatures. 
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According to Equation 5, the reaction rate constants of each blend at different 

temperatures "k" and the reaction rate degree "n" were determined by modeling using the 

Microcal Origin 7.5 software, the constants of the Deng–Isayev model were determined. Fig. 4-

a and 4-b present sample α-time curves for silicone elastomer compounds, with fitted curves 

obtained by solving these curves according to nth-order cure kinetics (depicted in red). The curves 

in Fig. 4-a correspond to VMQ blends, while those in Fig. 4-b represent PVMQ compound. The 

reaction rate constants "k" and the reaction rate "n" of the silicone compound are given in Table 

5. As can be seen in Table 5, the k values of all silicon blends increased with the increase in 

temperature. The reason for this increase is the molecular mobility that increases with 

temperature. Radicals with lower stability play a crucial role in enhancing the cure rate, as they 

exhibit a higher propensity for reaction. The diminished rate constant values observed in Type II 

accelerators compared to their Type I counterparts can be attributed to the radical stability 

inherent in the phenyl ring within the structure of Type II co-agents. This phenomenon has been 

previously discussed in the literature. Additionally, the participation of TAC and TAIC in 

reactions situated outside the cross-linking process contributes to the delayed formation of 

effective cross-linking, thereby lowering the rate constant of Type II accelerators [15]. 

 

 

Figure 4. α-time curves of silicone elastomer blends and the curve fitted curve. 
 

Notably, the structures of Type I accelerators, featuring acrylate and methacrylate, 

generate more reactive radicals, resulting in higher rate constant values when compared to their 

Type II counterparts. Further elucidating this trend, ZDMA exhibits lower rate constant values 

than ZDA, a phenomenon attributed to the formation of a more stable 3° radical due to the methyl 

group in its structure. As previously mentioned, the steric hindrance caused by this methyl group 

accounts for the observed disparity in rate constants. 
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Table 5. The cure rate constant (k)of silicone blends for nth order. 
Blends 
Code 

Cure Rate Constant. k (min-1) Reaction order. n 
170 oC 175 oC 180 o C 185 o C 190 o C 170oC 175oC 180 oC 185oC 190oC 

VMQ 2.8±0.2 3.6±0.2 4.9±0.3 6.7±0.7 9.0±0.6 0.8±0.0 0.8±0.0 0.8±0.0 0.8±0.1 0.8±0.1 
VMQ-
TAC 2.1±0.1 3.6±0.1 5.5±0.3 9.2±0.7 17.8±0.9 1.5±0.1 1.4±0.1 1.30±0.1 1.3±0.1 1.4±0.1 

VMQ-
TAIC 2.6±0.1 4.5±0.2 4.8±0.2 11.6±1.0 18.1±1.0 1.3±0.1 1.3±0.0 1.08±0.0 1.3±0.1 1.3±0.1 

VMQ-
ZDA 5.9±0.4 9.7±0.9 12.6±0.8 23.0±0.4 38.1±0.7 1.3±0.1 1.3±0.1 1.20±0.1 1.3±0.1 1.4±0.1 

VMQ-
ZDMA 2.2±0.1 3.5±0.2 6.1±0.5 9.0±0.9 15.6±0.4 1.3±0.1 1.2±0.1 1.4±0.1 1.3±0.1 1.3±0.1 

PVMQ 1.9±0.1 2.2±0.2 2.6±0.1 3.2±0.2 9.1±0.16 0.6±0.1 0.5±0.1 0.6±0.0 0.6±0.0 0.8±0.1 
PVMQ-

TAC 1.9±0.1 3.2±0.2 4.9±0.3 8.3±0.8 13.4±0.5 1.3±0.1 1.2±0.1 1.3±0.1 1.2±0.1 1.3±0.1 

PVMQ-
TAIC 1.9±0.1 3.3±0.2 5.7±0.4 8.4±0.6 13.1±0.2 1.1±0.1 1.2±0.1 1.1±0.1 1.2±0.1 1.2±0.1 

PVMQ-
ZDA 2.9±0.3 5.2±0.4 8.2±0.6 10.9±0.6 17.5±0.5 1.0±0.4 1.1±0.1 1.1±0.1 1.0±0.1 1.2±0.0 

PVMQ-
ZDMA 1.6±0.1 2.7±0.1 4.5±0.2 7.3±0.8 10.3±0.4 1.3±0.1 1.1±0.1 1.3±0.1 1.2±0.1 1.1±0.1 

 
 

The degree of reaction is associated with molecularity in simple chemical reactions [7]. 

In simpler terms, the degree of reaction is linked to the number of molecules that must collide at 

the appropriate geometry and energy for the chemical reaction to occur. As depicted in Table 5, 

the reaction degree of silicone elastomer without an accelerator is approximately 0.8. However, 

with the use of an accelerator, it is evident from the table that the 'n' value of the blends increases 

to an average of 1.2. This outcome signifies that accelerators are employed to enhance 

molecularity by altering the mechanism of the cross-linking reaction. The nth cure rate content 

and activation energy of silicone elastomers are further detailed in Table 6.  

The k rate constant values of VMQ polymer show that the increase in k constant with 

temperature for TAC (from 2.1 min-1 to 17.8 min-1) and TAIC (from 2.6 min-1 to 18.1 min-1) is 

comparable. However, the results obtained for ZDA and ZDMA were found to be different. ZDA 

showed an increase in rate constant k from 5.9 min-1 to 38.1 min-1, but ZDMA showed an increase 

from 2.2 min-1 to 15.6. min 1. As mentioned before, steric hindrance of ZDMA is assumed to be 

responsible of this difference. Nevertheless, the k rate constant values do not vary much with the 

accelerator when the PVMQ polymer. 

 
Table 6. The activation energy (Ea) of silicone blends for nt nth h order. 

Blends Code VMQ VMQ-
TAC 

VMQ-
TAIC 

VMQ-
ZDA 

VMQ-
ZDMA 

PVMQ PVMQ-
TAC 

PVMQ-
TAIC 

PVMQ-
ZDA 

PVMQ-
ZDMA 

Ea (kj/mol) 217±8 281±6 308±6 308±9 255±8 171±8 254±4 258±6 233±7 225±8 
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It can be seen in Table 5; that the reaction rate increases with the increase of temperature 

for all samples. Reaction order and rate constants values are higher than first order because nth 

order calculation comprises all curves. The highest k-constant values were observed in samples 

containing ZDA. In comparison, the lowest k values were observed in samples containing ZDMA. 

As shown in Table 6, the calculated activation energies from the nth nth order are also higher than 

the first order. Activation energy values obtained from compounds containing Type II co-agents 

were found to be higher than the activation energy values obtained from compounds containing 

Type I co-agents. 

It has been found that the reaction rate constants in the nth nth -order cure kinetics of most 

prepared elastomers are higher than those in the first-order cure kinetics. This indicates that co-

agents increase the cure rate by mitigating transfer and rearrangement reactions that compete with 

cross-linking reactions. The PVMQ, and VMQ elastomers without co-agents, however, have 

lower rate constants because they do not exhibit this effect. For example, in Table 3, the reaction 

rate constants for VMQ and VMQ-ZDA elastomers at an optimal cure temperature of 180°C were 

found to be 4.9±0.3 min⁻¹ and 6.3±0.3 min⁻¹, respectively, in first-order cure kinetics calculations. 

Additionally, the reaction rate constants for PVMQ and PVMQ-ZDA were 2.6±0.1 min⁻¹ and 

5.0±0.3 min⁻¹, respectively. In the nth -order cure kinetics calculations given in Table 5, the 

reaction rate constants at 180°C for the VMQ and VMQ-ZDA compounds were 4.9±0.3 min⁻¹ for 

the VMQ compound without co-agents, showing no significant change, while the VMQ-ZDA 

compound had a rate constant of 12.6±0.8 min⁻¹, approximately two times higher. The reaction 

rate constant for PVMQ was 2.6±0.1 min⁻¹, and for PVMQ-ZDA it was found to be 8.2±0.6 min⁻¹, 

which is approximately 65% higher. The primary reason for this is that in the first-order cure 

kinetics, the cure state (α) values in the range of 0.25-0.40 are considered, whereas in the nth nth 

-order cure kinetics, the entire cure curve is included in the calculation. As previously stated, in 

the first-order cure kinetics, the reaction order (n) was assumed to be 1. However, in the nth nth -

order cure kinetics, the reaction orders for VMQ and PVMQ without co-agents were found to be 

0.80±0.01 and 0.70±0.01, respectively. Additionally, the reaction order values for all compounds 

containing co-agents were found to be approximately 1.2 on average. This indicates the positive 

effect of co-agent usage on cross-linking reactions. The activation energy values in Table 6 are 

higher than those given in Table 4 because the Ea values in Table 6 are obtained by evaluating 

the entire cure curves. The Ea values of PVMQ and VMQ compounds containing co-agents were 

found to be approximately 40% higher than those of the compounds without co-agents. The 

Δtorque value, which is a measure of cross-link density, increased by approximately 61% with 

the use of co-agents. 
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Comparative activation energy bar graphs of silicone elastomer blends found using 1st 

and nth-order curing kinetic models are given in Fig. 5. 

 

 

Figure 5.  Comparative activation energy bar graphs of silicone elastomer blends. 

As can be seen in Fig. 5, the activation energies found at n order were higher than the 

activation energies found at 1 order. This is because the 0.25/0.40 range of the α (degree of 

crosslinking value) is used in calculations from 1st , while the entire cure curve is used in nth cure 

kinetics. 

5. Conclusion 

It has been observed that the use of co-agents increased the curing reactions and efficiency 

of the state of cure value in silicone elastomers cured with peroxide. Because co-agents prevent 

reactions other than cross-linking, such as transfer and rearrangement, that compete with the 

cross-linking reaction. It was observed that the activation energy values obtained with the nth nth 
kinetic model were higher than the values obtained with the first-order kinetic model, since they 

were the values obtained by using the cure reaction or the entire cure curve. For this reason, it is 

necessary to use the nth kinetic model to find the activation energy. When the 1st degree activation 

energies are examined, it is seen that the activation energies obtained for PVMQ are higher than 
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the activation energies obtained for VMQ. This is thought to be due to the steric hindrance of the 

phenyl group in the structure of the PVMQ elastomer. When the nth activation energies are 

examined, it is seen that the activation energies obtained for VMQ are higher than the activation 

energies obtained for PVMQ. This is because VMQ has a higher degree of reactivity, so more 

molecules must cross the energy barrier for the cross-linking reaction. While the use of co-agents 

has been shown to affect the curing behavior and rheology of silicone elastomers, it is clear that 

the elastomer components and type of manufacturing process will affect the performance of the 

final product. 
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Abstract 

In this study, two new spinor sequences using spinor representations of Jacobsthal and 

Jacobsthal-Lucas quaternions are defined. Moreover, some formulas such that Binet, Cassini, 

summation formulas and generating functions of these spinor sequences, which are called as 

Jacobsthal and Jacobsthal-Lucas spinor sequences, are expressed. Then, some relationships 

between Jacobsthal and Jacobsthal-Lucas spinors are obtained. Therefore, an easier and more 

interesting representation of Jacobsthal and Jacobsthal-Lucas quaternions, which are 

generalization of Jacobsthal and Jacobsthal-Lucas number sequences, are obtained. We believe 

that these new spinor sequences will be useful and advantageable in many branches of science, 

such as geometry, algebra and physics. 

Keywords: Jacobsthal numbers; Jacobsthal-Lucas numbers; Quaternions; Spinors. 

Jacobsthal ve Jacobsthal-Lucas Kuaterniyonlarının Yeni Spinor Dizileri Üzerine 

Öz 

Bu çalışmada Jacobsthal ve Jacobsthal-Lucas kuaterniyonlarının spinör gösterimleri 

kullanılarak iki yeni spinor dizisi tanımlanmıştır. Ayrıca, Jacobsthal ve Jacobsthal-Lucas spinor 

dizileri olarak adlandırılan bu spinor dizilerinin Binet, Cassini, toplam formülleri ve üreteç 

fonksiyonları gibi bazı formüller ifade edilmiştir. Daha sonra Jacobsthal ve Jacobsthal-Lucas 
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spinorları arasındaki bazı ilişkiler elde edilmiştir. Böylece Jacobsthal ve Jacobsthal-Lucas sayı 

dizilerinin genellemesi olan Jacobsthal ve Jacobsthal-Lucas kuaterniyonlarının daha kolay ve 

ilginç bir temsili elde edilmiş olur. Bu yeni spinor dizilerinin geometri, cebir ve fizik gibi birçok 

bilim dalında faydalı ve avantajlı olacağına inanmaktayız. 

Anahtar Kelimeler: Jacobsthal sayıları; Jacobsthal-Lucas sayıları; Kuaterniyonlar; 

Spinorlar. 

1. Introduction 

The first known number sequence is the Fibonacci number sequence expressed by 

Fibonacci (1170-1250), which is frequently encountered in nature [1-3]. The Lucas number 

sequence is another example of a number sequence. In addition, there are many number 

sequences in the literature. Moreover, considering different characteristic equations and initial 

values, different number sequences can be obtained in [4-6]. Other studies of this subject are [7-

11] Horadam discussed Pell numbers and their properties [5]. On the other hand, Horadam gave 

Jacobsthal and Jacobsthal-Lucas number sequences [4]. Daşdemir studied on the Jacobsthal 

numbers in [12]. In [13] the Jacobsthal quaternions were expressed. Then, a new approach to 

Jacobsthal quaternions were obtained in [14]. Halıcı expressed bicomplex Jacobsthal-Lucas 

numbers [15]. Moreover, in the other study [16], the new recurrences were obtained. Arslan 

obtained the complex gaussian Jacobsthal quaternions [17]. Özkan end Uysal expressed the 

higher order Jacobsthal quaternions [18]. Moreover, the J(r, n)-Jacobsthal quaternions were 

obtained in [19]. Other studies can be given in [20,21]. 

Spinor whose transformation is associated to spins in physics can be defined as vectors of 

a geometric space basically. Geometrically, Cartan introduced spinors [22]. Cartan's study [22] 

is an admirable study in spinor geometry because in that study, the spinor representations of 

some geometric expressions were expressed in an easy and understandable way. Another 

inspiring study on the spinors in geometry was done by Vivarelli [23]. In [23], the relationship 

between quaternions and spinor representations of rotations with three dimensional were 

obtained. In the study [24], the spinor representations of the Frenet frame and curvatures of any 

curve in E3 were given. Darboux spinor equations in E3 were obtained [25]. Moreover, in [26], 

the spinor Bishop frame in E3 was expressed. The spinor equations for some special curves 

such as Bertrand, involute-evolute, successor, Mannheim curves, Sabban frames, and Lie 

groups were obtained in [27-32]. Then, for any Minkowski space, the hyperbolic spinor 

equations were given [33-36]. In addition to that, Fibonacci and Lucas spinors were expressed 

in [37]. 
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2. Materials and Methods 

Now, the spinors, real quaternions, relationships between them spinors, and Jacobsthal, 

Jacobsthal-Lucas quaternions are given. 

Suppose that any isotropic vector is  where  and the 

complex vector 3-space is . We can express the set of isotropic vectors in  with the aid 

of a two-dimensional surface in . Suppose that this surface has coordinates  and . So, 

we can write , ,  and , 

. This two-dimensional complex vector is called as spinor 

 

[22]. 

Suppose that any real quaternion is  where . 

 is called the quaternion basis such that 

 

[38]. We can write  where  and  is called scalar and vector 

parts of , respectively [38]. Assume that two any real quaternions . 

So, the quaternion product is also 

 

[38]. We know that this operation is non-commutative. In addition to that, the quaternion 

conjugate and the norm of  are expressed as  and . 

The norm of  be  then,  is called as unit quaternion [38]. 

Vivarelli expressed a relation between spinors and quaternions with following 

transformation 
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                                           (1) 

where  is any real quaternion [18]. The spinor representation of  such 

that 

                                                                          (2) 

where the spinor  corresponds to the  considering  in the equation (1) and the complex, 

unitary, square matrix  can be written as 

                                                           (3) 

[23]. In addition, the spinor matrix , namely 

                                                           (4) 

was called the fundamental spinor matrix or the left Hamilton spinor matrix of  [23, 39]. 

Now, some equalities about the Jacobsthal and Jacobsthal-Lucas quaternions given in 

[13, 14] can be expressed. For the  Jacobsthal and Jacobsthal-Lucas quaternions are 

defined that 

 

and 

 

where the  Jacobsthal number and Jacobsthal-Lucas number  

 and   [13, 14]. Therefore, the recurrence 

relations of the Jacobsthal and Jacobsthal-Lucas quaternions for  are 
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with initial conditions ,  and  

 

with initial conditions ,  [13, 14].  

Now, we write some relationships between the Jacobsthal and Jacobsthal-Lucas 

quaternions with the aid of [13, 14]. Therefore, the Binet formulas for the Jacobsthal and 

Jacobsthal-Lucas quaternions are given that 

 

and 
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Definition 1. Let  be  Jacobsthal quaternion where   is 

 Jacobsthal number and the set of Jacobsthal quaternions be . Then, the following linear 

transformation  

                                                      (5) 

can be obtain where  coincide with basis vectors in  and . So, a new spinor 

sequence corresponding Jacobsthal quaternions is called as "Jacobsthal Spinor Sequence" such 

as 
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Similarly, the Jacobsthal-Lucas spinor corresponding to the conjugate of Jacobsthal-

Lucas quaternion  is defined as  

. 

Definition 4. The Jacobsthal spinor representation of the norm of Jacobsthal quaternion  is 

 Similarly, the Jacobsthal-Lucas spinor representation of the norm of Jacobsthal-Lucas 

quaternion  is  

Now, the recurrence relations of Jacobsthal and Jacobsthal-Lucas spinor sequences with 
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Similarly, we can easily obtain for Jacobsthal-Lucas spinor sequence such that 

 

where we use the recurrence relation of the Jacobsthal Lucas number sequence 

 in [4].  
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where . 

ii) We suppose that  and  Jacobsthal spinors are  and , 

respectively. We can write 

 

If we use the equation  for Jacobsthal numbers in [4] then, we get 

 

where the spinors  and  are  and 

, respectively. 
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where we have  in [4]. 

 Similar to Theorem 6, we can easily give the following demonstrable theorem. 

Theorem 7. Let , , , and  Jacobsthal-Lucas spinors are , 

, , and , respectively. In this case, for ,  there are the following 

relations; 

 

where the spinors  and  are  and 
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i)   We demonstrate the summation of Jacobsthal and Jacobsthal-Lucas spinors 

In this case, we obtain 

. 

On the other hand, we know that  for Jacobsthal and Jacobsthal-Lucas numbers 

from [4]. Consequently, we get 

 

This completes the proof. 
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where ,  are the roots of characteristic equation  and 

 and . 

Proof:  

i)   We know that Binet formula for the Jacobsthal number sequence is  in 

[4]. Therefore, if we write the last equation in the  Jacobsthal spinor we obtain  

or 
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Theorem 10. Let  Jacobsthal, Jacobsthal-Lucas spinors be ,  and fundamental 

Jacobsthal, Jacobsthal-Lucas spinor matrices (left Hamilton Jacobsthal, Jacobsthal-Lucas spinor 

matrices) be , , respectively. Therefore, for fundamental Jacobsthal and 

Jacobsthal-Lucas spinor matrices there are the following equations; 

,                                                      (8) 

and 

                                                          (9) 
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where  and . 

ii) Let  Jacobsthal-Lucas spinor . If we use the equation (4) for Jacobsthal-

Lucas spinor, then we obtain . On the other hand, we 

use Binet formula for Jacobsthal-Lucas numbers  in [4]. So, we have 

 

If we use the equation (4), then we get  and  

which are left Hamilton spinor matrices corresponding to the spinors  and , respectively. 

Consequently, we find  

. 

Now, we express the Cassini Formula for Jacobsthal and Jacobsthal-Lucas spinors. 

Theorem 11. Assume that ,  and  Jacobsthal spinors are ,  and 
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 for Jacobsthal-Lucas spinors the similar formula is 

 

for . 

( )
1 8 4 2
4 2 1 8LSa
- - -é ù

= ê ú- +ë û

i i
i i ( ) 1 1

1 1L
Sb

+ - +é ù
= ê ú+ -ë û

i i
i i

nth nSJL

( ) 3 2 1

2 1 3

n n n n
n L

n n n n

JL JL JL JL
SJL

JL JL JL JL
+ + +

+ + +

- - -é ù
= ê ú- +ë û

i i
i i

( )2 1 nn
nJL = + -

( )
( ) ( )( ) ( )( ) ( )( )
( ) ( )( ) ( ) ( )( )

( )

3 2 13 2 1

2 1 32 1 3

2 1 2 1 2 1 2 1

2 1 2 1 2 1 2 1

1 8 4 2 1 1
2 1 .
4 2 1 8 1 1

n n n nn n n n

n L n n n nn n n n

nn

SJL

+ + ++ + +

+ + ++ + +

é ù+ - - + - - + - - + -
ê ú= ê ú+ - - + - + - + + -ê úë û

- - - + - +é ù é ù
= + -ê ú ê ú- + + -ë û ë û

i i

i i

i i i i
i i i i

( )
1 8 4 2
4 2 1 8LSa
- - -é ù

= ê ú- +ë û

i i
i i ( ) 1 1

1 1L
Sb

+ - +é ù
= ê ú+ -ë û

i i
i i

Sa Sb

( ) ( ) ( ) ( )2 1 nn
n L L L

SJL S Sa b= + -

( )1n th- nth ( )1n th+ 1nSJ - nSJ

1nSJ +

( ) ( )1
1 1

1
( ) ( ) 2 5 7

1
n

n L n n L nSJ SJ SJ SJ -
- +

é ù
- = - - + ê ú

ë û
i

( )1n th- nth ( )1n th+ 1nSJL - nSJL

1nSJL +

( ) ( )1
1 1

1
( ) ( ) 9 2 5 7

1
n

n L n n L nSJL SJL SJL SJL -
- +

é ù
- = - + ê ú

ë û
i

1n ³



Erişir, Güngör (2024) ADYU J SCI, 10(1), 17-38 
 

 31 

Proof: Firstly, we give Cassini formula for Jacobsthal spinors. Jacobsthal spinor product 

corresponding to the product of Jacobsthal quaternions  is 

. In this case, if we use the Binet formula  

in the equation (6) and the equation (8) for Jacobsthal spinors, then we get 

               (10) 

If we make necessary arrangements in the last equation, then we have 

. 

Now, we calculate the spinor product . Therefore, we obtain 

                  (11) 

Considering the equations (10) and (11) consequently, we obtain 
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Similarly, for Jacobsthal-Lucas spinors considering Binet formula 
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the equation (9), we have 
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Theorem 12. The generating function for Jacobsthal spinors is 

 

and the generating function for Jacobsthal-Lucas spinors is 

. 

Proof: We take  Jacobsthal spinor as . Therefore, for  Jacobsthal spinor the 

generating function is calculated with the aid of the equation  In this case, 

using ,  and  we obtain that 

 

and 
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we consider the function , we have 

 

considering ,  and . Finally, we obtain  

. 

This completes the proof. 

Theorem 13. Assume that  Jacobsthal and Jacobsthal-Lucas spinors are  and 

In this case these spinors are calculated as follows; 
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for Jacobsthal-Lucas spinors  
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Proof: We know that the Jacobsthal spinor  with the aid of the equation (5). 

In this case, for  the Jacobsthal spinor we can write 

. 
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. Therefore, we obtain 

0
( ) n

SJL n
n

G t SJL t
¥

=

=å

( )( )0 1 02
1( )

(1 2 )SJLG t SJL SJL SJL t
t t

= + -
- -

( )SJLG t ( )SJLtG t ( )22 SJLt G t

( )
2

7 10 21( )
1 2 1 4 (5 2 )SJL

t t
G t

t t t t
é ù+ + -

= ê ú- - + + +ë û

i
i

( )n th- nSJ-

.nSJL-

3

1 2

81
2 42

n
n n

n
n n

J J
SJ

J J
-

-
- -

é ùæ ö= -ç ÷ ê ú- û

-

è ø ë

i
i

3

1 2

81
2 42

n
n n

n
n n

JL JL
SJL

JL JL
-

-
- -

é ùæ ö= - -ç ÷ ê ú- û

-

è ø ë

i
i

3

1 2

n n
n

n n

J J
SJ

J J
+

+ +

é ù
= ê ú

+
+ë û

i
i

( )n th-

3

1 2

n n
n

n n

J J
SJ

J J
- + -

-
- + - +

é ù
=

+
ê ú+ë û

i
i

( )n th-

( ) 11
2

n

n nnJ J
+

-

-
=



Erişir, Güngör (2024) ADYU J SCI, 10(1), 17-38 
 

 34 

 

and consequently  

. 

Now, we calculate the Jacobsthal-Lucas spinor  for negative subscript . We 

know that the Jacobsthal-Lucas spinor  from the equation (5). So, for 

 the Jacobsthal-Lucas spinor we can write 

. 

On the other hand, the equation for negative subscript  Jacobsthal-Lucas number is 

known as . Consequently, we get 

. 

Theorem 14. Let  Jacobsthal spinor be . The summation formulas for Jacobsthal spinors 

are the following options; 
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. 

On the other hand, we know that there is the equation  for geometric sequences. 

Then we have 

. 

Now, we make necessary arrangements and use Binet formula for Jacobsthal spinors in the 

equation (6). Therefore we get 

 

and consequently 

. 

ii) Now, we find the summation formulas for Jacobsthal spinors with subscript 

With the aid of the equation (6) is  
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and consequently 

 

 Similar to Theorem 13, we can express the following demonstrable theorem. 

Theorem 14. Assume that  Jacobsthal-Lucas spinor be . The summation formulas for 

Jacobsthal-Lucas spinors are the following equations; 
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Abstract 

In this study, a time-delayed relational neural network model was examined. The existence of 

almost periodic solutions of time delay differential equation has been investigated, and its uniqueness 

and stability have been proven with the help of Lyapunov point theorem and differential inequality. 

Since the signal transmission process of the neural network changes periodically in the real world, many 

scientists have focused on this issue and the almost periodic function has gained great importance 

because it is more suitable for practical events. The results found are different from and complementary 

to the previous ones. 

Keywords: Almost Periodic; Lyapunov point theorem; Globally exponentially stable; Time-

Varying Delays; Neural; Dynamic system. 

 

Zaman Gecikmeli Diferansiyel Denklemlerin Yaklaşık Periyodik Çözümlerinin Varlığı 

ve Tekliği 

Öz 

Bu çalışmada zaman gecikmeli bir ilişkisel sinir ağı modeli incelenmiştir. Zaman gecikmeli 

diferansiyel denklemin neredeyse periyodik çözümlerinin varlığı araştırılmış, Lyapunov nokta teoremi 

ve diferansiyel eşitsizlik yardımıyla tekliği ve kararlılığı kanıtlanmıştır. Gerçek dünyada sinir ağının 

sinyal iletim süreci periyodik olarak değiştiğinden, birçok bilim adamı bu konuya ağırlık vermiş ve 
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pratik olaylara daha uygun olması sebebi ile yaklaşık periyodik fonksiyon çok önem kazanmıştır. 

Bulunan sonuçlar öncekilerden farklı ve onları tamamlayıcı niteliktedir. 

Anahtar Kelimeler: Yaklaşık periyodik; Lyapunov nokta teoremi; Küresel olarak kararlı; 

Zamanla Değişen Gecikmeler; Sinirsel;	Dinamik	sistem.	
 

1. Introduction 

 

Identifying and solving complex problems that cannot be solved with ordinary algorithms that we 

encounter in daily life is an interesting situation. Neural networks, which can both produce solutions to 

complex problems and are used in many multidisciplinary fields, have become a topic of current study 

and have attracted the attention of many writers, giving them the opportunity to be applied in different 

fields. 

The first developed Hopfield artificial neural network model is considered to be the basis of neural 

networks. Hopfield proposed a Lyapunov function with positive values for this artificial neural network, 

which is a dynamic model [1]. This function is neural and is based on the presence of symmetric 

connection matrices in networks. Hopfield showed that the time derivative of this function is negative. 

This shows the stability of the system. The global stability of the system is proven by the symmetric 

connection matrix. Also, it is necessary to understand the properties of the activation functions and the 

values of the connection coefficients between neurons. Delay in the model is important for dynamic 

behavior. This delayed model was modeled using a circuit comprising neurons, an operational 

amplifier, and its connected resistance and capacitance elements. Dynamic neural network models have 

been frequently used in applications such as classification of examples, optimization and associative 

memory. Additionally, Cohen-Grossberg neural network models were examined and used to solve 

optimization problems, scientific fields and computational technology, and analog-digital converter 

design. 

  Cellular neural networks were discussed for the first time by L. O. Chua and L. Yang [2]. 

Cellular artificial neural networks consist of interconnected and mostly two-dimensional cells. The most 

important feature that distinguishes this structure from other models is that the connection weight 

coefficients create an invariant connection network on the studied plane. Cellular artificial neural 

networks have known features. In addition, because of their two-dimensional structure, they are 

frequently used in subjects such as image processing and pattern recognition. Relational memory 

networks are also important neural networks. Associative systems differ from those that can establish 

relationships between certain input and output vectors. Associative memory networks must remember 

the examples given to them during training, they memorize or store these examples. Associative memory 

networks are frequently used in applications such as pattern recognition, prediction, and completion of 

correct data from missing data. 
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 For neural dynamic systems, the stability feature is a phenomenon that needs to be examined 

separately because it includes many dynamic behaviors. It affects some dynamic situations, such as the 

periodic oscillation behavior of the stability feature. The stability of delayed neural networks has many 

applications in many fields and has become an important argument in scientific studies. Application 

areas in the scientific field are image and signal processing, pattern recognition, optimization, etc. it is 

in the form. Time-varying delays in network activations are possible. The phenomenon of signal 

transmission in neural networks corresponds to periodic problems in applied sciences, and when there 

is a delay in the problems, stability analysis comes into play. To date, many researchers have addressed 

and examined the almost periodic problems we encounter in neural networks. In the neural network 

system, negative feedback can be called forgetting delay. Dependent population dynamics and neutral 

type time delays seen in vibrating bodies have recently become widely used. According to research, the 

number of papers on the stability and existence of an almost periodic solution in neutral neural networks 

with time-varying delays is small. Therefore, this study has an important place in the literature. 

          The existence of delayed almost periodic solutions for some energy-consuming systems in the 

generalized single-layer case in neural networks belongs to Kato [3]. Similarly, almost periodic solutions 

for nonlinear systems are given in [4,5]. There is also the theory of almost periodic functions for delayed 

differential equations and the first studies on the existence of ordinary or almost periodic solutions [6,7]. 

Li et al. [8] studied nearly periodic solutions and global exponential synchronization for delayed 

quaternion-valued neural networks. Researchers have recently produced interesting results on the 

stability of neural networks [9-12]. The almost periodic function, which is a continuation of the periodic 

function, was preferred by many scientists because it was more suitable for practical events and was 

introduced into mathematics by Bohr [13]. Stepanov processed periodicity without using continuity. 

Studies on the Bohr theory are given in general form in [14-19]. The results obtained have become one 

of the most special research topics in qualitative theory because of their importance and applications in 

physical science. The existence of almost periodic, asymptotically almost periodic and pseudo almost 

periodic solutions are among the most interesting topics of the qualitative theory of differential equations 

and difference equations, especially due to their applications in biology, economics and physics, and the 

researches have gained an important place in different fields [20-22]. 

          In this study, the existence, stability and effects of an almost periodic solution for a time-delayed 

neural network model were investigated. Almost periodic solutions of a neutral bidirectional associative 

memory (BAM) neural network based on time-varying delays have been studied. In the light of the 

studies carried out, the delayed association neural network model was examined in this article. The 

existence and stability of nearly periodic solutions of the neutral BAM neural network based on varying 

delays were investigated. The existence of an almost periodic solution for this neural network was 

examined. Unlike other studies, behavioral solutions are examined directly in the field of memory. In 

the solutions of discontinuous neural networks, findings are created that will discover the chaos in the 
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neuron and create inertia and nonlinear effects. These results extend neural networks and some 

previously known networks to some extent under given conditions. Thus, the study complements 

previous results. We initially describe the sufficient conditions for existence and stability, along with 

some definitions and preliminary results. We will use these to prove our main results. In section 3, we 

demonstrate the uniqueness and stability of the almost-periodic solution of the neutral neural network 

determined by time-varying delays. 

 

 2. Materials and Methods 

 2.1 Preliminaries 

 

In the first part, we will give basic information about the subject, its features and the methods 

used in the analysis. We aim to prove our main results using these. First, let's give the properties of the 

almost periodic solution of a neutral neural network. What we consider in this study  

!!"(#) = −'!!!(#) +)*!#+# ,!#(#)- +).!#+# ,!#(# − /)- +)0!# ,!#(# − /)- + φ!
$

#%&

$

#%&

$

#%&
, 

                                                                                                                                               (2.1) 
here !!(#) is the state vector of the time #.	The constants 	'! , *!# , .!# , 0!# are the connection weight 

parameters of the neural networks, φ! is the output value, and 	'!,*!# , .!# , 0!# , φ!: 7 → 7 are almost 

periodic function for 9, : = 1,2, … , <, /	> 0 correspond to leakage and transmission delay respectively, 

+# is the activation function of the 9th neurons and the initial conditions with the equation (2.1) are of 

the form, 

											!!(?) = @!(?)	 for all ? ∈ [−∞, 0],  9 = 1,2, … , <, 
where @!(. ) are continuous and real valued functions.  

 The aim of this study is to establish sufficient conditions for the existence and uniqueness of 

nearly periodic solutions for a given neural network. We can explain the theory of almost periodic 

functions as follows; for any C	˃	0, it is possible to find a real number E = 	E(C	)	˃	0, for any interval 

with length E(C),	there exists a number ϒ = ϒ(C) in this interval such that, 

         |	'!(# + 	ϒ) − 	'!(#)| < C, H*!#(# + 	ϒ) − *!#(#)H < C, H.!#(# + 	ϒ) − .!#(#)H < C, 

          |φ!(# + 	ϒ) − φ!(#)| < C, H0!#(# + 	ϒ) − 0!#(#)H < C,  for all # ∈ 7. 

Equilibrium Point: If the condition I(J',#) = 0 is satisfied for every # ≥ #(, then  J' 	 is the 

equilibrium point of the system J̇ = I(J,#), J(#() = J(. 

  Theorem 2.1 (Lyapunov Stability Theorem) ([20]).  Let the equilibrium point be J	 = 	0 for 

a system given as J̇ = I(J). Let L̇(J): 	7$ → 	7 be a continuous and differentiable function. The time 

derivative of the function L(J) is denoted by L̇(J)	and is expressed as follows, 
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L̇̇(J) = ∑ 	$
!%&

)*̇(-)	
)-!

J̇! 	=∑ 	$
!%&

)*̇(-)
)-!

I!(J!)=	∑ 	$
!%&

)*̇(-)
)-!

I(J). 

i) If L(0) 	= 	0, L(J) 	> 	0, ∀J	 ≠ 	0 and L̇̇(J) 	≤ 	0, ∀JC7$ if the condition is met, it is stable 

for J = 0. 

ii)  If the condition L̇̇(J) 	< 	0, ∀J	 ≠ 	0 is satisfied, J	 = 	0 is asymptotically stable. 

iii)  If the condition L̇̇(J) 	> 	0, ∀J	 ≠ 	0 is satisfied, J	 = 	0	is unstable. 

It follows from this theorem that; 

The function L(̇J)  is negative semi-definite (i.e., L̇̇(J) ≤ 0, ∀J ≠0), and L(J) is a continuously 

differentiable positive definite function (i.e., L(x) > 0, ∀J ≠ 0 ), the equilibrium point is stable. 

If L̇̇(J) is strictly negative definite (L̇̇(J) 	< 	0, ∀J	 ≠ 	0), the equilibrium point is asymptotically 

stable. 

If L̇̇(J) is positive definite (L̇̇(J) 	> 	0, ∀J	 ≠ 	0), the equilibrium point is unstable.  

Lyapunov Stability Theorem is used to draw a conclusion about the stability properties of the 

equilibrium point and can characterize the stability of the equilibrium point by defining a positive energy 

function and examining its time derivative. One of the advantages of this theorem, called the Direct 

Method of Lyapunov Stability Theorem, allows us to determine the stability properties of the 

equilibrium point without solving the differential equation of the system. 

 

 Definition 2.2 ([6]). A continuous function J ∶ 	7 →7$  is said to be almost periodic on 7 if, for 

any C	˃0, the set R(!, C) = {ϒ ∶	∥ !(# + ϒ) − !(#) ∥} < C	for	all	# ∈ 7} is relatively dense, for any 

C	˃	0, it is possible to find a real number E = 	E(C	)	˃	0 with the property that, for any interval with length 

E(C	), there exists a number ϒ = ϒ(C) in this interval such that 

              ∥ !(# + ϒ) − !(#) ∥< C	for all # ∈ 7. 
 

          Lemma 2.3 ([21]).  Let [∗(#) = (!&∗(#), !1∗(#), … , !$∗ (#))2 be an almost-periodic solution	of 

equation (2.1) with initial value (	\&∗(#), \1∗(#), … , \$∗(#)	)2. If there @	> 0 and ] > 1 such that for all 

solution [(#) = (!&(#), !1(#), . . , !$(#))2 be the solution of equation (2.1) with initial value,  

		|!!(#) − !!∗(#)| ≤ ]^345‖\ − \∗‖,	# > 0, 9 = 1,2, … , <, where  

  ‖\ − \∗‖=	`!a max
&6#6$

	|\!(#) − \!∗(#)|. Then [∗(#) is said to be globally exponentially stable.     

  In addition, we assume that the following conditions are met, 

H1) '! 	> 0, *!# , .!# , 0!#: 7 → 7  all continuous almost periodic functions, where '! and / > 0  are 

constants and 9, : = 1,2, … , <.  
H2) The constants 	'! , *!# , .!# , 0!# and φ! are taken as follows: 

	'7e = 	`!a|	'!(#)|
8∈:	

,  *7;ffff = 	`!aH*!#(#)H
8∈:	

, .7;ffff = 	`!aH.!#(#)H
8∈:	

,	 

0<;fff = 	`!aH0!#(#)H
8∈:	

, φ7fff = 	`!a|φ!(#)|
8∈:	

 ,  9, : = 1,2, … , <. 
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H3) For each : ∈ {1,2, … , <}, is with Lipschitz constant g#, 

															                H+#h!#i − +#h.#iH ≤ g#H!# − .#H,  !# , .# ∈ 7. 

H4) There exist constants j	 > 	0 and  9, : = 1,2, … , <, such that for all #	 ∈ 	7, there holds  

−	'!(#) +k!3&∑ lH*!#H + H.!#H + H0!#Hm$
#%&  g# , k# 	< −j	 < 	0. 

     

         2.2. Existence of Almost Periodic Solutions 

         In this section, the existence and stability of the almost periodic solution of the equation (2.1) 

under the given conditions will be demonstrated. 

 

          Theorem 2.4. Assume that (H1)–(H4) are satisfied. In this case, the equation (2.1) has a unique, 

continuously differentiable, almost periodic solution. 

 

          Proof. Let's take   !<e(#) = k!3&!!(#). 
Now we can convert (2.1) into the following equation, 

!7"e (#) = −'! 	!7e (#) 

+k93&)*!#+#k! ,!;e (#)- + k!3&).!#+#k! ,!;e (# − /)- + k!3&)0!#k! ,!;e (# − /)- + k!3&φ!
$

#%&

$

#%&

$

#%&
 

        Let ∀θ ∈ o be a Banach space	and then, o	is a Banach space, we consider the almost periodic 

solution !=(#) of nonlinear almost periodic differential equations, 

!<"e (#) = −'! 	!7e (#) 

+k!3&)*!#+#k! ,θ#(#)- + k!3&).!#+#k! ,θ#(# − /)- + k!3&)0!#k! ,θ#(# − /)- + k!3&φ!
$

#%&

$

#%&

$

#%&
 

       Let us obtain an almost periodic solution of equation (2.1), 

 

!=(#) =  (	!&=(#), !1=(#), … , !$=(#)	)2 

 

=(^∫ ?"(@)A@#
$% 	pk$3&∑ *&#+#k$ ,θ#(?)- + k$3& ∑ .&#+#k$ ,θ#(? − /)- +$

#%&
$
#%&

k$3&∑ 0&#k$ ,θ#(? − /)- + k$3&φ!$
#%& (?)q r?,… , ^∫ ?&(@)A@#

$% pk$3&∑ *$#+#k$ ,θ#(?)- +$
#%&

k$3&∑ .$#+#k$ ,θ#(? − /)- + k$3&∑ 0$#k$ ,θ#(? − /)- + k$3&φ!$
#%&

$
#%& (?)q r?)2.                  (2.2) 

       Let's define the transformation s ∶ 	o	 → 	o as follows: 

                          s	t(#) 	= 	!B(#), ∀	t	 ∈ 	o. 

       We can prove that the transformation of s	corresponds to the contraction of o. We will prove that 

there is a mapping. Using Lemma (2.3), (H1-H4), for ∀	t, u ∈ o, 
Hs	ht(#)i − 	s	hu(#)iH = (	|(s	(t(#)) 	−	s	(u(#)))&|, . . . , |(s	(t(#)) 	− s	(u(#)))$|	)2 	 
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=(v	^∫ ?"(@)A@#
$% 	pk$3&∑ *&#(+#k$ ,θ#(?)-−(+#k$ ,u#(?)- + k$3& ∑ .&#(+#k$ ,θ#(? − /)- −$

#%&
$
#%&

+#k$ ,u#(? − /)-) + k$3& ∑ 0&#(k$ ,θ#(? − /)- − k$ ,u#(? − /)-$
#%& q r?v,…, 

v^∫ ?&(@)A@#
$% pk$3&∑ *$#(+#k$ ,θ#(?)- − +#k$ ,u#(?)-) + k$3& ∑ .$#(+#k$ ,θ#(? − /)- −$

#%&
$
#%&

+#k$ ,u#(? − /)-) + k$3& ∑ 0$#(k$ ,θ#(? − /)- − k$ ,u#(? − /)-)$
#%& q r?v)T 

 

 

≤		(^∫ ?"(@)A@#
$% 	 p∑ *&;fffffg# v,θ#(?)- − ,u#(?)-v + ∑ .&;ffffg# v,θ#(? − /)- − ,u#(? − /)-v +$

#%&
$
#%&

∑ 0&;ffffg# v,θ#(? − /)- − ,u#(? − /)-v$
#%& q r?,… , ^∫ ?&(@)A@#

$% p∑ *$;fffffg# v,θ#(?)- − ,u#(?)-v +$
#%&

k$3&∑ .$;ffffg# v,θ#(? − /)- − ,u#(? − /)-v + ∑ 0$;ffffg# v,θ#(? − /)- − ,u#(? − /)-v$
#%&

$
#%& q r?)2 	 

≤)*&;fffff+.&;ffff + 0&;ffffg#	`!a v,θ#(?)- − ,u#(?)-v ,
$

#%&
… ,)*$;fffff+.$;ffff + 0$;ffffg#	`!a v,θ#(?)-

$

#%&

− ,u#(?)-v)2 

=(`!a v,θ#(?)- − ,u#(?)-v , … , `!a v,θ#(?)- − ,u#(?)-v)2                                                            (2.3) 

           Let w be a positive integer. Then, from (2.3), we get 

=(`!a vsC ,θ#(?)- − sC ,u#(?)-&v , … , `!a vs
C ,θ#(?)- − sC ,u#(?)-$v)

2 

= (`!a vs(sC3& ,θ#(?)- − s(sC3& ,u#(?)-&v , … , `!a vs(s
C3& ,θ#(?)- − s(sC3& ,u#(?)-$v)

2 

≤		(`!a v,θ#(?)- − ,u#(?)-&v , … , `!a v,θ#
(?)- − ,u#(?)-$v)

2 

=  (`!a v,θ#(?)- − ,u#(?)-v , … , `!a v,θ#(?)- − ,u#(?)-v)2                                                          (2.4) 

In view of (3.3) we have 

vsD ,ht(#)i- − sDhu(#)i
!
v ≤ 	`!a vsDht(#)i − sDhu(#)i&v ≤ 

)E`!a
$

#%&
	v,ht(#)i- − hu(#)iv ≤ `!a max

&6#6$
v,ht(#)i- − hu(#)iv)E

$

#%&
≤ xht(#)i − hu(#)ix 

for all #	 ∈ 	7, 9, :	 = 	1, 2, . . . , <. It follows that 
 

y,sDht(#)i- − sDhu(#)iy= `!a max
&6#6$

v,sDht(#)i- − sDhu(#)iv ≤ xht(#)i − hu(#)ix   

                                                                                                                                                           (2.5) 

Thus, the condition given in Lemma (2.3) is met. This guarantees the existence and uniqueness of the 

almost periodic solution of equation (2.1) expressed in Theorem (2.4) and the proof is completed. 

 

           2.3. Globally Exponentially Stability of the Almost Periodic Solution 
 

Theorem 2.5. Assume that (H1)–(H4) are satisfied. Then equation (2.1) has exactly one almost 

periodic solution J∗(#). Moreover, this solution is globally exponentially stable. 
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Proof. Let !=(#) = (	!&=(#), !1=(#), … , !$=(#)	)2 be a solution of equation (2.1) with initial 

conditions 

																		!!(?) = @!(?),			|@!(?)| 	< z, ? ∈ [−∞, 0].  9 = 1,2, … , <, 
Thus, according to Lemma (2.3), the solution 	!!(?) is bounded and  |!!(#)| < z, 

 for all #	 ∈ 	7, 9	 = 	1, 2,·	·	·	, <.   
[∗(#) = (J&∗(#), J1∗(#), … JC∗ (#))2 be an almost-periodic solution	of equation (2.1) with initial 

value (	\&∗(#), \1∗(#), … , \$∗(#)	)2. If there @	> 0 and ] > 1 such that for all solution 

[(#) = (J&(#), J1(#), . . , J$(#))2 be the solution of equation (2.1) with initial value, \(#) =
(\&(#), \1(#), . . , \$(#))2.  

|#(#) = J#(#) − J#∗(#) = [(#) − [∗(#).	Then 

|!′(#) = −'!|!(#) +)*!#+# ,|#(#)- +).!#+# ,!#(# − /)- −
$

#%&

$

#%&
,J#(# − /)- 

++# ,J#∗(# − /)-+∑ 0!# ,|#(# − /)- +$
#%& ,J#(# − /)- − 0!# ,J#∗(# − /)-, 

where 9	 = 	1, 2,·	·	·	, <.   
~!(#) = |!(#)^!5, 	9	 = 	1, 2,·	·	·	, <.   
Then 

�3|J!(#) − J!∗(#)| ≤ −'!|J!(#) − J!∗(#)| +)H*!#HH+#(J#(#) − J#∗(#))H
$

#%&
 

+)H.!#H v+# ,!#(# − /)- −
$

#%&
,J#(# − /)- + +# ,J#∗(# − /)-v 

+		∑ H0!#H v	,|#(# − /)- +$
#%& ,J#(# − /)- − 0!# ,J#∗(# − /)-v 

≤ −'!|J!(#) − J!∗(#)| + ∑ ($
#%& '!#E + Ä!#E + Å!#E) ×	a# v,J#(# − /)- − ,J#∗(# − /)-v          (2.6) 

where �3 denotes the upper left derivative. If we let |!(#) = J!(#) − J!∗(#) then  

�3||!(#)| ≤	−'!|!(#) + ∑ ($
#%& '!#E + Ä!#E + Å!#E)	`!aH|#(`)H 

=−'!|!(#) + ∑ ($
#%& '!#E + Ä!#E + Å!#E)a# 	|;e(#),                                                                    (2.7) 

where |;e (#) = `!aH|#(`)H. From Lemma (2.3) we can see that a vector exists. 

j = (j&, j1, … , j$)2 such that  

=−'!|!(#) + ∑ ($
#%& '!#E + Ä!#E + Å!#E)a# 	j# < 0, 

We can choose a small positive constant @ < 1 such that, for 9	 = 	1, 2, . . . , <. 

@j! + É−'!|!(#) +)(
$

#%&
'!#E + Ä!#E + Å!#E)a# 	j#^345Ñ < 	0. 

For constant value γ > 1,  

γj!^345 > 1, ∀#	 ∈ 	 [−/, 0]. For á > 0, 
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~9(#) 	= 	àj9l∑ |;e (0) + á$
#%& m^345 , 9	 = 	1, 2,·	·	·	, <.                                                              (2.8) 

From (2.7) and (2.8) 

�3	~9(#) = −	@	àj! É)|;e (0) + á
$

#%&
Ñ ^345 

> É−'!j! +)(
$

#%&
'!#E + Ä!#E + Å!#E)a# 	j#^345Ñ 	à × É)|;e(0) + á

$

#%&
Ñ ^345 

            =−'!j! 	à	l∑ |;e(0) + á$
#%& m^345+∑ ($

#%& '!#E + Ä!#E + Å!#E)a# 	j# 	à 

                   × (	∑ |;e(0) + á$
#%& )	^34(53F), 

~!(#) = 	àj!l∑ |;e (0) + á$
#%& m^345 > ∑ |;e (0) + á$

#%&  > ||!(#)|.                                           (2.9) 

Here  

||!(#!)| < 	~!(#!),	for 9 = 	1, 2,·	·	·	, <	and #! > 0, 
||!(#!)| −	~!(#!) = 0, 

We get 

0 ≤ �3||!(#!) −	~!(#!)|= �3||!(#!)| −	�3~!(#!) 
and 

�3||!(#!)| ≤ �3~!(#!). 
Let á → 0	and ] = max

&6#6$
{j! 	à + 1}. Then 

|J!(#) − J!∗(#)| = ||!(#)| ≤ j! 	à ∑ |;e (0)^345$
#%& ≤	j!à^345‖\ − \∗‖ ≤ ]^345‖\ − \∗‖. 

From the assumption Lemma (2.3), the solution x*(t) is globally exponentially stable. 

 
 3. Results and Discussion 

The existence of almost periodic functions is especially important in applications such as time 

series analysis or waveform processing. At the same time, the global stability of artificial neural 

networks is also critical. The training process of the network occurs by optimizing the weights, which 

usually starts randomly at the beginning. Global stability means that this optimization can achieve 

similar results even if started from different starting points. This ensures that the learning process of the 

network is more reliable and repeatable. 

   Especially for the analysis of almost periodic functions, it is important that the network can 

consistently recognize and learn patterns over time. The existence and uniqueness of periodic solutions 

provide important information for understanding and analyzing the behavior of a system or equation. 

With stability analysis, the existence of almost periodic solutions can help evaluate the stability of 

equilibrium states or solutions in a system. Especially in mathematical modeling, these solutions are 

used to predict the behavior of the system. Almost periodic solutions can represent changes and cyclical 

behavior of a system over time. This is important for understanding and predicting system dynamics, 
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especially for understanding the complexity of systems in fields such as engineering, physics, biology. 

Periodic solutions can form the basis for frequency analysis, especially in signal processing and control 

systems. It is used to understand, design and optimize the frequency response of systems. By measuring 

stability and reliability, almost uniqueness of periodic solutions means that a system behaves in a unique 

way under certain conditions. This is important to evaluate the stability of the system and predict how 

it will react to certain inputs or conditions. For these reasons, the existence and uniqueness of almost 

periodic solutions provide a powerful analysis tool for understanding and managing the complexity of 

systems in science, engineering and mathematics. 

 
      4. Conclusion 
 

       Artificial neural networks consist of interconnected and mostly two-dimensional cells. The most 

important feature that distinguishes this structure from other models is that the connection weight 

coefficients create an invariant connection network in the studied plane. Due to the limited speed of 

neurons, chaos, oscillation, instability, etc. may occur in the signal transmission between neurons. It 

occurs when the system is stable and manifests itself in some dynamics that will affect the stability of 

the system, but it also includes many dynamic behaviors such as periodic oscillatory behavior that is 

almost periodic. In artificial neural networks, not all cells are connected to each other, but are directly 

connected only to their neighbors, which reduces the complexity of the network structure and reduces 

energy consumption. Relational memory networks, one of the most important classes of artificial neural 

networks, are frequently used in applications such as pattern recognition, predicting and completing 

correct data from missing data. It also includes many dynamic behaviors such as periodic oscillatory 

behavior, almost periodic neural network models are widely used in solving optimization problems, in 

scientific fields and computing technology, in various engineering fields such as analog to digital 

converter design. It is very important to determine the stability of artificial neural networks designed in 

applications. The artificial neural network created in the type of neural network examined must have a 

single stable balance point. Repeating complex situations are represented by periodicity, and the 

dynamics and biological mechanisms of time-delayed periodic systems are discussed under the name of 

neural network construction. Many researchers who have addressed the near-periodic problems of neural 

networks have called the negative feedback state of the network system the forgetting delay. Dependent 

population dynamics and neutral type time delays occurring in vibrating masses have been widely used. 

However, there are very few papers focusing on the stability and existence of a nearly periodic solution 

for neutral neural networks with time-varying delays in terms of leakage. For this reason, the existence 

and stability of solutions to almost periodic problems is an issue that needs to be emphasized. Recently, 

some researchers have attached great importance to the one-way neutral type. Hopfield's dual associative 

memory model is of great importance for pattern recognition and automatic control applications. In this 

study, the existence and stability of the nearly periodic solution has been proven and its effects have 
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been investigated. Near-periodic solutions of the neutral neural network based on time-varying delays 

have been studied. Although the results obtained cannot be directly applied to many arrangements, they 

do extend some known networks to some extent. The contribution of this article to science is in the 

solutions of discontinuous neural networks, findings that will reveal the chaos in the neuron and create 

inertia and nonlinear effects. Therefore, it is important that the results complement previous studies.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               
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Abstract 

This study aims to produce lithium aluminate (LiAlO2) materials as dense ceramics by the sol-gel 

method and to examine their structural and luminescence properties for radiation dosimetry applications. 

The crystal structures of ceramics synthesized using the XRD method were confirmed and their 

morphological properties were examined using SEM analysis. The defect concentrations and lattice 

parameters of LiAlO2 were also discussed in depth. It has been found that LiAlO2 ceramics have a total 

of three exponential decay function components that decay OSL signals fast, medium and slow. The TL 

glow curve of the material exhibited two TL peaks located around 110 and 200 °C. An intense 

luminescence band around 700 nm was found in RL and TL emissions, which is attributed to oxygen 

vacancies in the structure. Obtaining promising luminescence signals for passive dosimetry from LiAlO2 

samples in this study may make them a candidate dosimeter for radiation dosimetry applications with 

further studies to be conducted in the future.  

Keywords: LiAlO2; Sol-Gel synthesis; Thermoluminescence; Optically stimulated luminescence; 

Radioluminescence. 
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Sol-Jel Tekniği ile Sentezlenen LiAlO2 Seramiklerinin Yapısal ve Lüminesans 

Karakterizasyonu 

Öz 

Bu çalışma, lityum alüminat (LiAlO2) malzemelerinin sol-jel yöntemiyle yoğun seramikler 

halinde üretilmesini ve radyasyon dozimetri uygulamaları için yapısal ve lüminesans özelliklerinin 

incelenmesini amaçlamaktadır. XRD yöntemi kullanılarak, sentezlenen seramiklerin kristal yapıları 

doğrulandı ve malzemenin morfolojik özellikleri SEM analizi kullanılarak incelendi. LiAlO2'nin kusur 

konsantrasyonları ve kafes parametreleri de derinlemesine tartışıldı. LiAlO2 seramiklerinin OSL 

sinyalleri hızlı, orta ve yavaş bozulum sergileyen toplam üç üstel bozunma fonksiyonu bileşenlerine 

sahip olduğu bulunmuştur. Malzemenin TL ışıma eğrisi, 110 ve 200 °C civarında bulunan iki TL tepe 

noktası sergiledi. RL ve TL emisyonlarında yapıdaki oksijen boşluklarına atfedilen 700 nm civarında 

yoğun bir lüminesans bandı bulundu. Bu çalışmada LiAlO2 örneklerinden pasif dozimetri için umut 

verici lüminesans sinyallerinin elde edilmesi, gelecekte yapılacak başka çalışmalarla onları radyasyon 

dozimetri uygulamaları için aday bir dozimetre haline getirebilir.  

Anahtar Kelimeler: LiAlO2; Sol-Jel sentezi; Termolüminesans; Optik uyarımlı lüminesans; 

Radyolüminesans. 

1. Introduction 

Thermoluminescence (TL) and Optical Stimulated Luminescence (OSL) are known as passive 

dosimetry methods and are based on luminescence emission following thermal or optical excitation of 

previously irradiated insulator or semiconductor materials, respectively [1]. Although the OSL method, 

which is a newer method compared to TL, offers great convenience in application, the number of OSL 

dosimetry systems is insufficient due to the newness of the technology [2, 3]. This situation has recently 

led researchers to develop new OSL dosimeters, and many alternative host materials have been proposed 

in the literature [4-9]. Carbon-doped alumina (Al2O3:C) is well known in personal dosimetry for its 

superior properties for medical physics applications [10]. It remains the material of choice despite its 

non-tissue equivalence to Al2O3:C (Zeff ~11.3), and non-sensitive to neutrons [11]. The way to develop 

a new OSL dosimeter could be a tissue-equivalent lattice. Moreover, certain critical properties are 

desirable in the development of materials with luminescent properties for OSL dosimetric applications. 

These include high radiation sensitivity, photosensitive trapped charges, linear behaviour in the dose-

response relationship, minimal signal fading and resistance to external physical effects (e.g. mechanical 

stress and humidity). These properties are necessary to ensure that the material functions as an effective 

dosimeter. 
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Alkali aluminates are a lattice containing the elements alkali metals and aluminium, holding these 

two elements together with two oxygen atoms. The crystal structure of alkali aluminates can affect the 

placement of activator ions and the transitions between energy levels. Therefore, examining the 

luminescence properties of alkali aluminates is very important for optical and electronic applications 

[12-14]. Recently, their promising properties for LED applications, luminescence and imaging devices 

have been reported [15, 16]. In particular, LiAlO2 is an important material for luminescence studies and 

dosimetric applications LiAlO2 is also known to have high thermal stability and dosimetric properties 

that can be used to detect ionization radiation [12, 17, 18]. Therefore, the luminescence development 

and characterization of LiAlO2 may offer an infrastructure for important applications for dose 

measurement and radiation detection in fields such as medical imaging, radiotherapy, and nuclear 

medicine [19, 20]. Additionally, LiAlO2 with an effective atomic number of 10.7, making it the superior 

dosimetric material over Al2O3:C [21]. 

Although the luminescence sensitivity of pure LiAlO2 has been reported to be low in the literature, 

the source of luminescence has not been fully identified, creating difficulties in optimizing and 

improving dosimetric properties. Therefore, in this study, LiAlO2 ceramics were developed by the sol-

gel method and their luminescence nature was examined in depth with RL, TL and OSL techniques. 

2. Materials and Methods 

2.1. Sample preparation 

Figure 1 shows a simple schematic representation of the sol–gel pathway for LiAlO2 ceramic 

pellets. The sol-gel route begins by dissolving nitrate-based Li and aluminium salts (purchased from 

Sigma Aldrich) in pure water in suitable molar ratios. After stirring for approximately 1 h at RT, citric 

acid (1:4, molar, purchased from Sigma Aldrich) was added to this mixture and the temperature was 

slowly increased to 80 °C. The dehydration process continued for approximately 24 hours. At the end 

of 24 hours, dried xerogel was achieved. 2-hour calcination treatment was applied at 900 °C to remove 

the organics that appeared in the structure during the formation of the crystal structure. As a result of 

the calcination route, pure LiAlO2 white powders were obtained. LiAlO2 powders were converted into 

30 mg pellets using evacuable pellet dies in a manual pressing system before the sintering process. The 

dimensions of the prepared pellets were ~5.8 mm in diameter and ~0.70 mm in thickness. It should be 

noted that with the sintering treatment at 1300 °C for 4 hours, the mass of the ceramic pellets was 

measured to be approximately 24 - 24.8 mg. The final products were obtained as pellets with ~5.4 mm 

diameter and a ~0.5 mm thickness.  
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Figure 1: Schematic representation of the sol-gel process for LiAlO2 ceramics 

 

2.2. Characterization 

To examine the structure and phase composition of LiAlO2 crystals, X-ray diffraction (XRD) 

patterns were examined. The Panalytical Empyrean brand XRD analysis system used is equipped with 

a Cu-Kα tube, λ= 0.1541 nm. Patterns were investigated by scanning 0.02° with a 2θ scanning range 

from 10° to 90°. XRD ref. data from the International Center for Diffraction Data (ICDD) was used to 

identify crystalline phases. 

The crystallite sizes of LiAlO2 crystals were evaluated by the Debye-Scherrer formula [22]; 

!!"# = #$/('!"#()*+)                                    (1) 

Here D refers to the crystallite size (nm); hkl are Miller indices; K is a numerical factor set at 0.9; 

λ represents wavelength; θ is half of the diffraction angle; and β is the full width at half maximum 

(FWHM), measured in radians.  

Besides crystallite size, strain (ε) values were also calculated using the following equation [23]:  

- = '()*+/4                         (2) 

where ' is FWHM and + represents half of the diffraction angle.  

Another factor is the dislocation density (δ), which affects many properties of materials [24]. This 

density was determined by a special equation in LiAlO2 crystals.:    

/ = 1/!$                         (3) 

where D represents the crystallite size of the LiAlO2 crystals. 

To examine the surface morphologies of LiAlO2 ceramics, scanning electron microscope (SEM) 

photographs were taken using the Zeiss brand Supra 55 model SEM device. SEM photographs with 
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20000x direct magnification were obtained using 20 kV high voltage, and the grain size analysis of the 

surfaces was processed in the imageJ program. 

2.3. Luminescence measurements 

Luminescence signals of LiAlO2 pellets were achieved using the DA-20 model Risø TL/OSL 

reader system of Danish origin. The system has a 
90

Sr-
90

Y radiation source (β) with 0.11 Gy/s. TL and 

OSL signals are captured with a EMI 9235QA PM tube. Hoya U-340 (100-400 nm permeability) filter 

was used in front of this PM tube. The OSL signals were acquired with 470 nm blue LED excitation. 

Prior to OSL readings, a preheating procedure was applied at 100 °C for 10 s to eliminate signals from 

unstable shallow traps. At the end of the OSL measurements, the samples were cleaned of residual doses 

by heating the samples to 450 °C with a heating rate of 5 °C/s. TL analyses were performed by heating 

the samples to 450 °C after irradiation with 2 °C/s, and background subtraction was necessarily applied. 

Background TL signals represent sample readings performed under the same conditions immediately 

after the initial TL reading. 

Here, the analysis of OSL decay curves is based on a method based on fitting a combination of 

time decaying functions [25, 26]. The experimental OSL decay curve was analyzed by the first-order 

curve fitting. The fitting equation used for this analysis and representing the first-order kinetic approach 

can be written as following equation: 

											2 = 	34(567)89: + 1%&	()<=)9>9? + 2'( 	()<=)9>9? + 3)( 	()<=)9>9? +⋯ 

C(?) = 34(567)89: + C*exp	( &+!) +	C$exp	(
&
+"
) + C,exp	( &+#) + ⋯                                   (4) 

where 1%&, 2'(, and 3)( components refer to the first-order components of OSL signals that decrease 

with time, respectively. While ? is the duration of stimulation; C(?) is the OSL signal intensity as a 

function of time. C*,$,, and G*,$,, represent the maximum intensities and lifetimes, respectively. 

Deconvolution quality was evaluated by calculating Figure of Merit (FOM) values for the experimental 

curve [27]. 

Radioluminescence (RL) emission spectra were acquired in a homemade RL system consisting 

of a miniature X-ray source, a QE Pro-model Ocean Optics spectrometer, an X-ray control unit, and a 

closed chamber. While the samples were exposed to approximately ~20 kV X-rays, emissions in the 

range of 200 nm to 1000 nm were observed from the sample. TL emission measurements, performed in 

the range from 50 °C to 400 °C at a heating rate of 2 °C/s, were performed on a similar homemade TL 

spectrometer following a 600 s x-ray irradiation. This system consists of a monochromator, a sample 

holder with a linear heater, and a CCD camera mounted on the monochromator window (ANDOR). 

Despite the wide spectral coverage range of CCD cameras, TL emissions have been obtained in the 
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range of 400 nm to 1000 nm, as their quantum efficiency decreases significantly in the ultraviolet (UV) 

region, especially below 400 nm. 

3. Results and Discussion 

3.1. Structural and Morphological Properties 

The phase formations of LiAlO2 powders were confirmed through XRD analysis and are shown 

in Fig. 2. As seen from the figure, the XRD patterns matched well with the XRD peaks of the LiAlO2 

tetragonal (phase characterized by the P 41 21 2 space group) reference ICDD 98-003-0249 PDF card. 

The absence of any peak originating from any secondary phase confirms the LiAlO2 phase, indicates 

that LiAlO2 ceramics have been successfully synthesized. 

 

Figure 2: XRD pattern of the 1300 °C sintered LiAlO2 powders prepared via sol-gel method 

 

In Table 1, the Bragg angles represented with the three most intense diffraction peaks and the 

(011), (012), and (020), (hkl) planes are presented along with the structural parameters for the LiAlO2 

samples. The Eqn.1 was used to determine the crystallite size of each plane and the average crystallite 

size was calculated as 58.6 nm. In addition to the crystallite size, strain values were determined using 

the Eqn.2 for the (011), (012), and (020) planes and were found as 3.20x10-2, 3.74x10-2, and 3.74x10-2, 

respectively. Another important parameter is the dislocation density (δ) values, which were found as 

0.59x1020, 0.41x1020, and 0.41x1020 with the Eqn.3. As a result of phase analyses, it can be said that the 

crystallinity of LiAlO2 powders are in compliance with the reference values and have good crystallinity. 
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Table 1. Positions of the diffraction peaks and structural parameters of LiAlO2 powders 

 
hkl Planes 

(011) (012) (020) 

Peak Positions, 2θ, (°) 22.22 33.33 34.64 

FWHM, β (°) 0.14 0.15 0.15 

Crystalite size, D (nm) 64.92 55.51 55.42 

Micro strain, ε x 10-2 3.19 3.74 3.74 

Dislocation density, δ (1020) 0.51 0.44 0.44 

 

Figure 3 shows SEM photographs and particle size distribution histogram bars curves of LiAlO2 

powder and pellet samples. Here, after the calcination process of the powder samples, they were sintered 

at 1300 °C without pelletizing. As seen in Fig. 3, the pellet surfaces presented a more homogeneous 

structure than the morphology in the photographs obtained from powder samples. Relatively more 

irregularly, large and small structures were observed in the powder samples, and an increase in the 

distribution of the structures forming local necks was observed with the sintering treatment. On the other 

hand, as the particles of the pellet samples were fused together by pressure, relatively non-porous, 

smooth and interconnected smaller particle size clusters were observed on their surfaces with high 

temperature sintering. 

The size distribution of the particles in the samples was determined by measuring them in the 

ImageJ program from SEM images that fit the well-known size histogram with the log-normal function. 

It should be noted that at least 200 particle sizes were measured during the evaluation. The obtained 

histograms and log-normal functions and the mean particle size (D) and standard deviation (σD) values 

of each sample are presented together with the SEM images of the corresponding samples in Fig. 3. 
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Figure 3: SEM micrographs of the LiAlO2 samples in a) powder form, and b) pellet form; and the histogram (bars) 
with a log-normal function (red curve) to analyse the average size distribution for the LiAlO2 samples in c) powder 
form, and d) pellet form 

 

3.2. Luminescence Properties 

Simple TL glow curves and OSL signals of LiAlO2 pellets exposed to 1 Gy beta dose are shown 

in Fig. 4. The TL glow curves of LiAlO2 pellets consist of a shoulder TL peak located at approximately 

200 °C, followed by more delicate TL peak with a maximum located around 110 °C (see Fig. 4a). In the 

TL curves at higher temperatures, unstable signals caused by background subtraction are observed, so 

it is too early to talk about the existence of a significant TL trap in this region. On the other hand, the 

OSL decay curve of LiAlO2 pellet exposed to 1 Gy is presented by log-log scales in Fig. 4b. After a 

preheating treatment at 100 °C/10 s, the obtained OSL signals exhibit two decaying parts (fast and slow), 

and the OSL signals come the background (zero) level in approximately 10 s. It can be said that LiAlO2 

pellets have sufficient sensitivity for personal and accident dosimetry studies that require relatively 

higher dose measurements. 
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Figure 4: a) TL glow curve; b) OSL decay curve of the LiAlO2 pellet sample. Sample was exposed to a beta dose 
of 1 Gy before TL and OSL readouts. Heating rate is 2 °C/s 

 

Analysis of the OSL decay curve of LiAlO2 is a crucial initial step to recognize the host material. 

Figure 5 shows the experimental OSL decay curve and their three first-order components analyzed via 

curve fitting. As can be seen from the figure, the OSL decay curve obtained from the LiAlO2 pellet was 

well fitted to three time-decaying functions with an acceptable FOM value as 1.04. Undoubtedly, this 

OSL decay curve analysis method was also studied as the linear sum of two separate components, but 

when the fit quality was checked, the FOM value remained above 3.00. For this reason, three separate 

components were considered. It should be noted that this method is a simplified approach and does not 

provide precise information about actually existing trap levels and charge transfer. 

 

Figure 5: OSL decay curve and its components for the LiAlO2 pellet samples which were previously irradiated 
with 1 Gy beta doses 
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RL emissions have been studied as a useful initial method providing information about the 

luminescence bands of dosimetric materials. Figure 6 shows the RL emission obtained from the sample 

during x-ray irradiation from 200 nm to 1000 nm. As can be seen from the figure, the emission of LiAlO2 

is represented by luminescence bands located in two different regions. It has a low sensitivity UV-Blue 

luminescence band located at 350 nm in the range from 200 to 500 nm and a broad luminescence band 

located at 740 nm between 600 nm and 850 nm towards the end of the visible region. There are many 

different speculations in the literature regarding the emission bands observed between 600 nm and 850 

nm. While the emission band observed at 740 nm was attributed to the Fe
3+

 impurity unintentionally 

present in the Al2O3 used initially [28], it has also been suggested that some vacancy defects (such as 

large amounts of single-ion oxygen vacancies-surface disorder-oxygen interstitials-aluminium 

interstitials) at the deep levels of the band gap are responsible [4, 13, 29, 30]. 

 

Figure 6: RL emissions of LiAlO2 pellet 

 

Figure 7 presents a contour plot of TL emission spectra obtained from LiAlO2 pellet between 390 

and 900 nm. As seen from the figure, a wide emission band around 740 nm dominates in TL emissions. 

It is seen that TL traps are close to each other and overlap between 100 °C and 300 °C. Comparing the 

RL and TL emissions in the range of 400 nm to 900 nm, it is found that the TL and RL emissions are 

almost the same. This may mean that similar recombination centres are involved in luminescence in 

both luminescence processes. The actual luminescence mechanism is undoubtedly much more complex. 

Here, with simplified approximations, it can be inferred that after the radiation dose, charge-trapped 

carriers in the intrinsic defects of LiAlO2 (oxygen vacancies, surface defects, etc.) result in the emissions 

observed by electron/hole recombination in V-type defects. 
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Figure 7: The colour map plot of the TL emission (390–900 nm) of LiAlO2 pellet after 600 s excitation. 

 

4. Conclusion 

This study revealed the production, structural and morphological characterization, and 

luminescence properties of LiAlO2 material, a promising host material for OSL dosimetry, using the 

sol-gel synthesis method. LiAlO2 crystals were successfully synthesized by the sol-gel method in the 

tetragonal phase, and in SEM analysis, it was observed that the grain sizes of the powder samples 

decreased with the pelletization process and ceramic structures with smooth surface forms were 

obtained. LiAlO2 pellets offered promising OSL response in the UV region, although their TL sensitivity 

was low. It was concluded that the RL and TL emission luminescence bands obtained between 400 and 

900 nm were similar and they may be using the same recombination centers. LiAlO2 is a suitable host 

to produce more sensitive luminescent materials in OSL dosimetry. With this study, the luminescence 

source of LiAlO2-based materials was identified and it was concluded that they can be used in dose 

measurement in radiation measurement applications with future doping studies.  
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