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ABSTRACT
Classification is a data mining technique involving supervised machine 
learning and is the process of predicting the class of data or dataset whose 
class is unknown using existing data with defined class. Supervised 
learning occurs during this classification process as a result of how 
this technique parses the data according to predetermined outputs. The 
Naive Bayes classifier is a type of machine learning algorithm and an 
approach that adopts Bayes’ theorem by combining theoretically obtained 
preliminary information with new information. The most obvious 
advantages of this classifier are its simple algorithm and high accuracy 
rate. The aim of this study is to create a classification model using the 
Gaussian Naive Bayes algorithm and to evaluate the obtained prediction 
results. For this purpose, the study first theoretically considers within its 
scope the Naive Bayes classifier and then carries out an application on 
a dataset using the Gaussian Naive Bayes algorithm as one of the types 
of this classifier in order to create a classification model, which is the 
subject of the study. Operations were carried out for the classification 
model using Python, an open-source programming language. The dataset 
used within the scope of the study was obtained from the University 
of California Irvine (UCI) Machine Learning Repository website. The 
purpose for creating the dataset is to determine the different types 
of Erythemato-squamous disease (ESD). In line with developing 
technologies, the number of studies demonstrating the ability to make 
fast and reliable disease prediction using machine learning techniques 
are increasing daily.
Keywords: Gaussian Naive Bayes, Supervised Machine Learning, 
Classification, Naive Bayes Classifier
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Introduction

The classification method known as supervised machine learning involves a process for 
distinguishing data classes in order to predict the class of an observation whose class label 
is unknown.

A dataset considered for classification purposes is generally divided into two sets: the 
training and test datasets. A dataset can also be divided into three sets to create a validation 
dataset in addition to these two. The training dataset, which is created with respect to a certain 
ratio of the whole data, is used to train classification algorithms. The training process occurs by 
using known values   in the training dataset to predict a new observation or class of observations.

One of the popular methods used to classify data is the Naive Bayes classifier. The Naive 
Bayes algorithm is based on Bayes’ Theorem and creates a probability set by calculating the 
frequency and combination of the values   of the features in a given dataset (Wibawa et al., 
2019). While determining the class of a new observation, the algorithm calculates conditional 
probabilities for each class label by taking into account the values   of all the features of this 
observation. The highest calculated posterior probability and the class label with this value 
are selected and evaluated as the class of the new observation.

Naive Bayes algorithm has been proven to be effective and potentially good in many 
applications, including text classification, medical diagnosis, and system performance 
management (Aggarwal & Kaur, 2013; Wibawa et al., 2019; Salmi & Rustam, 2019). This 
study uses the Gaussian Naive Bayes classifier to process numerical data.

Literature Review

Many studies are found to have been conducted on the dermatology dataset using different 
techniques in order to accurately diagnose Erythemato-Squamous Diseases (ESD).

Bilgin and Çifçi (2021) used support vector machines (SVMs), ensemble learning 
algorithms (ELAs), decision trees (DTs) and k-nearest neighbors (k-NN) algorithm on the 
same dataset. According to their obtained results, they achieved the highest accuracy value 
of 99.73% with the SVM algorithm; their study did not include patient age in the model. 
Luukka (2011) proposed a classification method in which the data is first pre-processed 
using a new non-linear fuzzy robust principal component analysis (NFRPCA) algorithm to 
transform the data into a more suitable form; after the preprocessing step, Luuka obtained 
a prediction using a similarity classifier with a 99.02% accuracy rate. Verma et al. (2020) 
applied the bagging, adaptive boosting (AdaBoost), and gradient boosting (GBoost) methods 
and reached their highest accuracy rate (99.68%) with the gradient boosting method. Applying 
six different classification methods, Rashid et al. (2020) achieved their highest accuracy 
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rate (97.54%) with the Naive Bayes and random forest methods. Putatunda’s (2020) study 
on dermatology applied many methods to the same dataset, in which Derm2Vec as a hybrid 
deep learning model consisting of autoencoders and deep neural networks (DNNs) had the 
highest accuracy (96.92%), followed by the DNN (96.65%) and the extreme gradient boosting 
classifier (95.80%) methods. Shastri et al. (2021) reached a high accuracy rate of 99.45% with 
the GBoost method on the dermatology dataset.

Method 

This study constructs a classification model using the Gaussian Naive Bayes algorithm, 
for which an application was implemented in Python. A dataset named dermatology.data was 
used to construct the model and contains 366 observations. The purpose of this dataset is to 
identify the types of ESD (İlter et al.,1998).

The application phase evaluates the first 10 observations in the dataset as validation data. 
Of the remaining 356 observations, 70% are considered the training dataset and 30% the 
testing dataset. Using this method for dividing the dataset enables the classification model to 
predict the class of 10 new observations it had never seen during the training phase for the 
110 observations in the testing dataset.

Dataset

The dataset was downloaded from the University of California Irvine (UCI) Machine 
Learning Repository website and consists of 366 observations, 34 feature variables, and one 
target variable as shown in Table 1 (İlter & Güvenir, 1997). In the dataset, the feature named 
family history has the value 1 if any of these diseases has been observed in the family, and 0 
otherwise. The feature named age represents the age of the patient. All other features are given 
a rating ranging from 0 to 3. For these features, 0 indicates that the feature is not present, 3 
indicates the largest amount possible, and 1, 2 indicate relative intermediate values (İlter & 
Güvenir, 1997). Within the scope of this study, the feature named class was considered as the 
target (output), as shown in Table 2. The result from the classification model is determined 
by the class label of the target.

In the dataset, the classes of the target are represented by numerical values. The distributions 
of these classes in the dataset are shown in Table 3 along with their codes.
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Table 1. Information about the variables in the dataset.
Name Explanation Type
Erythema Erythema, reddening of the skin as a result of 

blood accumulation in the capillaries.
Integer

scaling Skin flaking Integer
definite_borders strict borders Integer
itching Itching Integer
koebner_phenomenon Small, red blisters that form on the skin. Integer
polygonal_papules polygonal papules Integer
follicular_papules follicular_papules Integer
oral_mucosal_involvement Oral mucosal involvement Integer
knee_and_elbow_involvement Knee and elbow involvement Integer
scalp_involvement Skull skin involvement Integer
family_history Family history Integer
melanin_incontinence Inability to retain melanin Integer
eosinophils_infiltrate Eosinophil infiltration Integer
PNL_infiltrate PNL infiltration Integer
fibrosis_papillary_dermis Fibrous degeneration of blistered skin Integer
exocytosis Exocytosis Integer
acanthosis Acanthosis Integer
Hyperkeratosis Hyperkeratosis Integer
parakeratosis Parakeratosis Integer
clubbing_rete_ridges Clubbing of the rete protrusions Integer
elongation_rete_ridges Lengthening of rete processes Integer
thinning_suprapapillary_epidermis Thinning of the epidermis with high bubbles Integer
spongiform_pustule cancellous boil Integer
munro_microabcess Munro microabscess Integer
focal_hypergranulosis Focal hypergranulosis Integer
disappearance_granular_layer Disappearance of rough layer Integer
vacuolisation_damage_basal_layer Vacuuming and damage of the base layer Integer
spongiosis spongiosis Integer
saw_tooth_appearance_retes The rete has a sawtooth appearance Integer
follicular_horn_plug Follicular horn plug Integer
perifollicular_parakeratosis Perifollicular parakeratosis Integer
inflammatory_mononuclear_infiltrate Inflammatory mononuclear infiltrate Integer
band_like_infiltrate Band-shaped infiltration Integer
Age Age Float
class Type of ESD Integer
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Table 2. The target.
Name Explanation Type Value
class Type of ESD Integer 1-6

Table 3. Distribution rate of class labels of the target in the original dataset.
Code Class Labels Frequency Percentage
1 psoriasis 112 31%
2 seborrheic dermatitis 61 17%
3 lichen planus 72 20%
4 pityriasis rosea 49 13%
5 chronic dermatitis 52 14%
6 pityriasis rubra pilaris 20 5%

Data Preprocessing

The following data preprocessing steps were carried out before establishing the 
classification model.

As seen in Table 1, all features in the dataset have numerical values. The target (class) is 
also included in the dataset, with numerical codes representing class values. Within the scope 
of the study, these features are transformed into a categorical value by assigning the class 
names shown in Table 3.

The dataset has eight missing values that were found to belong to the feature named 
Age. This problem was resolved by assigning the mean value of the relevant feature instead 
of leaving the values blank. Moreover, when considering the class distribution ratio of the 
target (Table 3), the number of observations with the class named psoriasis was observed 
to be quite high compared to the other classes, while the number of observations with the 
class named pityriasis rubra pilaris was quite low. This situation reveals that the dataset 
under consideration is unbalanced. In order to balance the dataset, an oversampling process 
was applied using synthetic minority over-sampling technique (SMOTE), which enables the 
production of synthetic data.

Building a Classification Model

The Gaussian Navie Bayes algorithm, a type of Navie Bayes classifier, was applied to 
create a classification model.

Navie Bayes Classifier

The Naive Bayes classifier is a statistical classification method based on Bayes’s theorem as 
developed by Thomas Bayes in the 18th century and works in accordance with the conditional 
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probability principle discussed in Bayes’ theorem (Meiriza et al., 2019). Based on Bayes’ 
theorem, the resulting events (observations) are expected to be discrete events that are 
independent of one another (Khuda, 2021).

The Naive Bayes classifier reveals which class has the higher value in the form of a 
probability before making any classification. When estimating the class of new data with 
this method, a class with the highest probability value is considered as the class of new data. 
(Sarkar, 2023). Advantages and disadvantages of the Naive Bayes classifier can be listed as 
follows (Vadapalli, 2022):

Advantages:

It is a very fast working algorithm.

If the independence of the features assumption is valid, it performs better than other models 
with less training data.

It works effectively on multi-class predictions.

Disadvantages:

If a feature in the test dataset has a value that cannot be observed in the training dataset, 
it returns a probability value of 0, meaning it cannot make a prediction. This phenomenon 
is called zero frequency, and correction techniques such as Laplace estimation are used to 
resolve this issue (Wu et al., 2013).

All features are assumed to be independent. Although this seems possible in theory, finding 
a set of independent features is impossible in real life.

Bayes’ Rule:

The Naive Bayes classifier is based on Bayesian Decision Theory . The probability equation 
of an observation whose class will be determined is shown below (Orhan & Adem, 2012).

• Posterior Probability:

       
Eq. 1

       Eq. 2
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Since the denominator P(X) will be equal for each class, only the numerator values   are 
considered.

       Eq. 3

• Class-Conditional Probability:

The Naive Bayes classifier assumes the conditional independence of the feature values 
given the class as follows (Berrar, 2018):

        Eq. 4

• Classification Method for a New Data According to the Calculated Maximum of a 
Posteriori Probability (MAP):

Finally, by selecting the class with the highest probability value, the algorithm estimates 
the probability that a new observation with known feature values   belongs to a class with this 
highest value. This expression is represented mathematically as:

    Eq. 5

There are three types of Naive Bayes classifiers (Ismail et al.,2020). Gaussian Naive Bayes 
should be used for features with continuous values. Gaussian Naive Bayes assumes that the 
features follow a normal distribution. The Gaussian Naive Bayes classification used within 
the scope of this study is discussed here. Multinomial Naive Bayes is mostly used to classify 
documents. Each document in the dataset should contain features with discrete positive integer 
values that express the frequency of words. Bernoulli Naive Bayes should be used for features 
with binary or Boolean values   such as true/false or 0/1.

Classification with the Gaussian Naive Bayes Algorithm

Unlike with the Naive Bayes classification algorithm, normal (i.e., Gaussian) distribution 
curves are obtained for features with continuous values   associated with each class using 
the Gaussian Naive Bayes algorithm. For this purpose, the distribution is summarized by 
estimating the mean and standard deviation values   for each class from the training data. The 
obtained results obtained are considered as the conditional probability value for each class of 
features of an observation.
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• Conditional Probabilities of the Features: 

       Eq. 6

• Class-Conditional Probability:

        Eq. 7

• Classification Method According to the Maximum a Posteriori Probability (MAP):

    Eq. 8

Experimental Results

Confusion Matrix

Table 4 shows the confusion matrix obtained for the Gaussian Naive Bayes classification 
model created in this study. By considering the confusion matrix, various performance metrics   
are obtained for the classification models. One of these is the accuracy value, which is the 
correct prediction rate of the class label of the observations in the model’s testing dataset. The 
number of correct predictions for each class is shown in bold in Table 4. The accuracy value 
of the model constructed in this study is found to be 98.18%, as seen below.

This classification model has a high accuracy rate and made incorrect predictions for the 
class of only two observations. Accordingly, although the class of both observations was seb-
dermatitis, the model predicted it as pityriasis rosea.

Table 4. Six-class confusion matrix.
 Actual 
 Predicted 

chronic 
dermatitis

lichen 
planus

pityriasis 
rosea

pit_ rubra 
pilaris psoriasis seb_ 

dermatitis
chronic dermatitis 13 0 0 0 0 0
lichen planus 0 20 0 0 0 0
pityriasis rosea 0 0 22 0 0 2
pit_ rubra pilaris 0 0 0 5 0 0
Psoriasis 0 0 0 0 31 0
seb_ dermatitis 0 0 0 0 0 14

Performance metrics   apart from model accuracy, sensitivity (recall), specificity, precision, 
and harmonic precision-recall mean (F1 score) are calculated based on a positive class of 
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the target. The calculation of these values   was carried out with the true positive (TP), true 
negative (TN), false positive (FP), and false negative (FN) frequency values   included in the 
Confusion Matrix.

TP (True Positive): The number of observations that are positive and have been correctly 
classified as positive.

TN (True Negative): The number of observations that are negative and have been correctly 
classified as negative.

FP (False Positive): The number of observations that are negative but have been incorrectly 
classified as positive.

FN (False Negative): The number of observations that are positive but have been incorrectly 
classified as negative.

Within the scope of the study, performance metric values have been calculated by 
considering each class of the target as a positive class. The number of observations (T) of the 
test dataset considered in the calculation phase is 107. 

The calculation method and obtained performance metric values   of the positive classes 
called chronic dermatitis (Figure 1) and pityriasis rosea (Figure 2) are presented below as 
examples.

Positive class: « chronic dermatitis »

Figure 1. Six-class confusion matrix, where the positive class is chronic dermatitis.
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The total TP, FN, FP and FN values   obtained with the test dataset for chronic dermatitis, 
which is considered as a positive class, are as follows.

Total(TP)=13

Total(TN)=94

Total(FP)=0

Total(FN)=0

Performance Metrics:

Positive class: « pityriasis rosea »

Figure 2. Six-class confusion matrix, where the positive class is pityriasis rosea.

The total TP, FN, FP and FN values   obtained with the test dataset for pityriasis rosea, 
which is considered as a positive class, are as follows.

Total(TP)= 22

Total(TN)= 83
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Total(FP)= 2

Total(FN)=0

Performance Metrics:

The performance metrics   obtained by the classification model created with the Gaussian 
Naive Bayes algorithm separately for each class of the target are shown in Figure 3.

Figure 3. Performance metrics   obtained with Gaussian Naive Bayes algorithm.

Conclusion

This study has constructed a classification model using the Gaussian Naive Bayes 
algorithm. A dermatology dataset was used for this model to make predictions about patients’ 
types of ESD. Numerous studies have attempted to apply machine learning techniques to 
dermatology datasets. Some of those that have applied Naive Bayes and other classification 
algorithms are found within this study’s Literature Review section.

The study carried out within its scope some data preprocessing on the dataset prior to 
building the model and getting the data ready for analysis. Additionally, the dataset was 
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divided into three groups: the training, testing, and validation datasets. While the validation 
group includes the first 10 observations from the dataset, of the remaining observations, 30% 
made up the testing and 70% the training data. Training was carried out by constructing a 
classification model using the training data, and the accuracy and other performance metrics of 
the model were obtained using the testing data. The study then applied model tuning to improve 
the model’s performance metrics. The most appropriate performance metrics for the dataset 
were achieved by building the model using the best parameter values obtained by applying 
this process. As a result, the accuracy rate of the model was 98.13%. According to this result, 
the classification model built with the Gaussian Naive Bayes algorithm was observed to have 
achieved results close to other studies using the same dataset.

After tuning the model, the tuned classification model predicted a class of 10 new 
observations in the validation dataset, and the model was seen to correctly predict the class 
of all new observations.
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ABSTRACT
This article focuses on forecasting sales for restaurant businesses using 
the Prophet model developed by Facebook. A method is proposed to 
make more accurate forecasts by accounting for the effects external 
factors have on sales, including weather conditions and special days. 
The analyses conducted on the real-time sales data of the daily operations 
of a restaurant business (provided by PROTEL Inc.) reveal that the 
Prophet model can forecast the sales of different products based on 
daily sales and weather data. The prediction performance of the model 
was evaluated using four error metrics: Mean Absolute Error, Mean 
Absolute Percentage Error, Mean Squared Error, and Root Mean Square 
Error. The results revealed that the model produced more consistent 
and accurate predictions for some product categories. This study, 
which aims to contribute to the literature through an optimization of 
operational efficiency and decision-making processes related to the 
restaurant industry, highlights the importance of external factors in 
sales forecasting in the restaurant industry and provides a detailed 
analysis of incorporating these factors into the forecasting process. The 
findings may support restaurant businesses in obtaining more accurate 
sales forecasts by taking external factors into account. In particular, 
understanding the effects of weather changes and special days on sales 
can contribute significantly to operational decisions in such areas as 
personnel planning and inventory management. In this regard, the article 
proposes innovative approaches to the challenges faced by restaurant 
operations, presenting different approaches found in the literature and a 
detailed model evaluation process.
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Introduction

Sales forecasting is the process of predicting future sales of businesses and is essential for 
planning business strategies and an effective use of resources. Accurate and effective sales 
forecasting is critical in a competitive business environment. Accurate sales forecasts impact 
many aspects of restaurant business operations, such as inventory management, supply chain 
optimization, financial planning, and customer satisfaction. A proper implementation of this 
procedure allows businesses to prevent stock overages and supply shortages, reduce costs, 
and obtain a competitive edge.

Traditional sales forecasting methods forecast future sales by taking into account 
various factors, such as historical sales data and seasonal patterns. In the restaurant industry, 
understanding and predicting the impact of external factors (such as weather changes and 
special occasions) on sales can directly impact the profitability of a business and improve 
customer satisfaction. Today, developments in artificial intelligence and big data analytics 
have greatly improved the sales forecasting process. Artificial intelligence-based methods can 
process more complex data sets and provide more accurate predictions.

Facebook’s Prophet algorithm is employed in this study to forecast restaurant sales. Prophet 
(Taylor & Letham, 2018) is unique in that it may detect intricate patterns in time series data and 
has a flexible architecture. By addressing the sensitivity of external factors on sales forecasts, 
the research focuses on particular challenges encountered by the restaurant industry and seeks 
to optimize inventory management and business strategies. Additionally, the present research 
analyzes the effects that weather and special occasions have on sales, integrating these factors 
into sales forecasts.

The impact of sales forecasting appears across multiple domains, including inventory 
optimization, supply chain management, and satisfying customer needs. The restaurant industry 
has a complex structure which is marked by customer preferences changing overnight and 
numerous external influences. This study predicts future restaurant sales by incorporating such 
external factors. Thus, such an analysis enables restaurants to optimize their sales volumes 
and also the orders of necessary ingredients based on reliable forecasts. This approach allows 
restaurants to increase operational efficiency while reducing food waste and lowering costs.

The article is structured as follows: The Literature Review section covers relevant studies 
that have approached the topic from various angles. The Methodology section introduces 
the dataset, then explains the data processing and modeling techniques used. The Results 
and Discussion section presents the findings and their outcomes. The Future Work and 
Recommendations section provides information on potential subjects for further study. The 
article concludes with the Conclusion section.
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Literature Review

Sales Forcasting

In their research, Patricia Ramos et al. (2015) focused on predicting coming sales, which 
is one of the most important factors of effective business operations. Accurate forecasting of 
demands is important for retail businesses in terms of production, purchasing, logistics, and 
workforce organization. The study also included time series of retail sales, which are a type 
of time series that is characterized by trending and seasonal patterns and presents several 
challenges in terms of implementing efficient forecasting models. In order to forecast consumer 
retail sales, the study analyzes the accuracy of state space and ARIMA models. Both single 
step and multistep forecasts were conducted, with the performance of the forecasts being 
illustrated by a case study of retail sales in five distinct groups of women’s footwear (Boots, 
Ankle-length boots, Flats, Sandals, and Shoes). The prediction performances of the state space 
and ARIMA models were measured based on the MAE, MAPE, and RMSE metrics in both 
single step and multistep predictions. These analyses revealed that the error scores of both 
models were quite near to one another.

Sébastien Thomassey (2010) conducted a comprehensive analysis while detailed success 
in the textile-clothing industry, where consumer demands are constantly increasing. The study 
emphasizes the importance of complex information systems and logistics capabilities based on 
forecasting systems. Thomassey noted some of the unique challenges of the textile-clothing 
market, such as variable demand, strong seasonality, a large number of short-lived products, 
and a lack of historical data. The author provides information that, against these challenges, 
companies often develop simple but robust forecasting mechanisms. After evaluating current 
practices in the clothing industry, is the study proposed the use of different forecasting models 
that provide more accurate and reliable sales forecasts. Such models are built around different 
and innovative approaches, such as fuzzy logic, neural networks, and data mining techniques, 
which focus on the specific challenges faced by companies in the sector.

A study by Arunraj and Ahrens (2015) focused on providing an innovative approach to 
the daily sales forecasting problems encountered in the food retail industry. It is emphasized 
that food waste and stock outages in this sector are caused by incorrect sales forecasting and, 
as a result, ordering the wrong product. Time series sales data in the food retail sector can 
exhibit high variability and skewness. For this reason, it has been mentioned that interval 
forecasts should be made for retail companies to determine appropriate stock policies. This 
study demonstrates the effectiveness of a hybrid model called SARIMA-QR, produced by 
combining SARIMA and Quantile regression, for the difficulties encountered in daily sales 
forecasting in the industry. Using daily sales data of banana products from a German discount 
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retail store, the authors developed a model to forecast future banana sales. Considering the 
variable sales dynamics and various factors affecting demand, the new model offers the 
potential to obtain more accurate and comprehensive forecasts.

It has been stated that the Bayesian model developed by Posch et al. (2022) for food and 
beverage sales forecasting in restaurants and cafeterias is more efficient than the existing 
methods of ARIMA, Seasonal ARIMA, and Exponential Smoothing. In other words, it provides 
a high accuracy rate and a low margin of error. It has been stated that the results obtained from 
sales forecasts contribute to reducing food waste and optimizing stock management. is the 
study pointed out that the model which they used has the ability to efficiently integrate different 
external factors and seasonal changes as a powerful forecasting tool in the restaurant industry.

Using Machine Learning for Sales Forecasting

A deep learning approach was used to predict the following season’s product sales in the 
retail fashion industry in a study which compared traditional machine learning and deep learning 
models (Loureiro et al., 2018). Their models were constructed using real data which considered a 
variety of characteristics, including product physical characteristics and expert recommendations. 
The researchers revealed that deep learning techniques, as well as more traditional machine 
learning techniques, can be effective in this area. The study also serves as a reference for 
comparing deep and traditional machine learning techniques in retail sales forecasting.

Machine learning models were discussed in a study conducted by Tsoumakas (2019) 
with the aim of predicting the future sales rates of different businesses operating in the food 
industry  (supermarkets, restaurants, and bakeries). The study emphasized that the model 
obtained from short-term sales forecasts can enable businesses to minimize both their stocks 
and expired products. In addition, the study also discussed important design processes, such 
as the temporal granularity of sales data, the input factors to be used in forecasting, and the 
representation of the output variable. Machine learning approaches used in sales forecasting 
and appropriate measurement metrics to evaluate the performance of these algorithms have 
also been included in detail.

Another important study was conducted by Shilong et al. (2021). In this research, which 
examines the role of the success of sales forecasts for large retail chains on the development, 
success, and failure of businesses, a sales forecasting model was put forward that allows 
companies to manage their resources more effectively and produce effective business plans. The 
basis of this model is to extract features from historical sales data through feature engineering 
and predict subsequent sales volumes using the Extreme Gradient Boosting (XGBoost) model. 
The model was shown to work well in terms of cost through experimentation conducted on 
Walmart retail products.
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Using Facebook Prophet for Sales Forecasting

Prophet’s model, based on time series decomposition, was applied to six different 
financial time series datasets with different input parameters in Yusof et al.’s (2020) study. 
The implemented datasets cover a variety of markets, such as the Hong Kong Hang Seng 300 
Index (HS300), the Standard & Poor’s 500 (SP500), and the Tokyo Nihon Keizai Shinbun 
Index (Nikkei). The study presents a new approach to the development of financial forecasting 
models. It argues that the Prophet model has the potential to effectively model the movements 
of financial markets with appropriate parameter settings and an average absolute percentage 
error of six percent.

A study conducted by Zunic et al. (2020) presented a comprehensive framework for using 
Facebook’s Prophet algorithm for sales forecasting in the retail industry. Accordingly, the 
study purports that the Prophet model has the capacity to manage the effects of seasonality, 
as well as its effectiveness in monthly and quarterly sales forecasts. In addition, the research 
highlighted the importance of back testing for measuring forecast reliability and classifying 
product portfolios. It is emphasized that Prophet can be used effectively in retail forecasting 
By showing how Prophet can be applied to various product categories with different lengths of 
historical data, there is an emphasis on the effective use of the algorithm for retail forecasting.

A study conducted by Jha and Pande (2021) recommended using a time series sales rate 
forecasting model in supermarkets, which contains useful information about time that assists 
in statistical analyses. The researchers claimed that the model would also increase sales rates. 
The study reveals the usefulness of the Prophet model for supermarket data, suggesting a 
low prediction accuracy of this tool at 8.3, based on the MAPE result and other metrics. 
Additionally, the ARIMA, Holt-Winter, and Prophet models were compared using the same 
error metrics, concluding that the Prophet model performed better. Thus, the study indicates 
the benefits of using the Prophet model as a time series forecasting model for supermarket 
sales forecasting.

Methodology

Dataset

The data sets used in sales forecasting in this study were provided by PROTEL Inc. and 
include daily sales data of a business on a product basis. These data sets contain sales amounts 
of different products of businesses and historical information of sales. The data sets used in 
this study were collected on a daily basis through the Point of Sale (POS) system of PROTEL 
Inc. company and stored in a time series format. The collected data sets were prepared as .csv 
files in order to perform analytical processes and modeling.
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Since data sets keep real-time sales data gathered from daily workflows of businesses, they 
present the sales trends of products, seasonal changes, and the impact of other time-related 
factors on sales in detail. Because these data sets are in a format suitable for time series 
operations, they have been a useful resource in developing and testing time series models for 
sales forecasting. Analyzing data sets in detail is very important in making sense of the sales 
performance of businesses and predicting future sales trends.

In this study, the weather data required for the model to produce precise predictions were 
obtained from the OpenWeatherMap platform. OpenWeatherMap (OpenWeatherMap, 2024) 
is an open-source platform that provides weather data via API. During the time period covered 
by the study, weather data were taken and recorded twice every day, at regular intervals 
between 9 am and 9 pm. This systematic approach enabled the holistic collection of all weather 
information required for the model since the inception date of the sales forecast data. The 
OpenWeatherMap platform contains a wide range of data, including important meteorological 
measurements, such as temperature, humidity, pressure, wind speed, and cloud information. 
This data helps the forecasting model better understand the impact of certain weather conditions 
on sales and make its forecasts more precisely.

This study covers detailed analysis of data sets and modeling processes to help businesses 
make their sales forecasts more consistent, improve their inventory management, optimize 
their operational planning, and create marketing strategies more effectively. Thanks to the 
regularly collected data, the forecast model has the capacity to produce more precise and 
reliable forecasts by efficiently analyzing daily sales dynamics.

 
Figure 1. Graph of historical sales for product 1.
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Figure 2. Graph of historical sales for product 2.

Figure 3. Graph of historical sales for product 3.

Eight months’ worth of sales data for three different goods of a restaurant business are 
visualized in Figure 1, Figure 2, and Figure 3. The time series analysis conducted on the sales 
of each product has been observed within the framework of fundamental concepts such as 
trend, seasonality, cyclicality, and volatility. These concepts play a crucial role in enhancing 
the understanding of sales dynamics, thereby contributing significantly to the prediction of 
future sales. The initial examinations of the graphs indicate the challenges of identifying a 
clear and direct trend. However, the increases or decreases in sales volumes at certain intervals 
can be interpreted as potential signs of seasonality. Additionally, the fluctuations in sales data 
over time point to the influence of external factors. These fluctuations could stem from such 
environmental changes as economic, social, or weather conditions.
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An analysis of the data forms the basis of the sales forecasting model and determines the 
data patterns that the model needs in order to learn. Additionally, such an analysis is crucial in 
terms of evaluating the performance of the model and implementing the necessary adjustments 
to forecast future sales. This holistic approach contributes to the continuous development of 
the model and will provide more concrete benefits to businesses.

Data Processing

For an accurate and efficient analysis of the time series data of the product sales of 
businesses, a data processing method, such as that used in this study, is crucial. The process 
begins by identifying missing data, before filling these gaps. The first area of focus relates 
to whether the weather data has been integrated into sales data. The weather data is divided 
into two different time periods of the day: morning and evening. This data includes various 
features, such as date, temperature, felt temperature, pressure, humidity, wind speed, cloud 
information, sunrise, and sunset.

A special function has been developed to detect and complete missing data points in case 
there is a break in the weather data for any reason. This function detects missing weather 
records for 9 am and 9 pm by using the date and time information in the data set. For each 
missing data point, an index number is kept along with the date and time information of the 
relevant record. This approach enabled the locations of missing data points in the data set to 
be found accurately and easily. Then, the detected missing data points were filled with the 
values of the weather records from the same time period of the previous day. When consecutive 
missing data points were detected, this was specifically handled by the function and the missing 
data were filled by taking into account the values of the last known data point.

The morning and evening weather datasets were equalized in terms of size after the missing 
data points were filled in. This process is important in terms of correcting the inconsistencies 
that occur in the start and end dates of the data set. If differences are detected in the start or 
end dates of the morning and evening, a new record is added to the smaller data set based on 
the first or last record of the other data set. With this method, morning and evening weather 
data were completed and checked for deficiencies. Following the verification procedure, the 
morning and evening weather data sets were combined in the correct order according to the 
dates.

When each data set used in sales forecasting was analyzed, it was observed that sales 
information was missing for some dates. These gaps were caused by missing sales records for 
the products on these dates. To solve this problem, a function that detects and fills in missing 
data has been developed. This function filled the sales information with a zero (0) value on 
the relevant dates, assuming that there were no sales on the dates determined for each data set 
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Following these processes, each sales data set was integrated with weather data on the relevant 
dates, which prepared everything to be used in sales forecasting. 

Modeling

In the modeling part of the study, the open-source Prophet model developed by Facebook 
was used for time series forecasting. This model has a machine learning-based approach and 
has been effective in analyzing time series data, especially with its sensitivity to special days 
(such as holidays) and seasonal effects. The Prophet can model linear and nonlinear trends 
and automatically detect annual, weekly, and daily seasonality, which is why it was chosen 
for the modeling phase of this study.

Prophet models were trained separately for each sales data set, including weather 
information. By giving weather data to the models, they were able to learn the effects of weather 
conditions on sales (Badorf & Hoberg, 2020). The parameters for “weekly_seasonality” and 
“daily_seasonality” were adjusted to help the models learn weekly and daily patterns. In this 
way, the models are able to analyze the changes in sales according to hours of the day and days 
of the week. The “changepoint_prior_scale” parameter was used to adjust the sensitivity of the 
models to trend changes in the data sets. This value was determined as 0.09 for all models. In 
addition, with the “country_code” parameter, the models were enabled to automatically take 
country-based holidays into account, and thus, the effects of holidays on sales were included 
in the modeling process. Since the time series data considered belongs to a business in Turkey, 
the “country_code” was set to ‘TR,’ enabling the models to take into account holidays specific 
to the country.

The “make_future_dataframe” function of the Prophet model was utilized to produce 
future date data frames that would be similar to the training datasets. This function acquires 
information about the duration and frequency of the forecast through parameters. Since the 
study used daily sales data, the data frames were also generated with a daily frequency. In order 
to maintain a forecast period of 30 days, the data frames for the models’ predictions were set 
to 30 data points. Despite the models’ capability to generate future data frames, the inclusion 
of weather data into these frames was necessary for more precise forecasting. For this purpose, 
seven-day weather forecast data were obtained from the OpenWeatherMap platform via API 
using the Python programming language. These forecasts were produced with atmospheric 
measurements and mathematical models instead of machine learning approaches. Considering 
the possibility of inconsistencies in weather forecasts beyond a certain period, efforts were 
taken to ensure that the models used the extended data frames with weather forecast data for 
the first 7 days for their predictions. For the remaining 23 days, the models forecasted without 
weather data. Subsequently, the sales forecasts made with and without weather forecast data 
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were merged with accuracy. This approach thoroughly assesses the effects of sales and weather 
data in a time series analysis, allowing the Prophet model to precisely model the impact of 
such significant factors as seasonality and trends.

Results and Discussion

Within the scope of this study, Facebook’s Prophet model was applied to make forecasts 
based on daily sales data collected over approximately eight months for each product, provided 
by PROTEL Inc.

Figure 4. Component graph from the Prophet model of the Product 1 sales data set.

The time series analysis conducted using the Prophet model reveals an increasing trend in the 
sales of Product 1 from May 2023 to February 2024. The component graph provided by Prophet, 
shown in Figure 4, indicates that this linear and positive trend in sales could potentially point 
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to factors such as an expanding customer base or an increase in market demand. The model’s 
“holidays” graph reveals that special days have a negative impact on sales. A decrease in sales is 
observed particularly before and after holiday periods, with sales dropping to their lowest levels 
on the holidays themselves. This could be attributed to the influence of holidays on customer 
behavior and the business being closed during these periods. The weekly component analysis 
shows significant differences in sales across the days of the week, with the highest sales volume 
reached on Mondays and a gradual decline observed throughout the week until Friday. The daily 
component graph demonstrates how sales fluctuate during different hours of the day. All these 
component graphs provide valuable insights into the dynamics of sales for Product 1 over time, 
supporting decision-making processes in business management.

Figure 5, Figure 6, and Figure 7 below present the forecasts and confidence intervals for 
three separate products made using the Prophet model. The analyses conducted on the sales 
data of Product 1, Product 2, and Product 3 demonstrate the extent to which this model can 
capture different sales dynamics and manage the confidence intervals in making forward-
looking predictions.

Figure 5. Forecasts and confidence intervals for Product 1.

The evaluation on Figure 5 for Product 1 shows that the Prophet model exhibits a good 
fit with the current sales (illustrated by the dark blue line along the plane with black dots) 
and future forecasts (continuing as a dark blue line beyond the black dots). The confidence 
interval, represented by the light blue area surrounding the model predictions, has remained 
almost constant in width throughout the forecasting period. This indicates that the model has 
efficiently adapted to past data and demonstrated consistency in future forecasts. This harmony 
between actual sales data and the model’s predictions indicates that the model has the capacity 
to make sense of historical data and can produce reliable forward-looking forecasts.
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Figure 6. Forecasts and confidence intervals for Product 2.

In the analysis of Product 2 presented in Figure 6, it can be seen that the predictions of 
the model successfully follow the general trend of the actual sales data, with the confidence 
interval remaining at a regular area around the predicted trend line. However, the widening 
of the confidence interval in certain periods indicates that the model’s predictions are less 
accurate in these periods and the data points show a greater variance. That said, the model 
was generally consistent in its predictions.

Figure 7. Forecasts and confidence intervals for Product 3.

As can be seen in Figure 7 above regarding Product 3, the prediction line produced by the 
model deviates from the real data from time to time. Although these deviations are not very 
large, they may indicate that the model is not always able to effectively filter out noise and 
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high variability in the data set. The widening and narrowing of the confidence interval over 
time also confirms this situation. When the confidence interval widens, model predictions 
contain higher uncertainty and, accordingly, the reliability level decreases. The performance 
of the model for all three products contributed to understanding the model’s strengths and 
weaknesses. This provided valuable insights regarding its interaction with real-world data.

To measure the prediction performance of the model, daily sales data for the last 30 days of 
each product in the data set were separated from the training data and used as the data set for 
testing. Following this approach made it possible to evaluate the degree to which the model’s 
daily sales forecasts in each product deviated from the actual sales data for the following 30 days. 
Four distinct error metrics (Buitinck et. al, 2013) were implemented to evaluate the forecast’s 
performance: Mean Absolute Error (MAE) (Eq. 1), Mean Absolute Percentage Error (MAPE) 
(Eq. 2), Mean Squared Error (MSE) (Eq. 3), and Root Mean Square Error (RMSE) (Eq. 4).

     
Eq.1

      
Eq.2

       
Eq.3

      
Eq.4

The rrror metrics reveal a detailed analysis of the performance of the model by considering 
the deviations of the predictions from real values across various dimensions. The RMSE and 
MAE metrics indicate how far the predictions are from the real values in terms of absolute 
and squared errors, whereas the MAPE metric uses a percentage technique to express this 
condition. The MSE error metric aids in observing the performance of the model from a 
different perspective by lending more weight to larger errors.

Table 1. Evaluating the Deviations in the Prophet Model’s Forecasts for Various Products in the Dataset 
Using Different Metrics.
Data MAE MAPE MSE RMSE
Product 1 1.79 0.17 0.06 2.53
Product 2 4.33 0.19 0.09 5.98
Product 3 0.76 0.18 0.02 0.82
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As can be understood from Table 1, reaching different error scores for three different 
products indicates that the model exhibits varying performances for different products. The 
varying daily sales quantities and sales trends of each product are also factors that affect 
the model’s performance differently across products. For the first product, low MAE (1.79) 
and RMSE (2.53) scores demonstrate that the model generally performs well in predictions. 
The low MAPE (0.17) value for the same product indicates that the model’s predictions are 
consistent in percentage terms. However, slightly higher MSE (0.06) and RMSE (2.53) scores 
suggest that deviations in predictions for some instances are larger. For the second product, 
somewhat higher MAE (4.33) and RMSE (5.98) scores indicate that the model makes more 
errors in predictions. A high MAPE (0.19) score further suggests that sales predictions for this 
product are less consistent compared to other products. Lastly, for the third product, lower 
MAE (0.76) and RMSE (0.82) scores reveal that the model produces robust predictions, and 
the obtained MAPE (0.18) score also shows that sales predictions for the product are consistent 
in percentage terms.

As a result, by using all error metrics together, the performance of the predictions produced 
by the model for different products has been analyzed in detail. For some products, the model 
predicts more reliably and accurately, while it has greater error rates for others. All of this 
information demonstrates how well the model can understand and predict each product’s 
unique sales trends.

Future Work and Recommendations

This study used Facebook’s Prophet model to predict restaurant sales, revealing the positive 
effects of external factors, such as weather and special days, on sales forecasts. Despite 
the success of the results, there are several recommendations for further improvement and 
expansion of the study and directions for future work.

The dataset used in this study is based on a specific enterprise and geographical location. 
In the future, the scope of the study could be expanded with data from different geographical 
regions and various businesses. This would improve the model’s sensitivity to different 
market dynamics and customer preferences. Moreover, analyzing data gathered over years 
that include different seasons can help the model make better sense of long-term trends and 
seasonal variations. This research was limited in what was considered external factors, only 
weather conditions and special days (holidays, festivals, etc.). Future studies could integrate 
other external elements, such as business promotions, campaigns, local events, and economic 
indicators, into the model. Integrating these additional elements into the model can allow 
businesses to plan their marketing and operational strategies more efficiently by enabling more 
precise sales forecasts. As an alternative to Facebook’s Prophet algorithm, other time series 
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forecasting models and machine learning-based approaches can be tested by applying them 
to similar data sets. Comparing the forecasting performances of different models will reveal 
the strengths and weaknesses of each model and support the selection of the most appropriate 
model. A comparative analysis of deep learning models and traditional statistical approaches 
can provide a broader understanding.

Future studies in line with these recommendations may offer innovative solutions that will 
enable businesses to gain a competitive advantage in the market by increasing the efficiency 
of sales forecasting models. This study provides a basis for future research and development 
in the field of sales forecasting in the restaurant industry.

Conclusion

This study comprehensively analyzed the effectiveness of Facebook’s Prophet model 
in forecasting business sales and the effects of external factors on this process. The model 
provided insights into the specific challenges faced in the restaurant industry, particularly by 
accounting for the effects of external factors on sales, such as weather conditions and special 
days. The results of this research can be useful for businesses in terms of improving their sales 
forecasting strategies and optimizing their operational efficiency. Furthermore, the analyses 
provide valuable insights that may allow restaurants to develop future sales strategies in a 
more effective way.
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ABSTRACT
The number of academic studies is increasing with the widespread use 
of digital tools. This increase makes it difficult to identify research 
trends, tendencies, themes, and other important points in various fields. 
Bibliometric analysis allows for the mapping of a field by analysing several 
academic studies and extracting meaningful conclusions. Therefore, 
bibliometric studies that are well conducted can build firm foundations 
for advancing a field in novel and meaningful ways. Bibliometric analysis, 
which is one of the approaches frequently used by researchers in the 
process of obtaining meaningful information from big data, has gained 
popularity especially in recent years. In this study, the bibliometrix package 
in the R programming language, which is frequently used in bibliometric 
analyses, is introduced and various analyses applied in the study are shown. 
Within the scope of this research, studies involving the R bibliometrix 
package were examined as sample applications. While bibliometric studies 
usually include the Scopus or Web of Science (WOS) databases, this study 
includes data obtained from both databases. The Preferred Reporting 
Items for Systematic Reviews and Meta-Analyses (PRISMA) steps were 
followed in the study. Accordingly, it provides an overview of bibliometric 
analysis, focussing in particular on its different techniques and providing 
step-by-step instructions on the procedures to be performed to perform 
bibliometric analysis with confidence. In the study, bibliometric analyses 
of 957 bibliometric studies obtained from the WOS and Scopus databases 
were also conducted. Because of the analysis, descriptive statistics such as 
year, author, journal, frequently used words, citations, etc. were presented.
Keywords: Bibliometric Analysis, Biblioshiny, Bibliometrix, R Studio, 
Science mapping
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Introduction

The development of electronic publishing with the widespread availability and accessibility 
of digital tools, has led to a significant increase in the number of academic publications. The 
increase in the number of acemetic publications has made it increasingly difficult to analyse 
these studies. The increasing number and desire to reveal the development of specific fields 
and map various fields has led to the development of various computer-based programmes. 
The number of citations, keywords, titles, abstracts, etc. from various databases has facilitated 
the analysis of studies using computer programmes. Bibliometric analysis (Donthu et al., 
2021), which allows the examination of scientific development in various fields through 
publications, citations, keywords, authors, journals, countries, sources, etc. using mathematical 
and statistical methods, provides convenience for researchers in terms of evaluating a large 
number of studies. Bibliometric studies enable us the identification of trends in this field by 
quantitatively measuring and evaluating some aspects of research in a particular field (Ahmi, 
2022). With bibliometric analysis, it is possible to follow the studies, researchers, institutions, 
and scientific flow related to the scientific subject (Martí-Parreño et al., 2016).

Bibliometric analysis, which applies quantitative techniques to bibliometric data, has 
gained popularity in recent years because it provides a systematic, transparent, and consistent 
review (Kasaraneni & Rosaline, 2022). Thanks to scientific databases, it is possible to access 
large amounts of data in line with the desired bibliometric data. For example, many databases 
such as Web of Science (WOS), Scopus, PubMed, and ProQuest offer data in various formats. 
In parallel with the data provided by databases, various computer software has started to 
be developed for bibliometric analysis. RStudio Biblioshiny (Aria & Cuccurullo, 2017), 
VOSviewer (van Eck & Waltman, 2010), CitNetExplorer (van Eck & Waltman, 2014), 
CiteSpace (Chen, 2006), and SciMAT (Cobo et al., 2012) are examples of these programmes 
that perform bibliometric or social network analysis.

The reasons why researchers benefit from bibliometric analysis are as follows: (1) gaining 
an overview at a glance, (2) identifying gaps in the field, (3) generating new ideas for research, 
and (4) positioning contributions to the field (Donthu et al., 2021). In bibliometric studies, 
the data used within the scope of the study should be large in order to analyse the data and 
reveal trends (Rashid, 2023). If the total number of academic studies used for analysis is small, 
satisfactory results may not be obtained. It is possible to manually analyse some data, and 
databases usually offer various statistical data.

The study provided a comprehensive guide on how bibliometric analysis, which offers 
important opportunities for researchers, is performed using the R programming language. 
This study provides important information on what bibliometric analysis is, what bibliometric 
concepts mean, and how to perform the analysis step by step. The study also provides 
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explanations on how to conduct the analysis process by combining WOS and Scopus data, 
which are the most widely used databases in the field, as opposed to the analysis usually 
carried out from a single database. 

This study also analysed bibliometric studies published in the WOS and Scopus databases. 
In this context, findings such as frequently used words, journals where bibliometric studies 
are commonly published, authors, countries, etc. are presented.

Research Questions;

1. How to conduct a bibliometric analysis?

2. What is the distribution of bibliometric studies by years?

3. What is the distribution of bibliometric studies by source?

4. What is the distribution of bibliometric studies by authors?

5. What is the distribution of bibliometric studies by country?

6. What are the frequently used keywords in title-abstract-keywords in bibliometric studies 
and how is the distribution of these words?

7. What is the distribution of frequently used keywords?

Literature Review

In this section, the researcher will briefly discuss the advantages of bibliometric analysis 
using the R bibliometrix package, the significance of bibliometric analysis, and various 
concepts used in bibliometric analysis.

Bibliometric Analysis

It is noteworthy that the emergence of scientific databases such as Scopus and Web of 
Science has made acquiring large volumes of bibliometric data relatively easy, and bibliometric 
software such as Gephi, Leximancer, and VOSviewer enable the analysis of such data in a 
very pragmatic way, thereby raising scholarly interest in bibliometric analysis in recent times.

Bibliometric research is a quantitative method used for the analysis, evaluation, and 
monitoring of published research articles (Župič & Čater, 2014). It involves the application 
of statistical and mathematical techniques to bibliographic data to identify patterns, trends, and 
relationships within a specific field of study (Liu, 2023). By utilising bibliometric methods, 
researchers can gain insights into the intellectual structure of a research field, track research 
trends, and evaluate the impact of publications (Ramos-Rodríguez & Ruíz-Navarro, 2004).

Bibliometric research plays a crucial role in academia by providing a systematic and 
transparent way to analyse scientific literature (Khoshroo & Talari, 2022). It allows for 
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assessing research performance at various levels, such as journals, researchers, countries, 
and institutions (Singh & Arora, 2022). Through bibliometric analysis, researchers can 
identify research hotspots, visualise trends, and inform future research directions (Luo, 2023). 
Additionally, bibliometrics help in recognising the intellectual structure of a field of knowledge 
and assessing the scientific influence of research outputs (Ruiz–Real et al., 2018).

Moreover, bibliometric studies contribute to the advancement of knowledge by offering 
comprehensive overviews of research fields and highlighting key contributors and communities 
within those fields (Mahato et al., 2022). They aid in understanding the evolution of scientific 
areas over time and provide valuable insights for researchers to navigate through the vast 
landscape of scholarly publications. Bibliometric analysis also assists in identifying research 
gaps, shaping research agendas, and promoting evidence-based decision-making in various 
disciplines.

In conclusion, bibliometric research serves as a valuable tool for researchers to analyse, 
evaluate, and navigate the vast landscape of scholarly publications. It enables the systematic 
assessment of research performance, identification of trends, and shaping of future research 
agendas across diverse fields of study. By leveraging bibliometric methods, researchers can 
gain valuable insights that contribute to the advancement of knowledge and facilitate evidence-
based decision-making in academia.

Bibliometric Analysis Using R

Bibliometric analysis provides an overview and in-depth analysis of research conducted in a 
particular subject area. In this study, we present a guide on how to perform bibliometric analysis 
using the R bibliometrix package in RStudio with the biblioshiny plugin. Biblioshiny produces 
research output to determine the analysis of annual scientific production, the most prolific authors, 
the most frequently used words, the most popular journals, cross-country collaborations, etc. related 
to the selected research topic (Rashid, 2023). Among the reasons for choosing the R programming 
language in the study; features such as making data analysis easier and faster, visualisations and data 
are clearer, there are many features that can be used for analysis, and Biblioshiny’s web interface 
is constantly updated. In addition, the R programming language is an open source, free software. 
One of the important reasons for choosing the R programming language is that it allows analysis 
by combining data from multiple databases, as shown in this study.

Method

In this section, processes such as obtaining data from databases, transforming them, 
filtering them, making them ready for analysis, analysing them, and obtaining and interpreting 
the findings are included.
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In addition, the processes of making bibliometric studies ready for analysis are mentioned 
in the study.

Research Design

In this study, a bibliometric mapping technique was used based on various criteria such 
as author, publication, keywords, country, and number of citations. Bibliometric mapping 
is a visual representation of the links among disciplines, fields, specific publications, and 
authors (Donthu et al., 2021). Bibliometric studies enable the detection of trends in the field 
by measuring and evaluating some aspects of research in a particular field (Ahmi, 2022). It 
is possible to follow the studies, researchers, institutions, and scientific flow related to the 
determined scientific subject using bibliometric analysis (Martí-Parreño et al., 2016).

Data Collection

In bibliometric analyses, it is necessary to determine which databases will be searched with 
which keywords and the inclusion and exclusion criteria of the studies accessed. The scope in 
which the keywords selected in the searches will be searched is also an important stage that 
affects the results of the study. Figure 1 shows a sample search conducted within the scope of 
this study. The search was conducted on 30.03.2024. Information about the database search 
query is shown in Figure 1.

• Web of Science (https://www.webofscience.com/wos/woscc/advanced-search) 

• Scopus (https://www.scopus.com/search/form.uri?display=advanced)

Figure 1. Keyword search process based on databases.

Figure 1 Keywords and criteria according to which these keywords were scanned. As in 
many bibliometric analyses, both databases were searched within the scope of title-summary-
keywords. The data obtained from the study should be limited according to various criteria (e.g. 
language, study type, year, etc.) and downloaded in the appropriate format. While Scopus data 
were downloaded in BibTeX format, WOS data were manually merged into two parts in.txt 
format, as more than 500 data points were not allowed to be downloaded at the same time. The 
inclusion criteria were that the studies were in English and the document type was an article.

https://www.webofscience.com/wos/woscc/advanced-search
https://www.scopus.com/search/form.uri?display=advanced
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 Data Transformation

In this section, the processes of converting the data obtained from the databases into Excel 
format using the biblioshiny plug-in of the R programming language, merging the data, and 
removing the same studies from the data pool are discussed. Through the R Studio programme;

Library(bibliometrix) ---> biblioshiny() codes are run to open the biblioshiny plugin. 

The RStudio interface is shown in Figure 2.

 Figure 
2. RStudio interface.

When the numbered sections in Figure 2 are examined in order;

1. Code writing screen

2. Command execution screen

3. Data loading and preview screen

4. Console screen

5. Can be expressed as file, output, or package preview screen

For the analysis, first, the files downloaded from the databases should be uploaded to the 
programme using the R bibliometrix package and then outputted as Excel files.

After the above steps are taken, the “wos.xlsx” and “scopus.xlsx” files obtained as excel 
files can be edited according to the needs of the researcher. The following steps are followed 
in the process of merging the data.
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1.  Select the folder containing the database files by following the Session->Set Working 
Directory->Choose Directory steps through the RStudio programme.

2.  Adding libraries

 a. library(bibliometrix), 

 b. library(openxlsx)

 c. library(xlsx)

 d. library(fBasics)

3. Writing code

 a.  Web_data<-convert2df(“wos.txt”)

    Scopus_data<-convert2df(“scopus.bib”,dbsource=”scopus”,format=”bibtex”)

   combined<-mergeDbSources(web_data,scopus_data,remove.duplicated=T)

   write.xlsx(combined,”combinedabs.xlsx”)

When the above steps are followed, it will be seen that the programme will combine two 
separate excel files and remove the duplicate data and output as a single excel file. The data 
collection process of the bibliometric studies analysed within the scope of the study is shown 
in Figure 3. 

Figure 3. Study data selection and filtering.
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Results

In this section, the sample findings are presented in parallel with the data obtained within 
the scope of the study. The main findings of the study are shown in Table 1. Table 1 shows 
the statistical information of the publications included in the study. Table 1 presents many 
findings such as the year range in which the studies were published, the number of sources 
in which the studies were published, the number of articles, the annual rate of increase in the 
number of studies, authors, and keywords.

When the findings are analysed, it can be seen that the studies conducted using the R 
bibliometrix package were first published in 2017. This is also the date of the first release of the R 
bibliometrix package. The 957 articles analysed within the scope of this research were published 
in 552 different sources. When the annual increase rate of bibliometric studies is analysed, an 
increase of 80.74% is observed. A total of 2757 different authors conducted the studies, and 41 
persons published as a single author. While 17.66% of the studies had international co-authors, 
each study by approximately five authors. It was observed that 2337 keywords were included in 
the analysis. Although the articles are relatively recent, the average number of citations is 15.34.

The number of articles published by years is shown in Figure 4.

Figure 4. Number of articles published by the year.

Figure 4 shows that the number of studies is gradually increasing. The number of studies 
has increased, especially in recent years, with the highest number of studies published in 2023 
(445). Although 2024 (126) is only the beginning of the year, the number of published studies 
is higher than that in 2021 (113). Since the R bibliometrix package was released in 2017, there 
have been no studies from previous years.

The sources in which the bibliometric articles were most frequently published in the study 
are shown in Figure 5.
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Figure 5. Sources where bibliometric articles are frequently published.

Figure 5 shows that most bibliometric studies were published in the journal “Sustainability” 
(27).  In “Frontiers in Immunology” (23), “Frontiers in Ontology” (23), “Frontiers in 
Pharmacology” (20), and “Heliyon” (20) are similarly the sources where most bibliometric 
studies are published.  

The authors with the most bibliometric articles are shown in Figure 6.

Figure 6. Authors with the most bibliometric articles.

Figure 6 shows the top 10 authors with the most bibliometric publications. When the 
number of publications is analysed, Wang, Y. (35), Wang, S. (26), Li, Y. (22), Liu, Y. (22), and 
Zhang, X. (20) are the authors with the highest number of publications.

The countries’ total bibliometric article production is shown in Figure 7. 
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Figure 7. Countries’ total numbers of bibliometric publications.

Figure 7 shows the total number of bibliometric publications in each country. Although 
only article-type publications were analysed in the study findings, publications other than 
articles were also included in the total number of publications. According to the findings, China 
(1003) is the country with the highest number of publications, and the number of publications 
is considerably higher than that of other countries. When we see other countries in India 171, 
Italy 104, Brazil 92, and Spain 72 articles published. In Türkiye, 26 articles were published. 

The three-field plot of the words frequently used in the title-abstract-keywords is shown 
in Figure 8.

Figure 8. Three-field plot (AB_TM*: Title, TI_TM*: Abstract, DE*: Keywords).

Figure 8 shows that the most frequently used words in the title are research (12600), 
analysis (6830), study (5004), bibliometric (5000), and publications (4820). In the abstract, 
bibliometrics (17700), analysis (15400), research (10000), trends (5830), and global (3470) 
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are the most frequently used words. Similarly, words such as bibliometric analysis (1260), 
bibliometrics (684), however (568), bibliometrix (545), and citespace (421) were frequently 
used as keywords.

The frequently used keywords in the study are shown in Figure 9.

Figure 9. Frequently used keywords in the study.

Figure 9 shows the numbers and percentages of the 50 most frequently used words in 
the studies analysed within the scope of the study. The most frequently used words are 
bibliometrics (108), science (104), management (59), human (57), and impact (56).

Discussion and Conclusion

In this study, there are explanations about what bibliometric analysis is, how it is 
analysed findings are obtained. Within the scope of the study, we aimed to introduce the R 
bibliometrix package and biblioshiny interface in the R programming language, and a step-by-
step bibliometric analysis was applied. Within the scope of the study, the stages of keyword 
selection, database selection, downloading, filtering, transforming, and preparing the data for 
analysis are shown with sample applications. The reporting process was also presented to the 
researchers during the data acquisition stages.

One of the most important points in data analysis in bibliometric studies is keyword 
selection (Yadav et al., 2023). The choice of keywords in bibliometric analysis plays a crucial 
role in the quality and usefulness of the analysis. Properly selected keywords make the literature 
review more effective, accurately reflect research trends, and help identify gaps in the field. 
Therefore, researchers must carefully select keywords and ensure that the words they choose 
accurately reflect the scope and focus of the research. Keyword selection not only improves 
the accuracy of bibliometric analyses but also facilitates the scientific community’s access to 
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and understanding of relevant literature, thus contributing to the advancement of knowledge. 
Otherwise, it may be difficult to interpret the findings of bibliometric studies, which by their 
nature present more superficial findings and do not have the opportunity for in-depth analysis.

The second important stage of bibliometric studies is database selection. Because various 
digital tools facilitate bibliometric analysis, it is often the case that the database is chosen 
for the tool rather than the tool for the database. However, the scope of the study should be 
determined in line with the focus of the research and the needs of the literature. While the 
tools developed for bibliometric analysis mostly work with a single database, in this study, 
the findings obtained from multiple databases were analysed together. In this process, the data 
downloaded from WOS and Scopus databases are used in the RStudio programme and both 
file type conversion and data merging are provided with the help of the codes mentioned in 
the method section. One of the important operations performed in this study is the removal of 
duplicate data during data merging. The Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA) process should be considered in the bibliometric analysis process. 
Accordingly, the keywords, publication type, year, etc. used in the screening process should 
be expressed step by step. After keyword selection, downloading, transforming, merging, and 
removing duplicate data, the analysis process can begin.

When the findings are examined, it is seen that since the R bibliometrix package was first 
published in 2017, the first study was published in 2017. The 957 articles analysed within the 
scope of this research were published in 552 different sources. Compared with the number of 
articles, there is variety in the number of sources.

When the annual increase rate of bibliometric studies is analysed, it is observed that there 
is a great rate of 80.74%. As a matter of fact, the fact that there are nearly 1000 articles in 
approximately 3-4 years is one of the most important indicators of this. One of the reasons why 
these studies are published so intensively is that they do not require processes such as long-term 
application and analysis. The fact that it does not have a high economic cost is also one of the 
main reasons why bibliometric studies are widespread. In addition to the fact that they can be 
written and published in a short time, the high number of citations can also be cited as a reason 
for the widespread use of such studies. The fact that 2757 authors conducted bibliometric 
studies supports this argument. At the same time, when we look at the average number of 
citations, it is seen that 15 citations are given for each article despite such a short time. This 
rate demonstrates why researchers attach so much importance to bibliometric studies.

When the journals in which bibliometric studies are most frequently published are 
examined, it can be seen that there are mostly journals in the field of health. There may be 
several reasons for this. The fact that the field of health has a dynamic structure with the use 
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of new methods, techniques, treatments, and medicines, especially with technology, can be 
shown as a reason for this. The opportunity to work interdisciplinaryly and the high volume 
of publications with funding support may have prepared a suitable ground for bibliometric 
studies where a large amount of data is important. The COVID-19 pandemic may have also 
led to more bibliometric studies in the field of health (Korkmaz & Altuntaş, 2022). 

When the number of publications is analysed, Wang, Y. (35), Wang, S. (26), Li, Y. (22), 
Liu, Y. (22), and Zhang, X. (20) are the authors with the highest number of publications. the 
number of publications for each author is quite high. Therefore, it can be said that the indicators 
that increase the number of bibliometric publications are valid for the authors. 

When the number of publications by country is analysed, it is seen that China and the 
USA publish considerably more than other countries. The high number of publishers in the 
country can also be a reason for this. The one with the most publications is considered the most 
productive (Erdoğan, 2021). The United States and China are the most productive countries 
with the highest number of publications on nursing and COVID-19 (Korkmaz & Altuntaş, 
2022). There is a relationship between the number of scientific publications published by 
countries, the duration of the Covid-19 pandemic, and the level of impact of these countries 
from the pandemic (Hao et al., 2020; Oh & Kim, 2020; Tao et al., 2020). In Turkey, 26 
publications were made, and in this context, it is one of the 20 countries with the highest 
number of bibliometric studies.

One of the important findings of bibliometric studies is the three-field plot graph (Figure 7). 
this graph shows us the relationships between various topics. Since the frequency of use with 
other titles is also important in this graph, frequently used keywords can be seen differently 
in Figure 7 and 8 within the scope of the study. This finding shows that bibliometric analysis 
and similar words are frequently used in accordance with the keywords of the study.

When frequently used keywords are analysed, parallel results are obtained with the three-
field plot graph. However, it is noticeable that more words are used in the field of health. The 
high number of bibliometric studies in the field of health confirms that the frequently used 
words are from the field of health.

In summary, this study provides comprehensive information on bibliometric data analysis. 
In this study, the bibliometric analysis process shows step-by-step all the processes such as 
data collection, filtering, organising, analysing and interpreting. This study can be a guide for 
researchers who want to conduct bibliometric analysis.

In bibliometric studies, where a large number of academic studies can be analysed at the 
same time, the emphasis on quantity and the presence of various errors can affect any analysis 
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using such data (Rashid, 2023). To reduce errors, scholars should carefully select keywords 
and clean their bibliometric data, which involves removing duplicate and erroneous entries. 
Because only a limited number of databases were selected, there are limitations. In particular, 
the qualitative claims of bibliometrics can be highly subjective, given that bibliometric analysis 
is quantitative in nature and the relationship between quantitative and qualitative results is 
uncertain (Wallin, 2005). In this context, academics should be more careful when making 
qualitative claims about bibliometric observations and support them with content analysis 
when appropriate (Gaur & Kumar, 2018). Therefore, academics should avoid making overly 
ambitious claims about the research area and its long-term impact (Donthu et al., 2021). Despite 
these limitations, Bibliometric analysis helps academics gain a comprehensive perspective, 
identify knowledge gaps in the field, obtain research ideas, and find ways to make expected 
contributions to the field (Ellegaard & Wallin, 2015; Rashid, 2023).

Bibliometric studies using the separate R bibliometrix package were also analysed in the 
study. For beginners, utilising R packages is easier (Rashid, 2023).  In this context, one of the 
results obtained within the scope of the study is that there is a great increase in the number 
of bibliometric studies, that they can be written and published in a short time, and that they 
can be highly cited.

Limitations 

The research methodology used in this study has some limitations that should be considered 
when evaluating the results;

1. This study is limited to studies included in the WOS and Scopus databases. 

2. Instead of publishing a large number of scientific articles, some authors contribute in 
different ways, for example, by taking active roles in important projects or initiatives, or by 
making a significant impact in their research field. Such contributions are often overlooked 
in bibliometric analyses. 

3. This study focussed only on articles published in scientific journals; future studies may 
consider other sources such as books or proceedings. 

4. This study focussed only on articles published in English; therefore, other languages 
can be considered in future studies.

5. In this study, only the R bibliometrix package was introduced with the RStudio 
programme and bibliometric studies published under the bibliometrix keyword were analysed. 
Different programmes and studies can be analysed in different studies.
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