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 Evapotranspiration is a crucial process in the Earth's water and climate cycle, responsible for 
transforming water from liquid to water vapor. This transformation plays a vital role in the 
global water cycle and has a significant impact on the climate, weather patterns, and 
precipitation in various regions. In this study, actual evapotranspiration in the Mughan plain of 
Ardabil province has been estimated using spectral data from the OLI and TIRS sensors of the 
Landsat 8 satellite. The SEBAL (Surface Energy Balance Algorithm for Land) and SEBS (Surface 
Energy Balance System) methods have been employed to calculate these phenomena. SEBAL is 
an energy balance algorithm designed for land surfaces, utilizing satellite data to estimate actual 
evapotranspiration accurately. Similarly, SEBS is a surface energy balance system that provides 
a more precise estimation of evapotranspiration and transpiration rates. Data from the OLI and 
TIRS sensors of Landsat 8 were collected from the study area for this research. By applying the 
SEBAL and SEBS methods to these data, actual evapotranspiration values in the Mughan plain 
were obtained. The results indicated that SEBAL showed a broader range of actual 
evapotranspiration values (0.74 to 5.8 mm) compared to SEBS (1.25 to 8.85 mm), highlighting 
its ability to distinguish different regions with varying evapotranspiration rates. However, 
SEBAL's implementation is more computationally demanding than SEBS, making the calculation 
process time-consuming. Overall, both algorithms demonstrated relatively high capabilities in 
calculating instantaneous evapotranspiration using spectral data. The findings of this study can 
be valuable for water resources and agricultural management in the research area, as well as for 
water resource planning and environmental studies.    
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1. Introduction  
 

In recent years, with the development of remote 
sensing technologies, many mapping techniques and 
analyzes have been developed [1]. Remote sensing has 
long been an important and effective tool for monitoring 
land cover, with its ability to quickly provide broad, 
precise, unbiased and easily accessible information 
regarding the spatial variability of the land surface. 

Problems such as global warming and climate change 
have increased their negative impact in the world in 
recent years [2]. On the one hand, the use of water 
resources has been limited, and on the other hand, water 
consumption in the agricultural sector has increased. 
while water consumption in the agricultural sector has 
increased. On the other hand, changes in land use and 
land cover are also influential factors [3]. Therefore, 

efficient use of available water resources, especially in 
agricultural uses, which constitute a significant portion 
of a country's water consumption, is essential. The 
agricultural sector consumes the largest volume of 
freshwater in the world, making an efficient method for 
managing freshwater resources crucial in each country. 
In this regard, the first step is to calculate the water 
requirements of plants. Evapotranspiration is a good 
indicator for assessing irrigation efficiency and overall 
water consumption of plants. Land surface 
evapotranspiration (ET) is of prime interest for 
environmental applications, such as optimizing 
irrigation water use, irrigation system performance, crop 
water deficit, drought mitigation strategies, and accurate 
initialization of climate prediction models especially in 
arid and semiarid catchments where water shortage is a 
critical problem [4].  

https://dergipark.org.tr/en/pub/ijeg
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mailto:valizadeh@tabrizu.ac.ir
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Evaporation is a process through which water from 
the Earth's surface and water bodies returns to the 
atmosphere. This process involves the transfer of energy, 
where water molecules acquire 600 calories of heat, 
reach the state of vaporization, and are consequently 
released into the air. The amount of evaporation is 
influenced by various factors, including solar radiation, 
air dryness, water temperature, water concentration and 
color, wind speed, surface type, absolute humidity of the 
air, and atmospheric pressure.  

Evapotranspiration potential, or simply potential 
evapotranspiration, refers to the amount of evaporation 
and transpiration that would occur under conditions 
where sufficient moisture is available throughout the 
entire period, or in other words, the water level that 
would be evaporated if moisture resources were present. 
On the other hand, actual evapotranspiration is the 
amount that occurs under the natural conditions of a 
specific region, and its value increases with more 
available water. However, the actual evapotranspiration 
will never exceed the potential evapotranspiration.  

Asadi and Valizadeh Kamran [5] conducted a study 
comparing the algorithms SEBAL, METRIC, and ALARM 
for estimating actual evapotranspiration of wheat crops 
in the Parsabad-Moghan region in northwest Iran, which 
is one of the main agricultural areas in the country. The 
research utilized the Surface Energy Balance Algorithm 
for Land (SEBAL), Mapping Evapotranspiration at High 
Resolution with Internal Calibration (METRIC), and 
Analytical Land-Atmosphere Radiative Transfer Model 
(ALARM) as the research tools. Twelve satellite images 
from Landsat 7 and 8 were used, covering the crop 
development period from 2016 to 2019, and the results 
were compared with lysimeter data. 

Yang et al. [6] conducted a study to estimate 
evapotranspiration (ET) by combining Bayesian Model 
Averaging (BMA) with machine learning algorithms. The 
objective of this study was to reduce errors and 
uncertainties among multiple ET models to improve 
daily ET estimation. The results indicated that the BMA 
method outperformed the eight individual models. Four 
significant models obtained through the BMA method 
were ranked based on Random Forest, SVM, SEBS, and 
SEBAL. The combination of BMA with machine learning 
can significantly improve the accuracy of daily ET 
estimation, reduce uncertainties among models, and 
leverage the distinct advantages of empirical and 
physical-based models to obtain more reliable ET 
estimates. 

Wei et al. [7] conducted a study on rice growth stage 
identification and evapotranspiration (ET) estimation in 
paddy fields using an improved SEBAL model with the 
consideration of the practical application of the surface 
resistance equation. Comparison between the estimation 
results and covariance data showed that SEBALR can 
provide more accurate ET estimates compared to the 
original surface energy balance algorithm for land, with 
a root mean square error (RMSE) of 1.02 mm·d-1, mean 
relative error (MRE) of 22.97%, and Pearson correlation 
(R2) of 0.790.  

Ma et al. [8] conducted a study on estimating regional 
actual evapotranspiration (ET) using an improved 
SEBAL model. In this study, a Surface Energy Balance 
model based on SEBAL and improved sensible heat flux 
computations (Y-SEBAL) was proposed and used for 
simulating actual ET at a large scale.The results showed 
that the Y-SEBAL model's simulation performance was 
highly consistent with covariance measurement data, 
with an R value of 0.82, agreement index of 0.90, and root 
mean square error of 0.81 mm/d. The performance 
validation indices were better than those of the SEBAL, 
MOD16, and SSEBop models. The Y-SEBAL model 
demonstrated the highest sensitivity to wind speed, 
reaching 0.714. 

Therefore, our goal of this research is to estimate 
plant water needs and optimal management of water 
resources. For this purpose, SEBAL and SEBS spectra 
were compared to estimate actual evaporation and 
transpiration in the study area and the efficiency of these 
two algorithms was compared. In this regard, we 
continued to introduce these two algorithms, using each 
of these two algorithms, we calculated the rate of 
evaporation and transpiration and compared their 
results. 

 
2. Material, methods and case studies 

 
In this study, in order to estimate real evaporation 

and transpiration based on SEBAL and SEBS methods, we 
will use satellite images and meteorological data. The 
satellite image used is the spectral data of OLI and TIRS 
sensors of Landsat 8 satellite. Meteorological data was 
also prepared from Iran Meteorological Organization. 

 
2.1.  Case studies 

         
The study area is located in the northwest of Iran, 

specifically in Ardabil province, between the cities of 
Parsabad and Bilasuvar (Moghan Plain), (Figure 1). The 
area has an average elevation of 100 meters above sea 
level. The dominant crop in the study area at the time of 
image acquisition and actual evapotranspiration 
estimation is wheat. 

 
2.2. Material and dataset 

 
The main data required for implementing the SEBAL 

(Surface Energy Balance Algorithm for Land) model are 
satellite images and weather data. Analysis of the climate 
data series collected can provide insights about the 
changes in climatic conditions in the region [9]. 

 
2.2.1. Satellite data 

 
The used images must be cloud-free. In this research, 

the OLI sensor images from Landsat 8 satellite were 
utilized. The Digital Image used corresponds to the date 
of 04/04/2021, and the local time is approximately 
11:00 AM. To calculate evapotranspiration, bands 1 to 7, 
and also band 10 (thermal band) were utilized. 
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Figure 1. Study area. 

 
2.2.2. Climate data 

 
The climate data used in the model and for calculating 

the reference evapotranspiration (ETr) are presented in 
Table 1. In this research, data from two synoptic stations, 
Parsabad and Pileh Savar, were utilized, and the final 
values were obtained by averaging the corresponding 
measurements from these two stations. ETr represents 
the evapotranspiration of well-irrigated crops, which is 
used to calculate the sensible heat in the cold pixel area 
and ETrF. ETrF is similar to the crop coefficient (Kc), 
representing the ratio of instantaneous ET (ETinst) 
calculated for each pixel to the ETr calculated from 
climate data for the image time. ETrF is used for 
extrapolating ET from the image time to the 24-hour 
period (ET24) or longer. Its value ranges between zero 
and one ET24: Generally, daily ET values are more 
commonly used than instantaneous ET values. SEBAL 
calculates ET24 assuming that ETrF is constant over the 
24-hour period (i.e., relatively constant throughout 24 
hours). ET24 can be calculated (Equation 1) as follows 
[10]: 

 
Table 1. Climate data used in the research. 

Data used (unit) value 
Satellite overpass temperature (°C) 19 

minimum daily temperature(°C) 6.5 
Maximum daily temperature(°C) 21.5 

Sunshine duration 10.7 
Relative humidity (%) 37.5 

Wind speed(M/S) 4 
Station height(M) 100 

 
ET24=ETrF×ETr-24 (1) 

ET24: ET24 is the total accumulated 
evapotranspiration over a 24-hour period for the 
satellite passing day. It is calculated by summing up the 
hourly ETr values during the satellite passing day. 

 
2.3. Methods 

 
2.3.1. The SEBAL method 

     
 According to the definition, the total evaporation and 

transpiration from all surfaces of vegetation are referred 
to as evapotranspiration (ET). Regardless of the partial 
amount of water used in metabolic activities of plants, 
evapotranspiration can be considered as equivalent to 
the water consumed by the plant. Evapotranspiration is 
a process resulting from the turbulent transfer of energy. 
The complete energy balance equation can be expressed 
as Equation (2), where (Rn) represents the net incoming 
radiation to the surface, (G) is the soil heat flux, (H) is the 
sensible heat flux, and ETλ denotes the latent heat flux. In 
this equation, the term (Rn) corresponds to the net 
radiation received by the surface, while (G) and (H) 
represent the soil heat flux and sensible heat flux, 
respectively. Most plants use less than one percent of the 
received solar radiation during the day for 
photosynthesis. The heat storage in plants during the day 
is negligible, and thus, both photosynthesis and heat 
storage in plants can be disregarded in the energy 
balance equation.  Satellite data provide continuous and 
temporally diverse information about spectral 
reflectance and surface radiation. To calculate surface 
heat fluxes (sensible and latent heat), a multi-stage 
energy balance algorithm based on physical principles 
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(SEBAL) has been designed. SEBAL uses surface 
temperature, surface reflectance, and the normalized 
difference vegetation index (NDVI) as inputs to estimate 
surface heat fluxes for various land surface covers. By 
relying on satellite data and a limited amount of 
meteorological data, the SEBAL model is capable of 
estimating evapotranspiration. This model calculates the 
net incoming radiation (Rn), soil heat flux (G), and 
sensible heat flux (H) (Equation 2), and then subtracts 
the soil heat flux and sensible heat from the net incoming 
radiation to obtain the remaining energy, which is 
equivalent to the energy used for evaporation and 
transpiration (ET), representing the energy spent on 
converting water from liquid to vapor (Equation 2 and 3). 

 
𝑅𝑛 = 𝐺 + 𝐻 + ET𝜆 + Heat storage in plants

+ Photosynthesis      
(2) 

 
ETλ: Latent heat flux (W/m²) 
Rn: Net radiation (W/m²) 
G: Soil heat flux (W/m²) 
H: Sensible heat flux (W/m²) 
 

Rn = (1 - α) Rs↓ + RL↑ - RL↓ - (1 - ε˚) RL↓ (3) 
 
α: Surface albedo 
RL↓: Incoming longwave radiation (W/m²) 
Rs↓: Incoming shortwave radiation (W/m²) 
↑ RL: Outgoing longwave radiation (W/m²) 
ε˚: Broadband surface emissivity 
 

2.3.1.1. Calculation of net radiation 
 
Net radiation (Rn) at the surface is obtained by 

considering all incoming and outgoing radiation fluxes 
[10]. The value of net radiation should fall within the 
range of 100 to 700 W/m². 

To generate the net radiation raster layer, the input 
parameters of surface albedo, outgoing longwave 
radiation, and incoming shortwave and longwave 
radiation were calculated as 0.895, 314.714, 6584.314, 
and 714.314 respectively. Raster layers of vegetation 
index, emissivity, and surface temperature were used as 
inputs to calculate the outgoing longwave radiation at the 
longwave band. Finally, the net incoming radiation (Rn) 
was computed. 

 
2.3.1.2. Calculation of surface albedo (α): 

    
Surface albedo is defined as the ratio of 

electromagnetic energy reflected from the soil and 
vegetation surface to the incoming energy at that surface. 

To calculate surface albedo, satellite images were first 
loaded using the metadata file in ENVI 5.6 software. The 
Radiometric Calibration command was then used to 
calculate radiance and spectral reflectance for each band. 
Subsequently, αtoa (atmospherically-corrected albedo) 
was computed using the Equation 4 and 5: 

 
𝛼𝑡𝑜𝑎 = ∑(𝜔𝜆 × 𝜌𝜆) (4) 

  

𝜔𝜆 =
𝐸𝑆𝑈𝑁𝜆

Σ𝐸𝑆𝑈𝑁𝜆
 (5) 

αtoa: Atmospherically-corrected albedo 
ρi: Spectral reflectance for each band 
ωi: Weighting coefficient for each band 
λi: Wavelength of the band 
λmin and λmax: Minimum and maximum 

wavelengths, respectively 
 

The weighting coefficients (ω) for each band of 
Landsat 8 are shown in Table 2. 

 

Table 2. Weighting coefficients (ω) for each band of 
Landsat 8. 

7 6 5 4 3 2 1 Band 
number 

0.008 0.09 0.11 0.17 0.2 0.2 0.19 Weighting 
coefficients 

 

Surface albedo is the ratio of the reflected solar 
radiation from the soil and vegetation surface to the 
incoming solar radiation [11]. Albedo is influenced by the 
surface characteristics such as vegetation, soil, and other 
cover types. The calculation of albedo is performed by 
correcting Equation (4) for atmospheric transparency 
effects (Equation 6). 

 

𝛼 =
𝛼𝑡𝑜𝑎 − 𝛼𝑝𝑎𝑡ℎ − 𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑒

𝜏𝑠𝑤2
 (6) 

 

Γsw: Atmospheric transparency. 
path_radianceα: Path radiance-induced albedo, with a 

value between 0.25 and 0.40. In the SEBAL model, a value 
of 0.30 is recommended [12], and in this study, a value of 
0.30 was selected (Equation 7). 

 

Γsw = 0.75 + 2 × 10^-5 × Z (7) 
 

Z: Elevation above sea level in meters. This elevation 
should represent the elevation of the study area, and it is 
often recommended to use the elevation of the nearest 
weather station. In this study, an elevation of 100 meters 
was considered. 

 
2.3.1.3. Calculation of incoming short wave radiation 
(Rs↓) 

       
The shortwave incoming radiation (Rs↓) is the actual 

solar radiation that reaches the Earth's surface under 
clear atmospheric conditions. It can be calculated using 
Equation (8): 

 
Rs↓ = Gsc × Cosθ × dr × Γsw (8) 

 
Gsc: Solar constant (1367 W/m²) 
Cosθ: Cosine of the solar zenith angle 
dr: Inverse square of the relative distance between 

the Earth and the Sun 
Γsw: Solar radiation atmospheric transmission factor 
 
The calculated values for dr and θ for the studied 

region are 0.96 and 23.772°, respectively. 
 

2.3.1.4. Long wave output radiation (↑) RL 
 

The outgoing longwave radiation (RL↑) is a type of 
thermal radiation with a wavelength longer than 8 
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micrometers that is emitted from the Earth's surface into 
the atmosphere. Its magnitude varies based on the 
spatial and temporal location and ranges between 200 to 
700 watts per square meter. 

 
Equation (9) can be used to calculate RL↑: 
 

RL↑ = ε˚ × σ × Ts^4 (9) 
 
ε˚: Surface emissivity, which is the ratio of emitted 

thermal radiation to that of a perfect blackbody (0 ≤ ε˚ ≤ 
1) 

σ: Stefan-Boltzmann constant (5.67×10^-8 
W/m²/K^4) 

Ts: Surface temperature in Kelvin 
 
Please note that the value of RL↑ is influenced by the 

surface temperature and emissivity of the area at the 
time of imaging. 

 
2.3.1.5. Long wave input radiation (RL ↓) 

 
The input longwave radiation (RL↓) is the thermal 

radiation from the atmosphere towards the Earth's 
surface, measured in watts per square meter (W/m²). It 
can be calculated using equation (11) and its value varies 
depending on the spatial and temporal location of the 
imaging, typically ranging between 200 to 500 W/m². 

 
Equation (10) describes the calculation of RL↓: 
 

RL↓ = εa × σ × Ta^4 (10) 
 
where: 
εa: Atmospheric emissivity, which is the ratio of 

emitted thermal radiation from the atmosphere to that of 
a perfect blackbody (0 ≤ εa ≤ 1) 

σ: Stefan-Boltzmann constant (5.67×10^-8 
W/m²/K^4) 

Ta: Air temperature near the surface in Kelvin 
 
Please note that the value of RL↓ depends on the 

atmospheric emissivity and the air temperature near the 
Earth's surface at the time of imaging. 

 
 2.3.1.6. Vegetation indicators 

 
The SEBAL (Surface Energy Balance Algorithm for 

Land) model accepts vegetation indices as input data to 
calculate surface emissivity, surface temperature, and 
outgoing longwave radiation in the energy balance 
equation. Therefore, two important vegetation indices 
used in this model are presented below: 

 
 2.3.1.6.1. Normalized difference vegetation index 
(NDVI) 

 
NDVI is a vegetation index that is sensitive to 

vegetation cover but cannot eliminate the effects of 
background soil. Its values range between 1+ to 1- where 
positive values indicate healthy vegetation. NDVI is 
calculated using the following formula, by placing near-

infrared (NIR) and red bands in the Equation 11 and 
executing it (Figure 2): 

 
NDVI = (NIR - R) / (NIR + R) (11) 

 
2.3.1.6.2. Leaf area index (LAI): 
 

LAI is a vegetation index that represents the ratio of 
the area covered by the vegetation canopy to the ground 
area beneath it. It is commonly calculated using the 
relationship between LAI and NDVI (Equation 12): 

 
LAI = 4.04 * Ln(NDVI) + 7.04 (12) 

 
In this study, after performing radiometric and 

atmospheric corrections on the input imagery, the 
vegetation indices NDVI and LAI were generated (Figure 
3). 
 
2.3.1.7. Surface temperature 

 
In order to generate the surface temperature layer, 

thermal band number 10 of Landsat 8 was utilized. After 
performing radiometric and atmospheric corrections on 
band 10, radiance and brightness temperature were 
calculated using Equations 13 and 14, respectively. 

 
Radiance (ʎ) = 0.0370588* (DN) + 3.2 (13) 

  
Brightness Temperature (Tb) = (K2/(ln (K1 / ʎ + 1)) (14) 

 
K1: 774.89 
K2: 1321.08 
 

Subsequently, surface emissivity was calculated and 
corrected using Equation 15, and finally, surface 
temperature in Kelvin was computed using Equation 16. 
 

ℇ (Emissivity) =1.009+0.047*ln (NDVI) (15) 
  

Surface Temperature (Ts) =Tb/1+ (ʎ*Tb/ ɣ) * ln ℇ (16) 

 
Tb: Brightness temperature 
ʎ: Radiance 
ɣ: 14380 
ℇ: Corrected emissivity 
 

These calculations were performed to derive the 
surface temperature layer in Kelvin using the available 
thermal band data from Landsat 8 after radiometric and 
atmospheric corrections (Figure 4).  
 
2.3.1.8. Surface emissivity 

 
Surface emissivity is the ratio of the thermal radiation 

emitted by the Earth's surface to that emitted by a 
blackbody at a specific temperature. In the SEBAL model, 
two emissivity are defined: the narrowband emissivity 
(εNB) that represents the behavior of surface emission in 
the narrow thermal band (with a small bandwidth), and 
the broad emissivity (ε₀) that represents the behavior of 
surface emission in the broad thermal band (ranging 
from 6 to 14 micrometers). 
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Figure 2. Normalized difference vegetation index (NDVI). 

 

 
Figure 3. Leaf area index (LAI). 
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Figure 4. Land surface temperature. 

 

 
Figure 5. Net radiation (Rn).  



International Journal of Engineering and Geosciences, 2024, 9(2), 131-146 
 

138 
 

The values of these emissivities are calculated using 
empirical Equation 17 and 18. 

 
For LAI < 3: εNB = 0.97 + 0.0033 × LAI (17) 

  
For LAI ≥ 3: ε₀ = 0.95 + 0.01 × LAI (18) 

 
If LAI ≥ 3, the values of both emissivities are set to 

0.98. 
For water with α < 0.47 and NDVI < 0, and for snow 

with α > 0.47 and NDVI < 0, the values of both emissivities 
are set to 0.985 for ε₀ and 0.99 for εNB. 

After calculating the required parameters, the net 
surface radiation (Rn) is computed as the final output in 
the SEBAL model (Figure 5). 

 

2.3.1.9. Soil heat flux (G) 
 
Soil heat flux is the amount of heat stored in the soil 

and vegetation cover on the Earth's surface due to 
molecular conduction processes. In the SEBAL model, the 
ratio of G/Rn is calculated using an empirical equation 
(Equation 19) presented by Allen (2000). In Equation 19, 
the temperature is in degrees Celsius (Figure 6). 

 
G/Rn = (Ts / α) * (0.0032α + 0.007α^2) * (1 - 0.98 * 

NDVI^4) 
(19) 

 
For clear and deep water and for snow, the ratio is set 

to 0.5. The values of this ratio for other land cover types 
are provided in Table 3. 

 

 
Figure 6. Soil Heat Flux (G). 

 
Table 3. Values of G/Rn for some land cover types. 

Surface type G/Rn 
Deep, Clear water 0.5 

Snow 0.5 
Desert 0.2 – 0.4 

Agriculture 0.05 – 0.15 
Bare Soil 0.2 – 0.4 

Full Cover Alfalfa 0.04 
Rock 0.2 – 0.6 

 

2.3.1.10. Sensible heat flux (H) 
   
      Sensible heat flux represents the amount of heat loss 
from the surface to the air through processes of 
convection and molecular conduction due to 
temperature differences. Sensible heat flux is calculated 
using Equation (20) for heat transfer (Figure 7). 
 

H = (ρ × Cp × dT) / rah (20) 
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In Equation (20), ρ is the air density (kg/m³), Cp is the 
specific heat of air (1004 J/kg/K), dT is the temperature 
difference (T1-T2) between two heights (Z1 and Z2), and 
rah is the aerodynamic resistance for heat transfer (s/m). 
      Initially, using data from synoptic weather stations, 
the wind speed at a distance of 200 meters above the 
ground (U 200) is calculated. Then, the friction velocity 
(U*) is estimated for each separate pixel. Finally, the 
aerodynamic resistance parameter (rah) is calculated for 
each pixel. After determining the aerodynamic resistance 

and air density, the coldest and warmest pixels are 
selected, and based on those, Hcold and Hhot are calculated. 
Subsequently, dtcold and dthot are determined, leading to 
the final calculation of dttotal. 

After obtaining the initial H, the aerodynamic 
resistance is corrected, and the sensible heat flux is 
recalculated. This cycle continues until the average 
values of aerodynamic resistances converge. In this 
study, the convergence of rah values were achieved after 
repeating this cycle five times (Figure 8). 

 

 
Figure 7. Corrected aerodynamic resistance. 

 
2.3.1.11. Aerodynamic resistance to heat transport 
(rah) 
 

 Aerodynamic resistance is calculated using Equation 
(21). 

rah = ln (Z2 / Z1) / (U* × K) (21) 
 

Z2: 2 meters (height above the surface) 
Z1: 1/0 meters (reference height, typically at the surface) 
U*: Friction velocity 
K: Karman constant (0.41) 
 

Parameters 𝑢 ∗, Z0m, and u200were calculated using 
Equations (22, 23, and 24), respectively. 

𝑢 ∗=
𝑘𝑢𝑥

𝑙𝑛
𝑧𝑥

𝑧𝑜𝑚

 (22) 

 
Z0m= 0.018*LAI (23) 

  

u200 = 𝜇 ∗
ln (

200
𝑧𝑜𝑚)

𝑘
 (24) 

 
K: Karman constant (0.41) 
Ux: Wind speed at height x 
ZX: Height x 
Z0m: Momentum roughness length (in meters) 
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Figure 8. Sensible heat flux (H). 

 
2.3.1.2. Cold and warm pixels 
 

Sabal uses two reference pixels to determine the 
boundary conditions in the energy balance equation, 
which are called cold and warm pixels. Cold pixels are 
selected from fully irrigated fields and are free from 
moisture stress, appearing green and vibrant within the 
study area. In these pixels, the surface temperature and 
near-surface air temperature are assumed to be equal. 
Warm pixels are chosen from drylands with no 
vegetation cover [13] To select these two pixels, a 
complete understanding of the study area, familiarity 
with the spectral behavior of phenomena, and 
proficiency in interpreting images are necessary. The 
accuracy of calculating evapotranspiration in Sabal relies 
on the precise selection of these two reference pixels." 
 
2.3.1.2.1. Calculation of Hcold and Hhot 
  
      Hcold and Hhot are calculated using Equation 25 and 26 
respectively. 
 

Hcold = Rn - G – λETr (25) 
 

λ: Latent heat of evaporation 

ETr: Reference evapotranspiration for the cold pixel 
In Equation (26), the reference evapotranspiration 

for the reservoir pixel is calculated using the FAO 
Penman-Monteith method and estimated to be 1743.0. 

 
Hhot = Rn – G (26) 

 
The value of Hhot for the selected warm pixel is 

estimated to be 262.499. It is important to note that the 
value of Hhot should not be less than the value of Hcold. 

 
2.3.1.2.2. Calculation of "dtcold" and "dthot" 

 
In the context of the original Equations 27 and 28, 

"dtcold" and "dthot" are likely terms used in a specific 
scientific or engineering domain to represent 
temperature differences or changes. Without further 
context or specific information about the equations, it's 
challenging to provide a more precise translation. If you 
can provide more details or the full equations, I would be 
glad to assist further. 

 
dTcold= Hcold×rah /(ρ×Cp) (27) 

  
dThot= Hhot×rah_ /(ρ×Cp) (28) 
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2.3.1.2.3. Modification of aerodynamic resistance 
 
     In order to correct the aerodynamic resistance, the 
length of the Monin-Obukhuv length (L) needs to be 
calculated (Equation 29). If the value of L is negative, it 
indicates atmospheric instability, and if L is zero or 
positive, it signifies atmospheric stability.  
 

L= -(ρCpμ*3TS)/kgH (29) 
 

ρ: Air density (kg/m3) 

Cp: Specific heat of air (1004 J/kg/K) 
U*: Friction velocity 
Ts: Surface temperature 
K: 41/0 
g: 81/9 
H: Sensible heat flux 
 

In order to converge the aerodynamic resistance, the 
correction cycle was repeated 5 times.  which is shown in 
Figure 9. 

 
 
 

 
Figure 9. Aerodynamic resistance correction process 

 
2.4. Instantaneous and daily evapotranspiration (ET) 
   
      To calculate instantaneous and daily 
evapotranspiration (ET) after estimating the parameters 
Rn, G, and H, you can use the Equation 30: 
 

ETλ = Rn - G – H (30) 
 

ETλ: Latent heat flux (J/m²/s) 
Rn: Net radiation (J/m²/s) 
G: Soil heat flux (J/m²/s) 
H: Sensible heat flux (J/m²/s) 
 

The instantaneous evapotranspiration (ETinst) can 
be calculated as (Equation 31): 
 

ETinst = 3600 * (λET / λ) (31) 
 
ETinst: Instantaneous evapotranspiration (mm/hr) 
λ: Latent heat of evaporation of water or the amount of 
heat needed to evaporate one kilogram of water (J/kg) 
3600: Conversion factor from seconds to hours 
 

The value of λET can be obtained from Equation (32). 
To calculate the daily evapotranspiration (ET24), which 
has more practical significance compared to 
instantaneous evapotranspiration, the following steps 
are taken: 

ETrF = ETinst / ETr (32) 
 
ETrF: Fraction of daily reference evapotranspiration 
ETinst: Instantaneous evapotranspiration (mm/hr) 
ETr: Reference evapotranspiration, which is the average 
24-hour evapotranspiration 
 

Daily evapotranspiration was calculated using 
Equation 33. 
 

ET24 = ETrF * ETr-24 (33) 
 

ET24: Daily evapotranspiration (mm/day) 
ETrF: Fraction of daily reference evapotranspiration 
(dimensionless) 
ETr-24: Total sum of reference evapotranspiration over 
24 hours (mm/day) 
 

ETr-24 is obtained by summing up the hourly values 
of ETr during the day of interest, which can be derived 
from satellite data. ETr-24 is estimated using CROPWAT 
software with synoptic data at 5.4 mm per day for the 
study area. 
     After calculating Rn, G, and H, the latent heat flux (ETλ) 
is determined, and then the instantaneous actual 
evapotranspiration (ETinst) is estimated (Figure 10). 
Finally, the daily actual evapotranspiration is calculated 
in millimeters per day (Figure 11). 
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Figure 10. instantaneous actual evapotranspiration (ETinst) (mm/hr) (SEBAL). 

 

 
Figure 11. Daily actual evapotranspiration (SEBAL). 
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2.3.2. The SEBS method 
       

SEBS is based on the Crop Water Stress Index (CWSI; 
[14]), idea in which the surface meteorological scaling of 
CWSI is replaced with planetary boundary layer (PBL) 
scaling. It uses the contrast between wet and dry areas 
appearing within a remotely sensed scene to derive ET 
from the relative evaporative fraction. 

The basis of this method is to use the energy balance 
equation and calculate the latent heat flux as the residual 
of this equation for each pixel. This approach follows 
similar theoretical principles as the SEBAL algorithm. 

The required input data include layers generated 
from satellite images and data obtained from weather 
stations. The output of the SEBS algorithm, unlike the 
SEBAL algorithm, provides daily actual 
evapotranspiration. 
 
2.3.2.1. Evapotranspiration 
       

The surface energy balance is commonly written as 
(Equation 34): 

 
𝑅𝑛=𝐺0+𝐻+ λE (34) 

 
where Rn is the net radiation flux, G0 is the soil 

surface heat flux, H is the sensible heat flux, and λE is the 
latent heat flux. The unit of energy balance terms is watts 
per square meter. 

 To estimate the evaporative fraction, SEBS makes use 
of energy balance at limiting cases at dry limit and wet 
limit, such that the relative evaporation (ratio of the 
actual evaporation to the evaporation at wet limit) can be 
derived as (Equation 35): 

 

𝛬𝑟 = 1 −
𝐻 − 𝐻𝑤𝑒𝑡

𝐻𝑑𝑟𝑦 − 𝐻𝑤𝑒𝑡 
 (35) 

 
where the H wet is sensible heat flux at the wet limit 

and H dry sensible heat flux at the dry limit. The 
estimations of H wet and H dry were detailed by Su [15]. 
The evaporative fraction (ratio of latent heat flux to 
available energy) is estimated by (Equation 36 and 37): 

 
𝑅𝑛−𝐺 (36) 

  

𝛬 =
𝜆𝐸

𝑅𝑛 − 𝐺
=

𝛬𝑟. 𝜆𝐸 𝑤𝑒𝑡

𝑅𝑛 − 𝐺 
 (37) 

 
where λE wet is the latent heat flux at the wet limit 

(i.e., the evaporation is only limited by the available 
energy under the given surface and atmospheric 
conditions). The latent heat flux (λE) can then be 
calculated by (Equation 38):    

 
𝜆𝐸=Λ(𝑅𝑛−𝐺0) (38) 

 
Finally, the daily actual ET can be written (Equation 

39): 

ET= 8.64 × 107 × 𝛬24 ×
𝑅𝑛−𝐺0

𝜆𝜌𝑤
 (39) 

 

where ρw is the density of water (1, 000 kgm-3) and 
Rn is the average daily net radiation in this equation. 
Moreover, the soil heat flux G0 for 24 h is normally 
assumed negligible (G average). 
 
2.3.2.2. Daily actual evapotranspiration 
         

The results of the daily evapotranspiration calculated 
by the SEBS algorithm are presented in Figure 12. 

 
3. Results  
 

The results obtained from the SEBAL and SEBS 
algorithms indicate that the SEBAL algorithm exhibits a 
broader range of actual evapotranspiration values (0.74 
to 5.8 millimeters) compared to the SEBS algorithm (1.25 
to 8.85 millimeters), demonstrating its greater capability 
in distinguishing areas with different evapotranspiration 
rates. On the other hand, the implementation of the 
SEBAL algorithm is more complex and time-consuming 
compared to SEBS. The results showed that both 
algorithms have relatively high capabilities in calculating 
instantaneous evapotranspiration using spectral data. 
Estimating plant water consumption on a pixel-by-pixel 
(spatial) basis is a unique advantage of spectral methods, 
as other empirical methods provide a single value 
estimation for all farms and different varieties of a crop. 
Generally, satellite data has the potential to estimate 
evapotranspiration for different plant species. 
Additionally, due to the pixel-based nature of satellite 
data, it allows for estimating surface properties such as 
temperature, emissivity, and actual evapotranspiration 
within a specific region instead of point-based estimation 
(at a stationary location). This capability is perhaps one 
of the most important characteristics of satellite data, as 
it enables the investigation and analysis of spatially 
distributed environmental characteristics. Therefore, it 
is recommended that when investigating spatial and 
temporal changes in environmental variables, the use of 
raster data, or satellite data, is highly advantageous as it 
can significantly aid in such investigations with minimal 
time and cost. The valuable results obtained from such 
analyses can be crucial for resource management. 
Additionally, considering the scarcity and inadequate 
distribution of weather stations and the subsequent 
unavailability of synoptic data in the country, employing 
methods based on digital data is highly suitable. 

 
4. Discussion 
 

The study aimed to estimate actual 
evapotranspiration using the SEBAL and SEBS 
algorithms and spectral data from the OLI and TIRS 
sensors of the Landsat 8 satellite in the Mughan plain of 
Ardabil province. The results of the analysis revealed 
valuable insights into the performance of these 
algorithms and their applicability in the specific study 
area. 

Firstly, the comparison between the SEBAL and SEBS 
algorithms demonstrated distinct differences in their 
estimated values of actual evapotranspiration. The 
SEBAL algorithm showed a wider range of values, 
indicating its ability to discern variations in 
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evapotranspiration rates across different areas in the 
Mughan plain. On the other hand, the SEBS algorithm 
provided a more limited range of values, suggesting a 

somewhat less nuanced representation of the spatial 
distribution of evapotranspiration. 

 

 
Figure 12. Daily actual evapotranspiration (SEBS). 

 
Secondly, while the SEBAL algorithm exhibited 

superior capabilities in distinguishing areas with 
different evapotranspiration rates, it also presented 
challenges in terms of computational complexity and 
time consumption. This issue needs to be considered 
when implementing SEBAL for large-scale or time-
sensitive applications. 

Furthermore, the utilization of spectral data from the 
OLI and TIRS sensors of Landsat 8 enabled a pixel-based 
approach to estimate evapotranspiration. This pixel-
level estimation offers a significant advantage over point-
based methods since it allows for a more comprehensive 
analysis of surface properties, such as temperature, 
emissivity, and actual evapotranspiration, within specific 
regions. This spatially distributed information provides 
valuable insights into the environmental characteristics 
of the study area. 

Overall, the results indicated that both SEBAL and 
SEBS algorithms have relatively high capabilities in 
estimating instantaneous evapotranspiration using 
spectral data. This finding highlights the potential of 

satellite data for accurately estimating 
evapotranspiration for various plant species. However, it 
is essential to consider the trade-off between the finer 
spatial resolution and computational complexity when 
choosing the most suitable algorithm for a particular 
study. 

The results of this research, in comparison with the 
findings of previous studies such as the calculation of 
actual evapotranspiration using the SEBAL algorithm by 
Asadi and Valizadeh Kamran [5], Wei et al [7], and Ma et 
al [8], as well as the estimation of actual 
evapotranspiration using the SEBS algorithm by Yang 
and colleagues [6] and Matinfar & Soorghali [4], are 
consistent. 

 

5. Conclusion and suggestions 
 

In conclusion, the study successfully demonstrated 
the application of SEBAL and SEBS algorithms in 
estimating actual evapotranspiration in the Mughan 
plain. The findings contribute valuable information to 
water resource management, agricultural planning, and 
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environmental studies in the region. Additionally, the use 
of spectral data from satellite sensors opens up 
possibilities for further investigations into the spatial 
distribution of environmental variables, enhancing our 
understanding of the local climate and water balance.  the 
application of the SEBAL and SEBS algorithms, along with 
spectral data from the OLI and TIRS sensors of the 
Landsat 8 satellite, proved to be a successful approach in 
estimating actual evapotranspiration in the Mughan 
plain of Ardabil province. The study provided valuable 
insights into the spatial distribution of 
evapotranspiration rates, shedding light on the water 
balance dynamics and environmental characteristics of 
the region. 

The findings of this research lead to several key 
conclusions and offer valuable suggestions for future 
studies: 

Algorithm Performance: Both SEBAL and SEBS 
algorithms demonstrated the capability to estimate 
actual evapotranspiration using satellite data. However, 
further comparative analysis and validation against 
ground-based measurements are recommended to 
identify the strengths and weaknesses of each algorithm 
for specific study areas and environmental conditions. 
Spatial and Temporal Variability: The observed wide 
range of evapotranspiration values highlights the spatial 
variability in water use and transpiration rates across the 
Mughan plain. It is essential to consider this variability in 
water resource management and agricultural planning to 
optimize irrigation practices and ensure sustainable 
water use. 

Data Integration and Validation: Integrating data 
from multiple satellite sensors and ground-based 
measurements can enhance the accuracy of 
evapotranspiration estimates. Validation of remote 
sensing-derived results through field measurements is 
critical to ensuring reliable and precise 
evapotranspiration calculations. Long-Term Monitoring: 
Continuous monitoring of evapotranspiration over time 
can provide valuable insights into climate trends and 
changes in water availability. Establishing long-term 
monitoring networks and using historical satellite data 
can contribute to a better understanding of the region's 
hydrological dynamics. 

 Application in Water Resource Management: The 
estimated evapotranspiration data can be instrumental 
in water resource management and decision-making 
processes. Utilizing this information can aid in the 
sustainable use of water resources and improve 
irrigation practices in the Mughan plain and other similar 
regions. Climate Change Implications: Considering the 
potential impact of climate change on evapotranspiration 
patterns is essential for anticipating future water 
availability and planning for adaptation measures. 
Future studies should explore the correlation between 
evapotranspiration and climate change indicators. 

Capacity Building: Promoting capacity building 
initiatives among researchers and practitioners in 
remote sensing and hydrological modeling can enhance 
the application of these techniques in water resource 
management and environmental studies. Data 
Accessibility: Ensuring open access to remote sensing 

data and making relevant datasets publicly available can 
foster collaboration and enable more researchers to 
contribute to advancing the understanding of 
evapotranspiration dynamics. 

In conclusion, this study lays the groundwork for 
further investigations into evapotranspiration dynamics 
in the Mughan plain and serves as a valuable resource for 
water resource management and agricultural planning. 
The implementation of the suggested improvements can 
lead to more accurate and comprehensive assessments of 
evapotranspiration in the region and contribute to 
sustainable water management strategies. 
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1. Introduction  
 

Disasters are essentially different types of events, 
whether natural, technological, or human-induced, that 
have adverse consequences in terms of physical, 
economic, and social losses. These events have a 
significant impact on societies by disrupting normal life 
and are beyond the capability of local interventions to 
prevent [1]. There are many disasters that affect life in 
the world, and landslides are one of these types of 
disaster. Landslide: commonly defined as the movement 
or sliding of material, typically consisting of soil, rock, or 
their mixture, on the surface, often leading to human 
casualties and property loss, is a prevalent type of natural 
disaster [2, 3]. 

According to data from the Emergency Events 
Database (EM-DAT), it was reported that 765 individuals 
lost their lives due to landslides in Türkiye from 1923 to 
2023, with a total of 14,740 people being affected by this 
calamity. Furthermore, an observation indicates that 
over half of the natural disasters occurring in Türkiye 
during the same period were geophysical in nature, 

incorporating landslides [4]. In addition, it was also 
found that Trabzon province, which includes the study 
area, was the first province in Türkiye in terms of the 
number of landslides with 38 fatalities and 336 fatalities 
in terms of the number of incidents and fatalities [5]. To 
reduce the devastation caused by landslides, it is crucial 
to identify the areas at risk of potential landslides [6, 7]. 

One of the map types commonly used to identify 
potential landslide areas is the landslide susceptibility 
map (LSM) [8-22]. A LSM is a type of map that generally 
defines the relative susceptibility of areas within a region 
to landslide hazards [23-26]. The use of this type of map 
by local governments and practitioners in activities for 
various purposes (route and appropriate site selection, 
etc.) will make it possible to reduce the destructive 
power of landslide disasters. 

Numerous scientific studies have investigated 
different methods for generation of LSMs. In [27] the 
models used to generate LSM were categorized into three 
different classes: based on physical, heuristics, and 
statistics. Physically depended on models employ 
mechanical rules to control slope stability. The most 
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important advantage of this model is that it can be used 
more efficiently than other models in cases where the 
data used to generate the LSM are missing or insufficient 
[27, 28]. In heuristic-based models, the factors used to 
produce the LSM are first identified. Each factor is then 
scored by experts by comparing it with other factors [28]. 
There are heuristic-based models such as the fuzzy logic 
approach [29-33] and the analytical hierarchy process 
[16, 30, 34-37]. Conversely, statistical models, intend to 
predict future landslide disasters by correlating previous 
landslides and the factors that triggered them. Logistic 
regression [38-44] frequency ratio (FR) method [16, 45-
49], information value (IV) model [7, 26, 36, 50, 51] and 
the modified information value (MIV) [32, 52] are among 
the statistical models employed during the generation of 
LSM. FR and MIV models, which are statistical-based 
methods, ensure that the accuracy of the produced map 
is more reliable and understandable compared to other 
methods [53]. Therefore, FR and MIV methods have been 
used in many studies [54-59,52,60]. 

In forested areas affected by landslides, another at-
risk element is forest roads [61-64]. Forest roads, which 
are the subject of the aim of the research, are the roads 
located in the forest area and allow the forests to be put 
into operation in a rational way by systematically 
penetrating every part of the forest. Forest roads are an 
important physical element for the implementation of 
forestry policies. In addition, these roads should be 
constructed in such a way as to cause the least damage to 
the stand, land and natural nature, and the maintenance, 
construction and transportation works of the roads 
should be investigated in a sensitive and detailed way to 
carry out the works at minimum cost [65]. The 
destruction of forest roads because of unplanned and 
disorganized design causes forestry activities to not be 
carried out in a healthy way and causes many 
environmental problems that affect social life and nature. 
Landslide disaster, which has a significantly more 
destructive effect in the region compared to other 
disaster types, has become one of the most important 
factors to be considered during the design and building 
of forest roads. Therefore, considering the LSMs of the 
region to produce forest road routes makes it possible for 
the forest roads to be healthy and long-lasting. 

The objective of this study is to determine alternative 
forest roads using the produced LSMs. To achieve this 
goal, firstly, LSMs of Tonya district were produced using 
FR and MIV methods and the performances of these 
methods were compared. In addition, unlike the previous 
scientific studies focused on developing LSM, this work 
investigated the landslide risk associated with the forest 
roads currently under the responsibility of the forest 
regional directorate. Lastly, this research is to create new 
routes for the forest road using costpath analysis. These 
routes will then be compared with the existing roads. 
This study offers an exemplary approach to developing 
optimal alternative routes for forest road in landslide-
prone areas. By designing forest road routes while 
considering LSM, it will be possible to prevention 
potential natural disasters caused by landslides in the 
future and support the successful implementation of 
forestry policies in a sustainable manner. 

2. Method 
 

2.1. Study area 
 

Based on the report compiled from extensive 
research conducted by the Provincial Disaster and 
Emergency Directorate, Trabzon province in Türkiye has 
experienced the highest number of landslides among all 
other provinces, with a total of 1673 occurring between 
1950 and 2019. In addition, considering the count of 
landslides that occurred in 2019, Trabzon ranks first 
with 102 landslides [66]. The most recent statistical data 
regarding landslide disasters at the provincial level is 
based on the year 2019. 

In this study, the town of Tonya in the Trabzon 
province was selected as the study area (Figure 1). The 
Tonya district, located within Trabzon, stands out as one 
of the prominent districts in terms of the frequency of 
landslide incidents and the number of people affected by 
these disasters. The study area contains very steep 
regions in terms of topography. Additionally, since the 
annual average precipitation value in the region is 
approximately 2200 mm, it has been observed that the 
region has a very high tendency towards landslide and 
rockfall disasters. When examining the lithological 
structure of the research area, it has been noted that the 
region mostly consists of volcanic and volcano-clastic 
units [67]. 

The altitude values of Tonya district, characterized by 
its steep terrain, range between 250 and 2350 m, with 
slope values varying between 0° to 80°. 

According to the 2020 data for Tonya district, which 
covers an area of 264 km2, the population density is 
13914. The region experiences a transitional climate, 
combining the characteristics of the Black Sea climate 
and continental climate. During the summer months, the 
temperature in the area reaches around 20°C, while in 
the winter months; it drops to approximately 6-7°C [68]. 

 
2.2. Workflow 

 
The process steps applied in this study were 

converted into a workflow chart as depicted in (Figure 2). 
Figure 2 summarizes the methodology in the article. 

The geological and geomorphological factors used in the 
production of the landslide susceptibility map and the 
landslide inventory map of the study area constitute the 
data production part of this study. The landslide 
inventory map is randomly divided into training (70%) 
and validation (30%) data. The production of landslide 
susceptibility maps of the study area using two different 
models constitutes the second stage of the study. Then, 
the verification phase of the landslide susceptibility maps 
produced was started. At this stage, the verification of the 
maps was carried out with the help of verification data 
randomly derived from the landslide inventory map. 
Then, the risk status of existing forest roads was 
examined using validated landslide susceptibility maps. 
Finally, alternative forest road routes were produced on 
the base map created by combining landslide 
susceptibility maps. 

 



International Journal of Engineering and Geosciences, 2024, 9(2), 147-164 
 

149 
 

 
Figure 1. Study area. 

 

 
Figure 2. Workflow.
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2.3. Factors used in the production of LSM 
 
LSM is a type of map that illustrates the tendency of 

areas in a region for landslide disaster, divided into 
various classes. Type of map is generated based on the 
correlations between the landslide inventory map (LIM) 
and the factors that trigger the landslide [28, 35]. 

The production of a LSM is primarily based on the 
availability of a LIM. An LIM serves as a foundational map 
created for a specific region and at a particular scale. This 
map encompasses spatial data related to landslide 
disasters that have occurred in a region from the past to 
the present. The spatial information in the map includes 
details about the position and magnitude of the landslide 
events [16]. The precise and reliable generation of an LIM 
significantly influences the accuracy of all derived 

products from it. Therefore, it is crucial to establish a 
well-designed LIM specifically tailored for the area to 
achieve high level of correctness in the LSM.  

In this study, the utilized LIM was created through the 
digitization of reports obtained from comprehensive 
area surveys conducted by the General Directorate of 
Mineral Research and Exploration. As a result, the 
produced LIM for the study area encompasses 33 distinct 
landslide zones, covering a total surface area of 15.68 
km2 (Figure 3). 

Within the context of this application, the generated 
LIM is categorized into two distinct groups: training data 
and validation data. In this context, 23 landslide areas 
were arbitrarily determined as training data (70%) and 
10 landslide areas as validation data (30%) (Figure 3). 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. LIM for the study area. 
 

The selection of the factors used in the production of 
the LSM is a significant research topic that directly affects 
the applicability and realism of the LSM. Since the 
parameters that trigger the landslide vary from region to 
region, the morphological, physical, geological, and 
meteorological characteristics of that region should be 
considered in the production of a LSM for a region [7]. 

In this study, nine main factors triggering landslide 
have been identified. These factors include slope, aspect, 
elevation, lithology, land use, distance to road, distance 
to drainage, curvature, and topographic wetness index 
(TWI). 

It is expected that the factors used in the LSM 
produced with the help of statistical-based models are 

independent of each other and therefore the correlations 
between them are weak [36]. Two main indices used in 
the determining this correlation are, Tolerance (TOL) 
and variance inflation factor (VIF), which are frequently 
employed in the scientific researches. If the TOL value 
exceeds 0.1 or the VIF value is below 10, it signifies that 
the factors employed in generation the LSM are mutually 
independent, indicating a lack of significant correlation 
among them [69, 70]. The TOL and VIF values of the 
factors employed in this research were obtained with the 
help of the R software, which is one of the statistical-
based software (Table 1). When the calculated TOL and 
VIF values of all factors were considered, it was observed 
that there was no strong relationship among the factors. 
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Table 1. Indicative values of factors. 
Factors VIF TOL 
Slope 1.5406 0.6491 

Aspect 1.0527 0.9499 
Elevation 1.4720 0.6793 
Land Use 1.1828 0.8455 
Lithology 1.0206 0.9798 

TWI 1.3261 0.7541 
Curvature 1.1203 0.8926 

Distance to drainage 1.1105 0.9005 
Distance to roads 1.4928 0.6699 

 
In this research, the factors employed in generating 

the LSM were prepared by utilizing a map with a scale of 
1: 25,000 and a contour interval 10 meters. This process 
was carried out through Topo to Raster analysis in the 
ArcGIS program and a high-resolution digital elevation 
model (DEM) with a resolution of 10 m x 10 m was 
created. Consequently, slope, aspect, elevation, TWI, and 
distance to drainage, which are utilized in the generation 
of the LSM, were created employing the DEM data 
through the utilization of ArcGIS software. 

Slope is considered one of the most important factors 
that can affect landslide disaster. Many scientific articles 
in the literature support the view that increasing the 
slope angle increases the susceptibility to landslide [71, 
72]. Slope, which is frequently used in the production of 
susceptibility maps, has been preferred as the main 
factor in many scientific studies produced today [29, 36, 
73, 74]. The slope factor produced for this study is 
divided into a total of 10 subclasses at 5° intervals 
(Figure 4c). Aspect is another important factor used in 
the production of LSMs. This type of disaster occurs on 
slopes with a certain orientation. Sunlight, drainage, and 
climatic effects of the regions facing different aspects of 
the land include differences. Therefore, the tendency 
levels towards landslide disasters of regions with 
different aspect values are also different [75]. The aspect 
produced for the research area is separated into 9 
different groups in total (Figure 4a). Elevation is another 
important factor used in the production of a LSM. The 
elevation value of a region is an important criterion that 
directly affects the gravitational potential energy in that 
region [76]. In this study, the elevation factor used in the 
production of the LSM was divided into a total of 10 
subclasses (Figure 4b). Lithology is another factor used 
in this study. The types of materials in the existing layers 
under the ground have different properties and types of 
movement from each other. Since the sliding movements 
and water permeability resistances of each material 
structure are different from each other, their effects on 
slope stability are also different [77]. The lithology map 
used was created using ArcGIS software, utilizing the 
geological map created at a scale of 1:25000 (Figure 4d). 
In the lithology map generated for the study area, there 
are 9 different soil types (Kru1, Kru2, Kru3, Kru4b, 
Kru5b, Kru5a, Gama2, Jlh, Ev). The outcropping units of 
the study area mostly consist of volcanic and volcano-
clastic units. The age of these units fallows a sequence 
from the Jurassic to the Late Cretaceous and ends with 
the Eocene. There are Eocene aged, units expressed as Ev 
consisting of basalt, andesite and pyroclasts and 
containing partly sandy limestone, and Gama2 units with 

granite, granodiorite, quartz diorite and dolerite 
structures. While Kru1, Kru2, Kru3, Kru4b, Kru5a, basalt, 
andesite, dacite, rhyodacite and pyroclasts from Late 
Cretaceous units, Kru5b has sandy reef limestone 
content. When the spatial dispersion of these units in the 
research area is analyzed, it becomes apparent that the 
Ev units have the highest frequency, comprising 
approximately 35% of the total. Curvature is another 
basic terrain factor used in the production of a LSM. This 
type of factor, defined as the slope angle or the amount of 
change in aspect, is divided into 3 classes: concave, flat 
and convex [77]. The factor in question was created using 
ArcGIS software with the DEM (Figure 4g). Land use is 
another factor commonly utilized in LSMs. Land use is a 
type of map in which land and soil are classified 
according to their capabilities, taking into account 
climatic characteristics. In this type of map, based on 
basic soil surveys, the soil is divided into eight classes. 
The first four classes include lands with land structure 
suitable for agriculture. On the other hand, the last four 
classes include the classes where there are pastures, 
forests and lands suitable for natural life, which are not 
suitable for agriculture. The first four and the last four 
classes are ordered according to their profile shape and 
slope level. Within the study area, four classes (I, IV, VI, 
and VII) have been identified (Figure 4f). The 
topographic wetness index (TWI) is an additional factor 
that measures the influence of water movement and 
accumulation on the terrain across the basin [78]. The 
TWI is commonly employed to assess the influence on 
hydrological processes. Calculation of this index is 
achieved through Equation 1. 

 

𝑇𝑊𝐼 =   𝑙𝑛 
𝑎

𝑡𝑎𝑛𝛽
 (1) 

 

Where a value represents the upward slope area at 
the unit point, and the tanβ value represents the slope 
angle at the point. This factor, which was produced using 
ArcGIS software with the help of DEM, was divided into 5 
subclasses in total in this study (Figure 4e). Another 
factor generated from the DEM is the distance to the 
drainage. This factor was generated using the 
hydrological analysis module, which is one of the spatial 
research tools provided in the ArcGIS software. The 
factor to drainage network was computed for the 
research area and separated into 10 subclasses. The 
maximum distance to the drainage network was 
determined as 2260 m (Figure 4h). The distance to the 
road factor is another important aspect considered in 
this study. The road network, often characterized by 
unplanned and haphazard construction, significantly 
influences the slope stability in the region. The road 
network was obtained from Open Street Map data and 
1:25,000 scale maps. Once the road network was 
established, the process of creating the distance map to 
the road network commenced. The ArcGIS software was 
employed to determine the distance from every pixel to 
the road network. The distance to the road factor was 
separated into 10 subclasses (Figure 4i). Using the 
ArcGIS software, all factors employed in the production 
phases of the LSM were converted into raster, ensuring a 
spatial resolution of 10 m. 
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(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

Figure 4. Factors used in LSM (a: aspect, b: elevation, c: slope, d: lithology, e: TWI, f: land use, g: curvature, h: distance 
to drainage, i: distance to road). 

 
2.4. Models used in the production of LSM 

 
Two different models, FR and MIV, were used in the 

production of LSMs of the study area. 

2.4.1. FR model  
 
Various approaches exist for predicting future 

landslides. The FR model employs a methodology that 
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seeks to establish a correlation between the factors 
influencing past landslides and those that may take place 
in times to come. The primary objective of the FR model 
is to estimate potential landslides by analyzing the 
factors that have triggered previous occurrences of 
landslides. By employing this approach, it becomes 
possible to gain a comprehensive understanding of the 
relationship among old landslide data and the probability 
of future landslide occurrences [28, 54, 55]. The FR 
model, which is one of the statistical-based approaches, 
has a simpler and more understandable structure 
compared to others. Moreover, the FR model is a reliable 
model type that is frequently used in the production of 
LSMs that require high accuracy and precision. For this 
reason, the FR model has been used in numerous 
scientific researches to produce LSMs. In this study, each 
of the factors affecting the landslide is divided into 
various subclasses. FR model values of each class were 
calculated with Equation 2. 

 

𝐹𝑟 =

𝑁𝑝𝑖𝑥(𝐿𝑖𝑗)

𝑁𝑝𝑖𝑥(𝐿)

𝑁𝑝𝑖𝑥(𝑆𝑖𝑗)
𝑁𝑝𝑖𝑥(𝑆𝑎)

 (2) 

 

In this context, Npix(Lij) signifies the count of pixels 

located within the landslide area belonging to the jth 
subclass of factor i, Npix(L) the all count of pixels within 

all landslide areas in the study area, and Npix(Sij) denotes 

the corresponding count of pixels. And finally, Npix(Sa)  

represents the all count of pixels. 
Factors with FR values higher than 1 are known to 

have better correlations with landslide areas than factors 
with FR values lower than 1 [28].  The sum of the FR 
values of each subclass is equal to the landslide 
susceptibility index (LSI). Equation 3 is used to calculate 
this index value. 

 

𝐿𝑆𝐼 = ∑ 𝐹𝑟𝑖

𝑛

𝑖=1

= 𝐹𝑟1 + 𝐹𝑟2 + 𝐹𝑟3 + ⋯ + 𝐹𝑟𝑛 (3) 

 
A high index value means that the region has a high 

tendency to landslide disaster. The LSI values calculated 
for the study area change among 3.00 and 14.11 (Table 
2). 

The FR model was utilized to create the LSM. The map 
was separated into 5 groups in total, considering the risk 
situation (Figure 5). 

 
2.4.2. MIV model  

 
One of the other statistical-based models frequently 

used in the literature is the MIV model. The MIV model is 
a type of model that is depend on information theory and 
works in accordance with a statistical data analysis 
method [79]. 

This model has an approach that considers the 
information values of the factors used in the production 
of the LSM. In this context, the information values of the 

subclasses of whole the factors used in the production of 
the sensitivity map were calculated with Equation 4. 

 

𝐼(𝐻, 𝑥𝑗) = 𝑙𝑛

𝑁𝑝𝑖𝑥(𝑆𝑗)
𝑁𝑝𝑖𝑥(𝑁𝑗)

∑ 𝑁𝑝𝑖𝑥(𝑆𝑗)
∑ 𝑁𝑝𝑖𝑥(𝑁𝑗)

      (4) 

 
Where, Npix(Sj) value symbolizes the total count of 

pixels falling on landslide areas in subclass j of all factors, 
and Npix(Nj) value represents the all count of pixels in 

subclass i of factors. In addition, the ∑ Npix(Sj) value 

symbolizes the whole number of pixels falling on the 
landslide areas, and the ∑ Npix(Nj) value symbolizes the 

all pixel area in the study area.  

The I(H, xj) value calculated because of the equation 

numbered 3 symbolizes the information value in the j 
subclass of the factors. 

The cumulative sum of the information values 
computed for the subclasses of all factors, as determined 
by Equation 4, equals the LSI. The specific formula is 
provided in Equation 5. 

 

𝐿𝑆𝐼 = ∑ 𝐼(𝐻, 𝑥𝑗)

𝑛

𝑗=1

 (5) 

 
A negative value of LSI means that likelihood of a 

landslide disaster to occur in the relevant region is low. 
A LSI value of zero indicates that the likelihood of a 
landslide disaster happening is average or moderate. 
Finally, a positive value of LSI means that the probability 
of a landslide disaster is above medium. 

The MIV for each subclass of the nine factors was 
determined by utilizing the landslide data from the 
training set and referring to the LIM (Table 2). The 
results obtained from the MIV model revealed a range of 
LSI values between 2.91 and 9.67. 

The LSM produced using MIV was separated into 5 
different groups in total, considering the risk situation 
(Figure 6). 

 
3. Results  
 

In line with the data obtained in Table 2, LSMs were 
generated employing both the FR and the MIV (Figure 5-
6). Each of the LSMs produced on different models is 
separated into 5 groups. 

The spatial and percentile distributions of the LSM 
produced using FR are 804.52 ha (4%), 1206.78 ha (6%), 
1206.78 ha (6%), 6637.29 ha (33%), and 10,257.63 ha 
(51%) (very high, high, medium, low and very low). The 
areal and percentage distributions of the LSM produced 
using MIV were calculated as 1206.78 ha (6%), 1810.17 
ha (9%), 4223.73 ha (21%), 6033.90 ha (30%) and 
6838.42 ha (34%). In light of these results, the areal and 
percentage distribution of high and very high classes in 
the LSMs created from the FR and MIV models are seen 
as 2011.30 ha (10%) and 3016.95 ha (15%), respectively 
(Figure 7). 
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Table 2. The FR and MIV values were calculated for the various factors. 

Factors Subclasses No. of pixels in domain 
Percentage of 

domain 
No. of landslide 

pixels 
Percentage of landslide FR MIV 

Elevation 

250-460 15,931        0.7958 381        0.2430 0.3054 0.3487 
460-670 69,396 3.4666 8702 5.5510 1.6013 1.6421 
670-880 202,706 10.1260 50,971 32.5143 3.2110 2.7893 

880-1090 352,580 17.6129 60,449 38.5603 2.1893 1.9431 
1090-1300 433,825 21.6714 27,395 17.4752 0.8064 0.9677 
1300-1510 459,035 22.9308 8211 5.2378 0.2284 0.3185 
1510-1720 297,923 14.8825 656 0.4185 0.0281 0.0590 
1720-1930 103,898 5.1902 0 0.0000 0.0000 0.0000 
1930-2140 40,919 2.0441 0 0.0000 0.0000 0.0000 
2140-2350 25,617 1.2797 0 0.0000 0.0000 0.0000 

Slope 

0-5 335,526 16.7610 22,208 14.1664 0.8452 0.9674 
5-10 104,899 5.2402 24,963 15.9238 3.0388 2.4013 

10-15 242,180 12.0979 54,410 34.7080 2.8689 1.9788 
15-20 301,487 15.0606 29,424 18.7695 1.2463 1.0370 
20-25 328,485 16.4092 13,262 8.4598 0.5156 0.7055 
25-30 305,965 15.2843 6219 3.9671 0.2596 0.4021 
30-35 213,039 10.6422 3668 2.3398 0.2199 0.2711 
35-40 110,780 5.5339 1709 1.0902 0.1970 0.3164 
40-45 41,041 2.0502 533 0.3400 0.1658 0.2253 
45-80 18,428 0.9206 369 0.2354 0.2557 0.2984 

Aspect 

Flat 390,321 19.4982 29,351 18.7229 0.9602 1.3092 
North 225,785 11.2789 33,997 21.6866 1.9228 1.5017 

Northeast 230,546 11.5168 30,017 19.1478 1.6626 1.2963 
East 176,522 8.8180 6232 3.9754 0.4508 0.8721 

Southeast 123,494 6.1691 1678 1.0704 0.1735 0.2673 
South 159,427 7.9641 1494 0.9530 0.1197 0.1933 

Southwest 240,937 12.0358 10,537 6.7215 0.5585 0.7042 
West 230,714 11.5252 20,146 12.8511 1.1150 1.0853 

Northwest 224,084 11.1940 23,313 14.8713 1.3285 1.1928 

Curvature 
<0 723,592 36.1465 57,730 36.8258 1.0188 0.9239 
0 542,316 27.0910 43,149 27.5246 1.0160 0.9410 

>0 735,922 36.7625 55,886 35.6495 0.9697 1.0498 

TWI 

0-5 579,624 28.9547 26,271 16.7582 0.5788 0.6214 
5-8 1,023,829 51.1447 96,262 61.4053 1.2006 1.0986 

8-11 214,909 10.7356 20,985 13.3863 1.2469 1.1849 
11-15 163,126 8.1488 11,280 7.1955 0.8830 0.9321 
15-25 20,342 1.0162 1967 1.2547 1.2348 1.1244 

Lithology 

Ev 729,115 36.4323 59,097 37.6978 1.0347 0.9572 
Gama2 120,665 6.0294 273 0.1741 0.0289 0.0897 

Jlh 27,885 1.3934 0 0.0000 0.0000 0.0000 
Kru1 284,953 14.2385 0 0.0000 0.0000 0.0000 
Kru2 272,579 13.6202 9175 5.8527 0.4297 0.5034 
Kru3 54,295 2.7130 3794 2.4202 0.8921 0.9593 

Kru4b 370,184 18.4973 20,575 13.1247 0.7095 0.7682 
Kru5a 124,283 6.2102 56,822 36.2466 5.8367 3.2799 
Kru5b 17,327 0.8658 7029 4.4838 5.1788 3.1080 

Distance to 
Drainage 

(m) 

0-225 494,398 24.5745 43,222 27.5712 1.1219 1.0672 
225-450 432,259 21.4859 32,462 20.7074 0.9638 1.1230 
450-675 393,813 19.5749 29,953 19.1069 0.9761 1.0566 
675-900 320,570 15.9342 24,903 15.8856 0.9969 1.0834 

900-1125 216,948 10.7836 17,905 11.4216 1.0592 0.8937 
1125-1350 105,726 5.2552 6952 4.4347 0.8439 1.1028 
1350-1575 35,604 1.7697 1349 0.8605 0.4862 0.6217 
1575-1800 9789 0.4866 19 0.0121 0.0249 0.1470 
1800-2025 1741 0.0865 0 0.0000 0.0000 0.0000 
2025-2265 982 0.0488 0 0.0000 0.0000 0.0000 

Distance to 
Roads (m) 

0-180 1,314,001 65.3137 13,2982 84.8289 1.2988 1.1834 
180-360 406,420 20.2015 14,669 9.3573 0.4632 0.6217 
360-530 169,054 8.4030 4500 2.8705 0.3416 0.3922 
530-710 75,094 3.7326 1704 1.0870 0.2912 0.3758 
710-880 30,522 1.5171 1534 0.9785 0.6450 0.7004 

880-1060 10,250 0.5095 792 0.5052 0.9916 1.1028 
1060-1240 3167 0.1574 584 0.3725 2.3665 2.0793 
1240-1410 1457 0.0724 0 0.0000 0.0000 0.0000 
1410-1590 1311 0.0652 0 0.0000 0.0000 0.0000 
1590-1770 554 0.0275 0 0.0000 0.0000 0.0000 

Land Use 

I 9938 0.4940 3214 2.0502 4.1504 2.7814 
IV 235,784 11.7199 126,479 80.6806 6.8841 3.1447 
VI 276,189 13.7282 12,197 7.7804 0.5667 0.6879 
VII 1,489,919 74.0579 14,875 9.4887 0.1281 0.2019 

 
 
 



International Journal of Engineering and Geosciences, 2024, 9(2), 147-164 
 

155 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. LSM generated by the FR model. 
 

 
Figure 6. LSM generated by the MIV model. 
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Figure 7. Percentage distributions of classes in the LSM for FR and MIV models. 

 
3.1. Validation of LSMs 
 

The accuracy of the generated LSM is a very 
important criterion in terms of the applicability and 
realism of the map. Therefore, testing the correctness of 
the generated LSM is a clear indication of how reliable 
the product produced is. 

There are many methods to check the accuracy of the 
LSM produced today. The receiver operating 
characteristic (ROC) curve and the area under the ROC 
curve (AUC) are widely employed and highly reliable 
techniques in the researches [18, 35, 80, 81]. In this 
context, the precision of the generated LSM was 
evaluated employing the ROC and AUC methods. The ROC 
curve consists of two axes (horizontal and vertical). The 
X-axis is the false positive rate, while the Y-axis is the true 
positive rate. The most basic criterion used in the 
analysis of the correctness of the LSM produced in this 
curve is the AUC value. A model with values between 0.5 
and 1 AUC is defined as a model type that is adequate in 
terms of accuracy [18]. 

The accuracy of the LSMs generated employing the FR 
and MIV models was evaluated employing the success 
rate and prediction rate methods. The AUC values of the 

FR and MIV models were computed employing the 
training data from the LIM, as part of the success rate 
analysis.  

The LSMs obtained from both models were 
overlapped with the training data and the degree of 
overlap of the layers was checked. Thus, the success rate 
percentages of both models were calculated. In this 
study, the success rates of the FR and MIV models were 
computed as 82.1% and 83.4%, respectively (Figure 8). 
Prediction rate method, on the other hand, is a type of 
method that is frequently used in estimating areas that 
are prone to landslide according to the success rate 
method. This type of method aims to test how accurately 
the produced LSMs identifies areas prone to landslides 
[28, 82]. The validation dataset, which constitutes 30% 
of the LIM and includes ten randomly determined 
landslide areas, was used to estimate the areas prone to 
landslides. In this context, the AUC values for the FR and 
MIV models are 79.7% and 80.9%, respectively (Figure 
9). As a result, although the MIV model was more 
successful than the FR model in detecting areas prone to 
landslides, it was observed that both models gave very 
good results in this study. 

 
 

 
Figure 8. Success rate curves for FR and MIV models. 
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Figure 9. Curves displaying the prediction rates for the FR and MIV models. 

 
3.2. Risk situations of forest roads and 

determination of new routes 
 

This section investigates the risk conditions of forest 
roads in the study area by employing LSMs generated 
through the utilization of FR and MIV models. Within the 
study area, there are approximately 125 km of forest 
roads present (Figure 10). 

In this context, forest roads overlapped with LSMs 
produced on two different models (Figure 11). The risk 
situations on the LSMs of forest roads were evaluated by 
dividing them into 4 classes. Considering the LSM 
produced on the FR model, it was determined that 9.5 km 
(7.6%) of the 125 km forest road is on high and very high-
risk areas. In the LSM created using the MIV model, this 
value is 11.85 km (9.5%). 

 

 
Figure 10. Available forest roads in the study area. 
 
The forest roads, which are in the risky classes in the 

 

LSMs produced through both models, pose a risk in terms 
of the healthy execution of the forestry policies 
implemented by the forest enterprises in that region. 
Therefore, it is significant for the continuity of forestry 
activities to be able to produce alternative forest road 
routes instead of the risky forest roads. In the process of 
generating alternative forest road routes, a single map 
derived from the combination of 2 different LSMs 
produced with the help of different models in this study 
was used as a base map. A single map derivation from 
two different LSMs produced on different models for the 
same region was performed with the overlap analysis in 
ArcGIS software (Figure 12). 

The risk situations of the available forest roads area 
were determined by considering the high and very high 
classes in the combined LSM shown in Figure 12. The 
lengths of the existing forest roads in both classes are 
given in Table 3. In addition, in the light of the evaluations 
made on the combined LSM, it has been determined that 
5.4 km of the 125 km forest roads are in the very high 
(4.28%) class and 5.3 km in the high (4.27%) class. 
Therefore, it has been observed that forest roads with a 
length of 10.68 km in regions with high and very high 
landslide risk carry a high risk in terms of landslides. 

It is necessary to produce new alternative forest road 
routes in order not to interrupt the forestry activities in 
the region, instead of the canceled forest road routes in 
regions with high and very high landslide risk. To achieve 
this objective, costpath analysis was performed utilizing 
the ArcGIS software. Costpath analysis is a type of 
analysis that aims to determine the most suitable route 
in terms of cost, considering criteria such as slope, 
mandatory point, restricted area. In this study, the base 
map produced because of overlaying the LSM combined 
with the slope map was used as an input for costpath 
analysis. The new forest road routes obtained because of 
the costpath analysis are presented in Figure 13. In 
addition, the quantity information regarding the new 
forest road routes in question are given in Table 4. In this 
study, 10.68 km of forest roads in the study area were 
canceled due to being on risky landslide areas, while new 
forest road routes of 5.77 km were produced with the 
help of costpath analysis in the GIS. 
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(a) (b) 

Figure 11. Representation of forest roads on produced LSMs (a: FR model, b: MIV model). 
 

Table 3. Forest roads in high and very high classes, 
canceled routes. 

Forest road 
number 

Forest road intersection 
with risk classes (m) 

Canceled 
route (m) 

Very High High 
1 - 344.35 344.35 
2 - 1128.34 1128.34 
3 - 176.56 176.56 
4 - 111.80 111.80 
5 - 415.15 415.15 
6 - 322.92 322.92 
7 187.78 22.91 210.69 
8 1590.82 - 1590.82 
9 150.64 - 150.64 

10 595.98 - 595.98 
11 964.14 - 964.14 
12 442.24 - 442.24 
13 438.12 - 438.12 
14 981.72 - 981.72 
15 - 159.16 159.16 
16 - 227.7 227.7 
17 - 185.56 185.56 
18 - 595.01 595.01 
19 - 241.82 241.82 
20 - 608.23 608.23 
21 - 794.63 794.63 

Total 5351.44 5334.14 10685.58 

 
4. Discussion 
 

The LSM for the study area was initially produced by 
[67]. The author aimed to create an LSM for the region 
using a method falling, within the cluster classifier 
category known as fuzzy adaptive resonance theory 
(FuzzyART-BURT). The production of the LSM involved, 
lithology, elevation, slope, aspect, stream power index 
and TWI data. The accuracy of the LSM resulting from the 

study was assessed with the area under the curve (ROC-
EAA) method. Following the validation analysis, the AUC 
value was calculated as 0.72, indicating the success of the 
generated LSM. 

 

 
Figure 12. Base map obtained by overlaying the LSMs 

produced on the FR and MIV models. 
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To validate the produced LSMs, ROC and AUC 
parameters were employed, comparing the performance 
of the FR and MIV models using ROC curves and AUC 
analysis. According to many scientific studies, a model 
with AUC values between 0.5 and 1 is considered 
adequate in terms of accuracy [18]. The computed AUC 
values for the success rate of the FR and MIV models 
were 82.1% and 83.4%, respectively. Additionally, the 
AUC values for the predicted rate were determined as 
79.7% and 80.9% for the FR and MIV models, 
respectively. As a result, although the MIV model 
outperformed the FR model in detecting areas prone to 
landslides, both models yielded excellent results. 

 

Table 4. New forest road routes generated with costpath 
analysis. 

New route name New route distance (m) 
A-B 673.84 
A-C 797.69 
D-E 375.16 
F-G 319.79 
I-J 648.36 
P-R 254.80 
K-L 614.65 
M-N 819.08 
O-Q 1262.99 
Total 5766.36 

 

 
Figure 13. New forest road routes map. 
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5. Conclusion  
 

LSMs of the research were generated for the 
research area using two different models, namely FR and 
MIV (Figure 5-6). Given the both models are statistically 
based, it has been frequently emphasized in the literature 
that the maps created from these models are more 
understandable [32, 52]. The LSMs were generated using 
nine factors (Figure 4) with the LIM serving as another 
input. There are 33 landslide areas recorded and 
processed on the LIM in study area (Figure 3). During the 
production of LSMs with the FR and MIV models, 70% of 
the landslide areas (23 landslide areas) were utilized for 
training the models, while the remaining 30% (10 
landslide areas) were employed for model validation 
purposes. The random division of landslide areas into 
training and verification classes, was performed based 
on percentages referenced in the previous sentence 
using existing literature for both the distribution type 
and the percentages [83-87]. The second phase of the 
study involved assessing the risk conditions of existing 
forest roads based on the LSMs. In the LSMs generated 
with the help of FR and MIV models, it was determined 
that 7.6% and 9.5% of the existing forest roads are 
situated on areas with high and very high landslide risk. 
Producing new alternative forest road routes instead of 
existing forest roads in high and very high risk areas will 
facilitate forestry activities in that region. In the final 
stage of the study, a total of 9 alternative forest road 
routes were produced instead of existing routes affected 
by landslide (Figure 13) (Table 4). Costpath analysis in 
ArcGIS software was applied in the process of generating 
these alternative optimum forest road routes. This type 
of analysis frequently used in the literature, determines 
the optimum route between the start and end points [88-
91]. As a result of the analysis, 10.68 km of existing forest 
roads in the study area were canceled due to their 
location in high risk landslide areas, while new forest 
road routes of 5.77 km were proposed. The newly 
determined routes play an important role in the healthy 
and systematic execution of forestry activities. For all 
that, the LSMs created with the two different models can 
serve as a base map for practitioners when the 
generating of new forest road routes or proposing 
alternative route solutions. 
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 Rapid and accurate surveying has always attracted great interest in all scientific and industrial 
activities that require high-resolution topographic data. The latest automation and advancement 
in geomatics engineering are remote sensing solutions using Unmanned Aerial Systems (UAS) 
and Structure from Motion (SfM) with Multi-View Stereo (MVS) photogrammetry. This research 
aimed to find the influence of flight height, Ground Control Point (GCP), and software on the 
geometric accuracy of UAS-SfM-derived Digital Surface Models (DSMs) and orthoimages, as well 
as to analyze and evaluate the accuracy of UAS-SfM as a rapid and low-cost alternative to 
conventional survey methods. To achieve the aim of the study, aerial surveys using a fixed-wing 
UAS and field surveys using RTK GNSS and total station were conducted. A total of 16 
photogrammetric projects were processed using different GCP configurations, and detailed 
statistical analysis was performed on the results. Moreover, the contribution of cross flight on 
bundle adjustment was investigated empirically by conducting a combined photogrammetric 
image processing. The analysis revealed that flight height, GCP number and distribution, and the 
processing software significantly affect products' quality and accuracy. Evaluation of the 
achieved accuracies was made based on the American Society for Photogrammetry and Remote 
Sensing (ASPRS) positional accuracy standard for digital geospatial data. The findings of this 
study revealed that using the optimal flight height and GCP configuration, 3D models, 
orthomosaics and DSMs can be rapidly reconstructed from 2D images with the quality and 
accuracy sufficient for most terrain analysis applications, including civil engineering projects. 
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1. Introduction  
 

Digital elevation models (DEMs) are the primary 
database for topography-related analysis such as 
engineering planning, infrastructure design, and earth 
observations [1, 2]. Very high-resolution 3D models and 
associated orthoimages derived from Unmanned Aerial 
Systems (UAS) images are of great importance in 
scientific fields involving mapping subtle topographic 
variations and surface analysis, for instance, in structural 
monitoring and studies of earth surface dynamics [3–5]. 
Unmanned aerial systems, also known as drones, 
commonly termed as Unmanned Aerial Vehicles (UAVs), 
are aircraft systems that operate without a pilot on 
board. With the development of technology, the 
application of UAS as a remote sensing platform and SfM-
MVS as a photogrammetric and computer vision 
technique to produce high-resolution topographic maps 
is increasing [3, 6, 7]. The application of UAS and SfM-

MVS is gaining increasing interest in most disciplines, 
particularly in engineering and earth sciences [5–10]. 
Photogrammetric applications of UAS are pervasive and 
in high demand in engineering and geosciences. Recently, 
UAS-based photogrammetry, commonly known as UAV 
photogrammetry, is widely used in surveying and 3D 
modeling applications. 

Surveying is a rapidly developing engineering field 
that has changed dramatically over the past decades and 
benefited from a wide range of technological advances 
such as ground-based, water-based, airborne, and 
spaceborne [11–21]. Engineering surveying includes 
planning, designing, and conducting surveys of different 
accuracy classes for development, designing, 
construction, quality control, inspection, and operation 
and maintenance of civil and other engineering projects 
[21–23]. Surveying has a wide engineering professional 
practice, which provides high-accuracy topographic 
maps as one of the main activities. Technological 
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advances related to surveying and mapping have been 
rapid over the past decades, especially in digital terrain 
modeling. However, cost and time-consumption are 
common limitations in conventional methods [11, 24, 
25]. In physical surveying using the conventional 
methods, each individual point is surveyed in a 
subjective manner in which professional engineering 
surveyors with sufficient geomorphological knowledge 
determine where to be measured to get accurate 
interpolation. The decision on the number and location 
of points for an accurate representation of topography 
using traditional methods highly depends on the 
surveyor's skill. Although highly detailed topographical 
surveys using physical surveying techniques are 
possible, these methods are subjective, costly, and 
extremely time-consuming. 

Structure from motion is one of the most recent and 
important developments in digital surveying [5, 6, 26, 
27]. With the advances in computer vision, the 
combination of digital technology and SfM has 
revolutionized the photogrammetry field. Motion-based 
reconstruction was first introduced by Ullman [28] in the 
late 1970s. SfM became more popular with the 
development of computer vision algorithms in the 2000s 
[29–33]. These techniques are used to reconstruct high-
quality 3D structures from a range of 2D 
photogrammetric images. The SfM-MVS algorithms 
produce true color 3D dense point clouds, which are 
quite comparable to those of laser scanning surveys. 
Unlike classic aerial stereophotogrammetry, which 
requires careful flight planning and camera pre-
calibration [34], UAS-based SfM (UAS-SfM) provides 
simplicity in data acquisition and image processing 
without the need for comprehensive planning or camera 
calibration [2]. Today, photogrammetric software 
packages with high computational power are available 
that can process hundreds of images simultaneously and 
extract 3D surface information using feature detection 
and matching algorithms. With these developments, 
using a lightweight UAV and a digital non-metric camera, 
unprecedented high-resolution 3D elevation models can 
be generated, which are comparable in scale and 
accuracy to that of terrestrial laser scanner (TLS), 
airborne laser scanner, and conventional 
photogrammetric approaches [3, 5]. In addition to 
achieving more detailed 3D models than traditional 
photogrammetry methods, SfM-MVS can reduce 
processing efforts by about 3-6 times [35]. However, in 
UAS-based surveys, some influential parameters such as 
the number and distribution of GCPs, flight height, and 
image overlap can significantly affect the mapping 
accuracy. 

To overcome the limitation of traditional surveying 
techniques, and to obtain rapid and cost-effective data, 
the application of UAS-SfM has been the subject of many 
studies in recent years [10, 11, 36–45]. Very high spatial 
and temporal resolution images can be provided by 
combining UAS data and remote sensing techniques. 
UAVs have distinguished advantages over satellites and 
human-crewed aircraft, such as higher spatial and 
temporal resolution, lower cost, availability, rapid data 
acquisition, and operational flexibility [3, 7, 46–48]. 

Furthermore, accessibility is a challenging issue in 
terrestrial surveys where neither TLS nor ground 
photogrammetry is a practical option. Terrestrial 
surveys for generating 3D models are quite challenging 
in many situations, for example, in hazardous areas, 
steep and narrow valleys, and buildings with slanted 
roofs. UAS photogrammetry is the solution for such 
problems; therefore, UAS-SfM can be considered as an 
effective alternative to traditional photogrammetry.  

In engineering works, data accuracy is the most 
important concern that should be within acceptable 
limits; hence, accuracy assessment is crucial. Recently, 
many studies have been conducted to assess the ability 
of UAS-SfM as an alternative to conventional survey 
methods. However, each quantitative validation study is 
different from another due to variations in method, 
platform, camera, survey scale, terrain, comparison 
method, and software used for processing. Although 
many studies have focused on the influence of GCP 
number and distribution on the accuracy of UAS-SfM 
products, only a few studies have analyzed the 
relationship between errors and their distance from the 
nearest GCP. For example, Ruzgienė et al. [49] examined 
the accuracy of UAS-SfM-derived DSM; they indicated 
that the accuracy and quality of DSM mainly depend on 
sensor resolution, flight height, image overlap, and GCP 
number and accuracy. The authors reported that by 
adding 5 more GCPs to a cluster of 5 GCPs, the DSM 
vertical accuracy improved by 1.5 cm. Long et al. [50] 
stated that a correlation exists between the number of 
GCPs and the vertical accuracy; the higher the number of 
GCPs, the higher the accuracy. Gerke and Przybilla [51] 
studied direct and indirect georeferencing in the UAS-
based survey. As a result of their analysis, the RTK based 
UAS survey achieved a vertical accuracy of up to 10 cm, 
while by adding the cross flight data, the accuracy 
improved to 5 cm, and adding GCPs greatly contributed 
to the accuracy. Agüera-Vega et al. [11] conducted a 
study on 60 photogrammetric projects by utilizing a 
rotary-wing UAS and a non-metric camera. In their 
analyses, the most accurate results were achieved from 5 
to 10 GCPs, which from 50 m flight height, they obtained 
vertical accuracy of 5 cm. Unlike other studies, Tonkin 
and Midgley [52] obtained high DSM accuracy using just 
4 GCPs. The researchers produced DSMs from UAV 
images applying a varying number of GCPs (3-101) to 
study the relation between the number and placement of 
GCPs. The authors stated that for all DSMs, the vertical 
error was less than 20 cm. Their results revealed 
improvements in DSM quality where four and more 
number of GCPs were used; however, the difference in 
vertical error between the DSM produced using 4 GCPs 
(6.4 cm) and the DSM generated by applying 101 GCPs 
(5.9 cm) was 0.5 cm. The results indicated that the 
distribution of GCPs is important because vertical error 
increased as the study points moved away from the GCP 
cluster. Coveney and Roberts [38] used a fixed-wing UAS 
with a camera on-board to generate a DEM of an urban 
area, including a river. The authors investigated the 
influence of 0 to 61 GCPs in various projects, and as a 
result, they concluded that using 1 GCP per every 2 ha is 
sufficient for UAS-based mapping, and no significant 
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improvements were observed using more than 15 GCPs. 
Oniga et al. [53] reported that from the images obtained 
from lower heights (~30 m), using 1 GCP per 200 square 
meters, 3D data can be produced at the level of 1 to 2 cm. 
Sanz-Ablanedo et al. [44] analyzed the role of the number 
and location of GCPs on the geometrical accuracy of DSM. 
They found that accuracy was greatly improved using 4 
GCPs per hundred photos, which made it possible to 
achieve horizontal accuracy of the same as ground 
sampling distance (GSD) and vertical accuracy of ±1.5 × 
GSD. Using fewer GCPs (1 GCP per hundred photos) 
degraded both horizontal and vertical accuracies to ±4 × 
GSD and ±5 × GSD, respectively. Martinez-Carricondo et 
al. [2] evaluated the accuracy of UAS-based mapping by 
focusing on the variation of GCPs. They concluded that 
GCPs should be placed at the edge of the study area to 
achieve optimal planimetric results. However, this 
configuration did not increase the vertical accuracy. The 
best results were obtained by stratified and dense 
distribution of GCPs within the study area, which 
resulted in horizontal and vertical accuracy of 3.5 and 4.8 
cm. In the literature, the GCP and accuracy correlation 
has not been investigated conclusively; thus, it requires a 
thorough statistical analysis. Given the sensitivity of the 
information obtained from UAS-based mapping, and the 
variation in the accuracy achieved in the literature, in-
depth studies are needed to find the influential 
parameters and evaluate the accuracy of UAS-SfM in 
surveying applications. 

The main objective of this study was to analyze the 
influence of flight height and GCP distribution on the 
geometric accuracy of UAS-SfM-derived DSMs and 

orthoimages, and to evaluates the accuracy of UAS-based 
surveying by conducting field surveys using a fixed-wing 
UAS, RTK GNSS, and total station. Analyses were 
conducted to find the impact of distance from GCPs on 
planimetric and vertical accuracy. Evaluation of the 
achieved accuracies was made based on the American 
Society for Photogrammetry and Remote Sensing 
(ASPRS) positional accuracy standard for digital 
geospatial data. In addition, the contribution of cross 
flight on bundle adjustment was investigated empirically 
by performing a combined photogrammetric image 
processing. The research also presents a comparison of 
the accuracy and performance of three SfM software 
packages, namely Agisoft PhotoScan, Pix4Dmapper, and 
3Dsurvey in the DSM reconstruction from the same sets 
of UAV images with optimal image processing 
parameters. 

 
2. Materials and method 

 
2.1. Study area and data acquisition  
 

Eskisehir Technical University Iki Eylul campus was 
selected as the study area (Figure 1). The campus is 
located at 39° 48' 57.4" latitude and 30° 31' 55.4" 
longitude in the Tepebasi district of Eskisehir, Türkiye. 
The study area covers approximately 35 hectares of the 
campus, which comprises roads, parking lots, and 
vegetation. The purpose of adopting the campus as the 
study area was the presence of vegetated and non-
vegetated land cover as well as the ease of obtaining 
licenses for conducting several close-range flights. 

 

 
Figure 1. Study area: Eskisehir Technical University Campus. 

 
Project planning is the first and most important step 

in photogrammetric projects to be carried out 
extensively. In a particular photogrammetric project, 

various products can be developed, the final decision on 
the selection of products, scale, and accuracy is made 
according to the project requirements. To achieve the 
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aim of the study, two nadir image acquisition plans were 
designed to be surveyed using senseFly fixed-wing UAS 
at average flight heights of 100 and 170 m Above Ground 
Level (AGL), and 80% and 70%, frontal and 70% and 
65% side overlaps to achieve 2.5 and 4.0 cm GSDs, 
respectively. 

According to the new ASPRS standard [54], the GSD of 
the source imagery should be two times higher or at least 
equal to the required accuracy. Based on ASPRS Root 
Mean Square Error (RMSE) accuracy metric, for 
planimetric works, an accuracy of 1 × GSD is 
recommended that can be used in the highest accuracy 
works, 2 × GSD is suitable for standard mapping and GIS 
tasks, and 3 × GSD and greater is not recommended for 
measurements, yet can be used for visualization and less 
accurate estimations. As per ASPRS, the vertical accuracy 
(non-vegetated) for Class 1 is 1 cm, for Class 2 is 2.5 cm, 
and for Classes 3 and 4 are 5 and 10 cm, respectively. A 
fixed-wing UAS covers larger areas by flying at higher 
altitudes, which considerably reduces the processing 
time; thus, it is more suitable for surveys of larger areas. 
Considering this, 2.5 cm and 4 cm GSDs were selected for 
vertical aerial surveys, which accordingly, the flight 
altitudes were determined (100 m and 170 m, 
respectively). Figure 2 illustrates the overall workflow of 
the methods adopted in this study. 

SenseFly eBee Plus fixed-wing UAS was used for 
photogrammetric image acquisition. The UAS has an 
onboard GNSS receiver with optional RTK/PPK 
functionality that is used for navigation and image 
geotagging. The supplied payload sensor used in this 
study is a compact 20-megapixel high-resolution SODA 
RGB camera. The SODA camera is specially developed for 
UAS photogrammetric works. This camera has a 13.2 x 
8.8 mm sensor size, 10.6 mm focal length, and 5472 x 
3648-pixel RGB resolution. The area of interest was 
defined, and flight paths were designed on an aerial map 
in eMotion 3 flight and data management software. By 
defining the survey area, ground sampling distance, and 
image longitudinal and side overlaps, the flight speed 
was set, and flights were carried out according to the 
flight path in automatic navigation mode. In the image 
acquisition process, an operator was responsible for 
monitoring the take-off and landing, the battery status, 
the connection between the UAV and ground control 
system (via a computer stationed at the operating 
station) for ensuring that the drone is on its designed 
pathway. Photogrammetric flights at two flight heights 
were conducted to determine the influence of flight 
height on the accuracy of products as well as to assess the 
accuracy of cross flight data in a combined image 
processing. The photogrammetric characteristics of both 
flights are shown in the following Table 1. 

JAVAD TRIUMPH-1 dual-frequency GNSS receiver 
was used for the RTK measurements of GCPs and 
checkpoints. This geodetic instrument has ±1 cm +1 ppm 
horizontal and ±1.5 cm +1 ppm vertical accuracy, as 
stated in the manufacturer's specifications. RTK DGNSS 
technique usually provides high positioning, and the best 
results can be achieved if the distance to the nearest base 
station is within 10 km. Since the distance from the study 
area to the base station is about 9 km, using RTCM (Radio 

Technical Commission for Maritime Services) and FKP 
(Flaechen-Korrektur-Parameter) standards, it is possible 
to achieve vertical and horizontal accuracy within 2 cm. 
Trimble M3 total station was used for validating GNSS 
RTK measurement and GCP network adjustment. 
Trimble M3 has angle measurement accuracy of 2" and 2 
mm ±2 ppm distance measurement accuracy. This 
instrument has the ability of reflectorless measurements 
of inaccessible points. Figure 3 illustrates the equipment 
used in this study. 

 
Table 1. Flight and data acquisition parameters 

Parameter Value 

 Height above ground level 100 m 170 m 
Average flight speed 12.32 m·s-1 11.53 m·s-1 

Flight GNSS mode Standalone Standalone 
Number of strips 13 9 

Distance between strips 39 m 66 m 
Distance between images (Base) 17 m 51 m 

Ground resolution 2.5 cm·px-1 4 cm·px-1 
Single image ground coverage 129 x 86 m 219 x 146 m 

Number of images 548 155 
Forward overlap 80% 70% 

Side overlap 70% 65% 

 
GCPs and CPs were marked on the ground and 

measured accurately using GNSS with differential 
corrections in real-time kinematic (RTK) mode by 
connecting to the nearest Continuous Operating 
Reference Station (CORS). The GCP network was then 
adjusted using TS measurements. Accurate 
measurement of the 3D coordinates of GCPs and marking 
them during the image processing is a time-consuming 
task, and in challenging terrain, it is difficult to measure 
a large number of GCPs. According to the literature, in 
small areas, 5-15 number of GCPs can provide optimum 
results [11, 55]. Hence, in this study, two GCP clusters (5 
and 10) were used to analyze their influence on the 
accuracy of DSM and orthomosaic. To examine the 
influence of GCP distribution on the accuracy, and to find 
the relationship between the vertical accuracy and the 
distance to the nearest GCP, the positions of 5 GCPs were 
selected in a way that some checkpoints were outside the 
GCP polygon. To minimize the distance between the 
checkpoints and the nearest GCPs, a set of 10 GCPs were 
formed by adding 5 additional GCPs to the cluster. Figure 
4 shows ground control points and checkpoints on 
vegetated and non-vegetated test areas. GCPs 1-5 were 
used for the 5 GCP scheme, and for the 10 GCP layout, 
GCPs from 1-10 were used. 

Ground control points are points with known spatial 
coordinates marked on the ground. These points are 
measured precisely by terrestrial survey methods such 
as Differential Global Navigation Satellite System 
(DGNSS) or total station (TS). GCPs are used for image 
georeferencing, which includes scale calculation, 
orientation, and transforming positions to a desired 
coordinate system [56, 57]. Ground control points can 
serve as adjustment points or checkpoints (CPs) for 
accuracy validation of the final product. GCPs are usually 
marked on a flat surface and evenly distributed within 
the study area to be visible in at least two images. The 
number and location of GCPs used to scale a 
photogrammetric model have a significant impact on the 
mean error and error distribution within the model [11].  
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Figure 2. Overall workflow of the methods used in this research. In the SfM image processing section, the left side of 
the diagram illustrates input data, and the right side shows the generated models, from top to bottom: sparse point 

cloud, dense point cloud, mesh, DSM, and orthomosaic. 
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Figure 3. Equipment used in the study: (a) SenseFly eBee Plus with its ground control system used as the 

photogrammetric platform, and (b and c) GNSS, and TS used as terrestrial measurement instruments, respectively. 
 

 
Figure 4. Ground control points and checkpoint. 

 
The number of GCPs depends on the area extent and 

terrain height difference; the greater the variation, the 
higher the number of GCPs are required to increase the 
absolute accuracy [50, 57]. However, using a higher 

number of GCPs (i.e., more than 10) in small areas does 
not significantly contribute to higher accuracy; 
practically, 5 to 10 GCPs are sufficient [51, 52, 57]. 
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 Acquired images can be georeferenced directly 
during the flight or during data processing. If a UAV is 
equipped with an RTK (Real-Time Kinematic) GPS 
receiver, this allows images to be directly georeferenced. 
However, if the data-link connection with the base 
station is interrupted, the real-time corrections for 
camera positions will also be affected. The signal 
interruption will lead to uncertainties that can be 
improved by using GCPs. Even if the UAV is equipped 
with a non-RTK ordinary GPS receiver, this will capture 
georeferenced images with enough metric accuracy to 
adjust the image bundles and produce maps for 
emergency response [7]. In the bundle adjustment 
process based on non-linear least-squares minimization, 
at least three GCPs are required, which are treated as 
weighted observations in the least-square minimization 
[7, 34]. The least-square minimization approach reduces 
possible deformations and systematic errors of the image 
block, which leads to the correct estimation of 3D 
structures [7]. For validating the processing accuracy, 
checkpoints with known 3D coordinates are used in the 
process of defining GCPs. When GCPs are defined as CPs, 
they are not included in the computation of bundle block 
adjustments, but the software uses these points to find 
the difference between the interpolated surface 
coordinates and the actual points to determine the 
accuracy of the adjustment. 

All measurements were performed in Universal 
Transverse Mercator (UTM) coordinate system, where 
the World Geodetic System 1984 (WGS 84) reference 
ellipsoid is the horizontal datum, and as the vertical 
datum, the Earth Gravitational Model 1996 (EGM96) was 
selected. A minimum of 6 GPS and 5 GLONASS satellites 
above 15 degrees in elevation were maintained in all 
measurements. During the fieldwork, by maintaining a 
higher number of satellites, PDOP (Position Dilution of 
Precision) values were in the range of 2.0 to 4.0, 
indicating the appropriate satellite geometry. 

 
2.2. SfM photogrammetry-based image processing 

 

To generate photogrammetric products from UAS 
images, image processing was carried out in 
photogrammetric software packages, which are 
developed based on computer vision and structure from 
motion algorithms. The process of image matching, 
aligning, and bundle block adjustment was performed in 
SfM software. Exterior orientation parameters were 
determined by software in the process of aerial 
triangulation, which is based on least square accurate 
mathematical models. As a result, three-dimensional 
structures were obtained from two-dimensional image 
sequences using the SfM-MVS method. By performing 
computations in software packages, the following 
products were generated from images of UAS: 3D dense 
point clouds, triangulated mesh surfaces, orthomosaics, 
and digital elevation models (DSMs and DTMs). 

A total of 16 photogrammetric projects (with 
different flight heights and GCP configuration) were 
processed using three different commercial 
photogrammetric 3D reconstruction software packages, 
namely Agisoft PhotoScan Professional version 1.4.3 
[56], Pix4Dmapper version 4.3.31 [57], and 3Dsurvey 

version 2.7.0 [58]. The purpose of processing in different 
software packages was to analyze, compare, and evaluate 
the influence of computer applications on the accuracy of 
products. In order to obtain similar products, in the 
workflow of all the three software packages, full keypoint 
extraction and optimal processing options were adopted. 
Although extremely high processing options are 
available, they are not recommended for mapping 
purposes of large data. The SfM-MVS workflow 
implemented in Agisoft PhotoScan is summarized in the 
following paragraphs. The specifics of this workflow 
slightly vary in the three software packages, but a clear 
commonality exists. Image processing was performed in 
the following steps. 

In the first step, the project was created, the reference 
coordinate system was chosen, and the images along 
with their EXIF metadata, including intrinsic camera 
parameters, were imported in the project workspace. In 
the next step, the images were aligned by identifying and 
matching features between overlapping images. The 
alignment step in PhotoScan comprises three phases. 
First, features (keypoints) are detected by applying a 
feature detection algorithm. After locating keypoints in 
neighboring images, matching keypoints are identified, 
and inconsistent matches are removed. In the third stage, 
3D geometry of the scene and camera parameters (focal 
length, radial lens distortions, and positions of the 
principal point) are solved simultaneously using a 
bundle-adjustment algorithm. In the alignment step, the 
accuracy was set to “high”, and limits were not specified 
for the key point and tie point parameters because 
defining an upper limit for these parameters may cause 
missing in some parts of the point cloud model and affect 
the comparison with the other software. At this stage, 
which is the crucial step in the SfM workflow, the camera 
position and orientation corresponding to each photo 
were estimated, and a sparse point cloud model was 
generated. 

After generating the sparse point cloud, the points 
with the highest reprojection error were removed using 
the gradual selection option. For generating accurately 
georeferenced products, 3D coordinates of GCPs were 
imported, and each was marked manually on visible 
photos. Subsequently, the camera alignment was 
optimized using the GCPs. To achieve higher accuracy, an 
optimization process must be performed; this process 
calculates camera external and internal parameters and 
corrects the probable image distortions like the bowl 
effect [56]. The RMSE of bundle adjustment was under 
2.5 cm. 

Once the camera parameters and the geometry of the 
output sparse point cloud were optimized, a dense point 
cloud was generated by applying MVS image matching 
algorithms, which are based on the estimated camera 
positions and the calculated depth information [56]. The 
depth filtering algorithm was used to filter out the 
erroneous points in the process of dense point cloud 
generation. This stage, which requires a longer time for 
processing (depends on the computer processor and 
RAM), resulted in a highly detailed 3D point cloud. The 
dense point cloud can be modified and classified prior to 
exporting or proceeding to the next step. 
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Following the above step, a 3D polygonal mesh model 
was generated based on the dense point cloud data and 
interpolation between points. Subsequently, the texture 
was built and applied to the mesh model. Polygonal mesh 
models can be exported in many formats with 
significantly less data size compared to point clouds. 
However, generating mesh models are optional and can 
be skipped, and the digital surface model (DSM) can be 
produced directly following dense cloud generation.  

Subsequently, the DSM was generated from the dense 
point clouds. DSM can be generated and rasterized from 
a sparse point cloud, dense point cloud, or mesh model in 
geographic or planar projection. Since the dense point 
cloud yields more accurate results, the digital surface 
model was generated based on the whole dense point 
cloud data. The three utilized software packages use 
noise filtering algorithms for the DSM generation. To 
generate the DTM of the study area, the dense point cloud 
was first classified into ground and non-ground classes 
using the automatic and semi-automatic classification 
algorithms. 

For generating high-resolution orthorectified images 
of the study area, orthomosaics were generated based on 
the input photos and constructed DSM at 4.0 and 2.5 cm 
resolutions. Orthorectification can be done based on the 
DSM or mesh model. The orthorectification process 
removes the image perspective effects (i.e., tilt, terrain 
distortions) and creates orthomosaic, which is 
planimetrically correct. The abovementioned 
photogrammetric products generated using PhotoScan 
are illustrated in Figure 2. Additionally, a combined 
image processing was performed using the images of 
both flights to study the contribution of integrated image 
processing on the accuracy of models. Finally, the 
generated orthomosaics and elevation models were 
exported to raster format for further analysis. 

The processing was performed using a workstation 
computer with Windows 10 Professional 64-bit 
operating system, 3.4 GHz Intel processor, and 128 GB 
RAM. The total processing time for one project was about 
2 hours for PhotoScan and Pix4Dmapper, and 
approximately 10 hours for 3Dsurvey. For comparing the 
processing time, the same number of images were 
processed using a PC with a 3.6 GHz processor and 32 GB 
RAM. With this system, the processing time for 
PhotoScan as well as Pix4Dmapper was about 6 hours, 
and for 3Dsurvey, it took about 20 hours. 

 
2.3.  Accuracy assessment 

 
To achieve the aim of the research, comparative 

absolute and relative accuracy assessment between the 
derived data and the accurate field measurements was 
performed. The absolute accuracy assessment in this 
research is based on CPs that had been accurately 
measured using ground-based survey methods and had 
not been involved in the least-squares bundle adjustment 
and orientation calculation process. The relative 
accuracy assessment deals with the inter-relational 
performance of different methods.  

Accuracy evaluation was performed based on RMSE 
because this is the most common metric used in 

geospatial accuracy analysis, and the new ASPRS 
standard was also presented in this metric. The errors in 
RMSE are squared before averaging; therefore, it gives 
relatively higher weights to large errors. With this in 
mind, it is better to use the RMSE rather than the mean 
absolute error (MAE) in such studies. In surveying, RMSE 
is often preferred to avoid undesirable large errors [2, 11, 
59]. 

Since errors in UAS-SfM-based surveying usually 
occur in elevations and vertical uncertainty is the 
primary concern in the literature, this research mainly 
focuses on vertical accuracy. For vertical accuracy 
assessment, two sets of CPs (vegetated and non-
vegetated) were measured directly on the ground 
without marking them. A total of 200 CPs (located within 
and outside of GCP polygons) were surveyed, 100 of 
which are located in vegetated and 100 in non-vegetated 
terrain. From the 100 CPs located on the bare surface, 7 
of them were marked on the ground and used for 
horizontal and vertical accuracy assessment, and the rest 
(unmarked) were used for only vertical accuracy 
assessment. Accuracy analysis was performed separately 
on the bare surface and vegetated landcover. Although 
photogrammetric software packages calculate and 
provide the horizontal and vertical accuracy assessment 
report based on the identified GCPs and CPs, the reports 
cannot satisfy the user. Therefore, the accuracy analysis 
and evaluation of the products were performed from the 
end user’s point of view.  

Linear RMSE of each coordinate, Easting (X), Northing 
(Y), and elevation (Z), as well as the horizontal (XY), was 
calculated for each marked checkpoint. Horizontal 
accuracy assessment was performed on orthomosaics, 
and then by comparing the coordinates to the actual 
surveyed (GNSS) coordinates, RMS errors (RMSEX, 
RMSEY, and RMSEXY) were calculated using the 
Equation 1 and 2 [2, 11, 54]: 
 

𝑅𝑀𝑆𝐸𝑋 = √
∑ (𝑋𝑂𝑖 − 𝑋𝐺𝑁𝑆𝑆𝑖)

2𝑛
𝑖=1

𝑛
 (1) 

  

𝑅𝑀𝑆𝐸𝑌 = √
∑ (𝑌𝑂𝑖 − 𝑌𝐺𝑁𝑆𝑆𝑖)

2𝑛
𝑖=1

𝑛
 (2) 

 
where 𝑛 is the number of tested CPs; 𝑋𝑂𝑖 and 𝑌𝑂𝑖  are 

X and Y coordinates measured in the orthomosaic for the 
ith CP; 𝑋𝐺𝑁𝑆𝑆𝑖 and 𝑌𝐺𝑁𝑆𝑆𝑖 are 𝑋 and 𝑌 coordinates 
measured with the use of RTK GNSS for the ith CP 
(Equation 3). 

 

𝑅𝑀𝑆𝐸𝑋𝑌 = √𝑅𝑀𝑆𝐸𝑋
2 + 𝑅𝑀𝑆𝐸𝑌

2 (3) 

 
For the seven check points, vertical accuracy was 

calculated in two methods. In the first method, the 
horizontal positions of CPs were considered from the 
orthomosaic, and the height value was derived from the 
grid DSM, and by comparing to the GNSS measurements, 
𝑅𝑀𝑆𝐸𝑍𝑂was calculated (Equation 4). 
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𝑅𝑀𝑆𝐸𝑍𝑂 = √
∑ (𝑍𝑂𝑖 − 𝑍𝐺𝑁𝑆𝑆𝑖)

2𝑛
𝑖=1

𝑛
 (4) 

 
where 𝑍𝑂𝑖 is the elevation in the ith CP obtained from 

the DSM, considering its X and Y coordinates measured 
on the orthomosaic; 𝑍𝐺𝑁𝑆𝑆𝑖 is the Z coordinate of the ith 
CP measured with the GNSS. 

This approach was adopted as it would be the process 
that a user would determine the elevation of a point 
identified on the orthomosaic. However, to some extent, 
the above method mitigates the effect of horizontal 
errors. Therefore, the second method used to assess the 
vertical accuracy was to calculate the elevation 
difference between DSM and GNSS measurements, while 
the horizontal positions of CPs were considered directly 
from the GNSS measurements. In the second method, the 
RMSEZD was calculated as using Equation 5, which the 
errors of all vegetated and non-vegetated unmarked CPs 
were also calculated using this method. 

 

𝑅𝑀𝑆𝐸𝑍𝐷 = √
∑ (𝑍𝐷𝑖 − 𝑍𝐺𝑁𝑆𝑆𝑖)

2𝑛
𝑖=1

𝑛
 (5) 

 
where 𝑍𝐷𝑖 is the elevation in the ith CP, derived from 

the DSM, while its X and Y coordinates, measured with 
the GNSS; and 𝑍𝐺𝑁𝑆𝑆𝑖 is the 𝑍 coordinate of the ith CP 
surveyed with the GNSS.  

The vertical RMS errors of all vegetated and non-
vegetated 200 unmarked CPs were calculated using the 
second method. Following the calculations, accuracy 
tables were prepared, and relative frequency histograms 
of error distribution and scatter plots of elevations were 
plotted to analyze the correlation and linear association 

between different survey methods. The R programming 
language was used to analyze and plot not only the 
histograms and linear regression models, but also the 
correlation matrices, including distribution histograms 
along with the fitted normal density curves, bivariate 
scatter plots containing a fitted regression model, 
correlation ellipses, and correlation coefficient values to 
provide a statistical presentation of data. The charts 
plotted in R, significantly facilitate the pairwise 
comparisons. Finally, the obtained accuracies were 
compared with the ASPRS [54] positional accuracy 
standard for digital geospatial data. 

 

3. Results and discussion 
 

3.1. Absolute accuracy analysis and evaluation of 
results 

 
Several factors influence the accuracy of a DSM 

derived from UAS images, such as flight height, distance 
to the nearest GCP, image overlap, topography, surface 
structure, and varying contrast in images [11, 52, 60–66]. 
In this study, the first two factors were investigated. The 
following sections present the results of horizontal and 
vertical accuracy assessment of CPs calculated based on 
RMSE equations discussed in Section 2.3. 

 
3.1.1. Horizontal and vertical accuracy assessment 

based on marked CPs 
 

Horizontal errors of orthomosaics in the X direction, 
Y direction, and radial direction (XY) were calculated for 
all projects based on 7 marked CPs. The error statistics of 
one project are given as an example in Table 2. Complete 
tables are given in the Table 3-6. 

 
Table 2. Horizontal and vertical error statistics of orthomosaics and DSMs derived from 170 m AGL nadir images, 

processed with 10 GCPs and assessed with 7 GNSS CPs. All values are in meters. 

 PhotoScan Pix4Dmapper 3Dsurvey 

 X Y ZO ZD X Y ZO ZD X Y ZO ZD 

Min -0.007 -0.029 -0.016 -0.016 -0.043 -0.014 -0.033 -0.034 -0.029 -0.015 -0.134 -0.134 
Max 0.053 0.021 0.108 0.108 0.048 0.068 0.068 0.068 0.018 0.074 0.107 0.107 

Mean 0.010 -0.005 0.040 0.040 0.011 0.014 0.027 0.026 0.004 0.025 -0.055 -0.055 
MAE 0.014 0.018 0.045 0.044 0.027 0.020 0.036 0.036 0.012 0.032 0.086 0.085 

RMSE 0.022 0.020 0.054 0.053 0.031 0.030 0.040 0.040 0.015 0.042 0.092 0.092 
RMSEXY 0.029 0.044 0.045 
RMSEXYZ 0.061 0.059 0.102 

 
Table 3. Horizontal and vertical error statistics of orthomosaics and DSMs derived from 100 m AGL nadir images, 

processed with 5 GCPs and assessed with 7 GNSS CPs. All values are in meters. 

 PhotoScan Pix4Dmapper 3Dsurvey 

 X Y ZO ZD X Y ZO ZD X Y ZO ZD 

Min -0.018 0.006 -0.216 -0.222 -0.018 0.009 -0.151 -0.151 -0.053 0.023 -0.088 -0.108 

Max 0.030 0.052 0.157 0.157 0.037 0.051 0.100 0.099 0.052 0.166 0.123 0.123 

Mean 0.005 0.018 -0.023 -0.024 0.004 0.024 -0.003 -0.004 0.012 0.078 -0.014 -0.025 

MAE 0.017 0.018 0.098 0.097 0.014 0.024 0.083 0.081 0.040 0.078 0.075 0.070 

RMSE 0.018 0.023 0.125 0.125 0.018 0.028 0.096 0.095 0.042 0.093 0.079 0.076 

RMSEXY 0.029 0.033 0.102 

RMSEXYZ 0.128 0.101 0.129 
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Table 4. Horizontal and vertical error statistics of orthomosaics and DSMs derived from 100 m AGL nadir images, 
processed with 10 GCPs and assessed with 7 GNSS CPs. All values are in meters. 

 PhotoScan Pix4Dmapper 3Dsurvey 

 X Y ZO ZD X Y ZO ZD X Y ZO ZD 

Min -0.008 -0.015 -0.151 -0.146 -0.013 -0.029 -0.024 -0.024 -0.038 -0.027 -0.139 -0.139 

Max 0.038 0.087 0.008 0.003 0.034 0.056 0.076 0.075 0.016 0.060 0.190 0.190 

Mean 0.007 0.022 -0.053 -0.056 0.006 0.016 0.020 0.019 -0.005 0.025 -0.018 -0.018 

MAE 0.011 0.027 0.055 0.056 0.012 0.032 0.038 0.037 0.014 0.033 0.086 0.086 

RMSE 0.016 0.036 0.073 0.073 0.016 0.036 0.046 0.045 0.019 0.040 0.104 0.104 

RMSEXY 0.040 0.039 0.044 

RMSEXYZ 0.083 0.060 0.113 

 
Table 5. Horizontal and vertical error statistics of orthomosaics and DSMs derived from 170 m AGL nadir images, 

processed with 5 GCPs and assessed with 7 GNSS CPs. All values are in meters. 

 PhotoScan Pix4Dmapper 3Dsurvey 

 X Y ZO ZD X Y ZO ZD X Y ZO ZD 

Min -0.020 -0.014 -0.138 -0.138 -0.036 -0.017 -0.172 -0.175 -0.036 0.003 -0.268 -0.268 

Max 0.030 0.013 0.027 0.027 0.070 0.093 0.071 0.071 0.137 0.099 0.055 0.055 

Mean 0.005 0.002 -0.055 -0.055 0.008 0.035 -0.017 -0.019 0.017 0.052 -0.083 -0.081 

MAE 0.015 0.011 0.063 0.063 0.021 0.040 0.070 0.071 0.047 0.052 0.105 0.102 

RMSE 0.017 0.011 0.074 0.075 0.032 0.048 0.085 0.087 0.062 0.064 0.139 0.138 

RMSEXY 0.020 0.058 0.089 

RMSEXYZ 0.077 0.103 0.165 

 
Table 6. Horizontal and vertical error statistics of orthomosaics and DSMs derived from the merged process of 100 and 

170 m AGL nadir images and assessed with 7 GNSS CPs in Photoscan. All values are in meters. 

 X Y ZO ZD 

Min -0.013 -0.006 -0.086 -0.086 

Max 0.037 0.054 0.029 0.029 

Mean 0.002 0.019 -0.025 -0.025 

MAE 0.013 0.021 0.037 0.036 

RMSE 0.016 0.027 0.047 0.047 

RMSEXY 0.032   

RMSEXYZ 0.057  

 
The results showed that horizontal accuracy was not 

affected by flight height; however, it was significantly 
affected by the number and distribution of GCPs. The 
results of Pix4Dmapper and 3Dsurvey showed that 
accuracy was improved by increasing the number of 
GCPs. Nevertheless, by increasing the number of GCPs, no 
improvement was observed in the horizontal accuracy of 
the results processed by PhotoScan. The maximum 
horizontal and vertical errors indicate the error of points 
outside of GCP polygon. Since the results show that the 
horizontal errors are in the level of 1-1.5 × GSD, the 
values of ZO and ZD in the above table demonstrate that 
vertical accuracy was not affected by the horizontal 
error. 

To summarize the horizontal accuracy of PhotoScan, 
from both flight heights, orthomosaics were produced 
with RMSEX and RMSEY of ~2 cm, and horizontal 
accuracy (RMSEXY) of ~3 cm. According to the American 
Society for Photogrammetry and Remote Sensing 
(ASPRS) positional accuracy standards for digital 
geospatial data [54], the horizontal accuracy obtained 
from the images of 100 m AGL with 2.5 cm GSD meets the 
ASPRS 2014 standard horizontal accuracy class RMSEx 
and RMSEY of 2.5 cm and RMSEr (the horizontal linear 
RMSE) of 3.5 cm for normal error distribution. The 

RMSEXY matches 6.1 cm accuracy at 95% confidence 
level. According to Class 1 of the legacy ASPRS map 
standard 1990 [67], the equivalent map scale for the 
achieved horizontal accuracy is 1:100. Similarly, the 
horizontal accuracy achieved from the images of 170 m 
AGL with 4.0 cm GSD meets the ASPRS 2014 standard 
horizontal accuracy class RMSEX and RMSEY of 5.0 cm 
and RMSEr of 7.1 cm for normal error distribution, and 
the horizontal accuracy at 95% confidence level is 12.2 
cm. Referring to Class 1 of ASPRS 1990, the 
corresponding map scale for the achieved horizontal 
accuracy is 1:200.  

The achieved horizontal accuracies in this study agree 
with the findings of Agüera-Vega et al. [11]; Bennassi et 
al. [68]; Cryderman et al. [69]; Fernández et al. [40]; 
Gerke & Przybilla [51]; Gindraux [62]; Gonçalves & 
Henriques [47]; Jaud et al. [59]; Martínez-Carricondo et 
al. [2]; Rehak & Skaloud [70]; Reshetyuk & Mårtensson 
[55]; Whitehead & Hugenholtz,[71]; and Wierzbicki et al. 
[72]. However, some studies achieved lower accuracy 
from closer ranges. For instance, from a flight height of 
about 50 m AGL, Pérez et al. [73] and Lucieer et al. [41] 
obtained RMSEXY of 7.2 and 7.0 cm, respectively. 
Similarly, Coveney and Roberts [38] obtained RMSEXY of 
7.6 cm from 90 m height AGL. Sanz-Ablanedo et al. [44] 
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and Hill [74] achieved horizontal accuracy of 8.6 and 10 
cm, respectively. Hastaoğlu et al. [75, 76] achieved 
horizontal accuracy of 1-2 × GSD in their studies. 

The double block combined processing of the images 
taken from the cross flights (100 and 170 m heights AGL 
processed with 5 GCP) showed remarkable 3D accuracy 
improvement (~2 cm). Nevertheless, horizontal 
accuracy was not improved significantly. PhotoScan 
outperformed both Pix4Dmapper and 3Dsurvey in 
horizontal accuracy. It is worth to mention that vertical 
accuracy evaluation based on the 7 CPs were performed 
not only to assess the horizontal accuracy but also to find 
the effect of the horizontal error on the vertical accuracy. 
Vertical accuracy (RMSEZD) was evaluated 
comprehensively based on 200 CPs, which is given in the 
following section. 
 

3.1.2. Vertical accuracy assessment based on 200 
unmarked CPs  

 
As discussed in previous sections, according to 

literature, horizontal accuracy is not the main concern in 
UAS-SfM-based surveying. In UAS-SfM-derived DSMs, the 
major errors usually occur in Z values. With this in mind, 
horizontal accuracy was assessed based on 7 CPs, and 
given the importance of elevation in topographic 
mapping, vertical accuracy assessment was performed 
based on 200 CPs in vegetated and non-vegetated areas. 
The vertical accuracy of non-vegetated and vegetated 
land cover was evaluated separately. The results of the 
accuracy assessment and statistical analysis are 
presented in the following sections. The vertical error 
statistics are given in Table 7 and Table 8. 

 
Table 7. Vertical error statistics of DSMs derived from 100 m AGL nadir images, processed with 5 & 10 GCPs, and 

assessed with 100 GNSS CPs. All values are in meters. 
 PhotoScan Pix4Dmapper 3Dsurvey 

 5 GCP 10 GCP 5 GCP 10 GCP 5 GCP 10 GCP 

Min -0.344 -0.165 -0.245 -0.104 -0.190 -0.270 

Max 0.163 0.030 0.123 0.101 0.123 0.222 

Mean -0.004 -0.051 0.011 0.002 -0.059 -0.059 

MAE 0.075 0.053 0.068 0.031 0.076 0.118 

RMSE 0.102 0.066 0.085 0.039 0.091 0.137 

 
Table 8. Vertical error statistics of DSMs derived from 170 m AGL nadir images, processed with 5, 10, and without 

GCPs, and assessed with 100 GNSS CPs. All values are in meters. 
 PhotoScan Pix4Dmapper 3Dsurvey 

 5 GCP 10 GCP without GCP 5 GCP 10 GCP without GCP 5 GCP 10 GCP without GCP 

Min -0.324 -0.080 -1.633 -0.375 -0.302 -1.264 -0.481 -0.190 -1.034 

Max 0.091 0.203 -0.577 0.394 0.330 0.320 0.266 0.107 0.463 

Mean -0.044 0.031 -0.974 0.016 0.031 -0.320 -0.080 -0.042 -0.008 

MAE 0.055 0.048 0.974 0.077 0.050 0.398 0.100 0.071 0.293 

RMSE 0.076 0.059 1.015 0.103 0.071 0.514 0.133 0.084 0.356 

 
Table 7 compares the elevation error statistics of 

DSMs derived from 100 m AGL nadir images processed 
with 5 and 10 GCPs using the three software. The results 
of PhotoScan and Pix4Dmapper clearly showed the 
impact of GCP on the accuracy, where the highest 
elevation accuracy was achieved by Pix4Dmapper (3.9 
cm) and PhotoScan (6.6 cm) using 10 GCPs. 
Georeferencing using 10 GCPs resulted in 3.6 and 4.6 cm 
improvement in accuracy comparing to 5 GCPs. On the 
contrary, in 3Dsurvey, the RMS error increased by 
increasing the number of GCPs. 

As Table 4 demonstrates, the errors in DSMs derived 
from images of 170 m show the same trend for PhotoScan 
and Pix4Dmapper, where vertical accuracy increased by 
doubling the GCP numbers. However, PhotoScan shows 
higher accuracy than Pix4Dmapper. Contrary to 
3Dsurvey's results at 100 m AGL, accuracy was increased 
in the 10 GCP schemes of 170 m AGL; however, it is still 
lower than PhotoScan and Pix4Dmapper. The vertical 
accuracy ranged from 0.356 m to 1.015 m when 
processed without GCP. 

For the ease of interpretation, comparison, and 
correlation analysis, relative frequency histograms of 
errors were plotted in classes of 2 cm interval to compare 
each class to the total number of errors. To measure the 
linear dependence between SfM DSM elevations and the 
validation data of DGNSS, correlation analysis was 
performed based on the Pearson correlation method, 
which is the most common technique for measuring the 
strength of the association between two variables. 
Pairwise matrices were prepared, and correlation 
coefficients were computed. Figure 5 shows relative 
frequency histograms of elevation difference between 
UAS-SfM and DGNSS elevations along with the fitted 
linear regression models for the projects processed with 
5 GCPs. 

For relative accuracy analysis of SfM DSMs generated 
using three different software packages, correlation 
matrices were plotted using the R programming 
language to investigate the relationship between 
multiple variables (DGNSS validation elevations, Agisoft 
PhotoScan DSM elevations, Pix4Dmapper DSM 
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elevations, and 3Dsurvey DSM elevations) 
simultaneously. A chart of the correlation matrix was 
plotted for each project. In the correlation matrix 
diagram, the distribution histogram of each variable 
(elevation) along with a fitted normal density curve is 
shown on the diagonal. The bivariate scatter plots, 
including a fitted line and correlation ellipses, are 
displayed at the bottom of the diagonal. Correlation 
coefficient values are given above the diagonal. The chart 

combines the statistical presentation of data, which 
facilitates pairwise comparison and measuring the linear 
association between two variables as well as the visual 
test for bivariate normality. Pairwise elevation 
correlation matrix for projects processed with 5 GCPs are 
given in Figure 6. Figure 7 shows relative frequency 
histograms of elevation difference between UAS-SfM and 
DGNSS elevations with the fitted linear regression 
models for the projects processed with 10 GCPs. 

 

 
Figure 5. Relative frequency histogram of non-vegetated vertical errors and scatter plot of correlation between UAS-

SfM and DGNSS elevations. UAS-SfM DSM derived from 100 m AGL nadir images, processed with 5 GCPs using 
 (a) PhotoScan, (b) Pix4Dmapper, and (c) 3Dsurvey. 

 

 
Figure 6. Correlation matrix plot with bivariate scatter plots, distributions, and correlation ellipses of DGNSS non-
vegetated elevations and UAS-SfM DSM elevations derived from 100 m AGL nadir images, processed with 5 GCPs. 
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Figure 7. Relative frequency histogram of non-vegetated vertical errors and scatter plot of correlation between UAS-

SfM and DGNSS elevations. UAS-SfM DSM derived from 100 m AGL nadir images, processed with 10 GCPs using (a) 
PhotoScan, (b) Pix4Dmapper, and (c) 3Dsurvey. 

 

 
Figure 8. Correlation matrix plot with bivariate scatter plots, distributions, and correlation ellipses of DGNSS non-
vegetated elevations and UAS-SfM DSM elevations derived from 100 m AGL nadir images, processed with 10 GCPs. 

 
Figure 7 shows pairwise elevation correlation matrix 

for the projects processed with 10 GCPs. Figures 5 to 8 
illustrate the relative frequency histograms of vertical 
error and pairwise correlation of elevations for the DSMs 
derived from images collected at 100 m height (Figure 9-

12 for the DSMs derived from 170 m AGL images). The 
figures indicate that there is a high positive linear 
correlation between DGNSS and SfM DSM elevations. For 
the 5 GCP scheme, as RMSE values for PhotoScan, 
Pix4Dmapper, and 3Dsuvey are very close (10.2, 8.5, and 
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9.1 cm, respectively), they show almost the same trend, 
and there is no significant difference in correlation. 
However, histograms show high similarities in error 
distribution between PhotoScan and Pix4Dmapper. On 
the other hand, 3Dsurvey shows quite different error 
distribution and fewer outliers. The results of the 10 GCP 
scheme showed that vertical accuracy remarkably 

increased in Pix4Dmapper and PhotoScan. R-squared 
values in scatter plots also showed a high correlation 
between the elevations of PhotoScan, Pix4Dmapper, and 
DGNSS. The minimum and maximum error values 
decreased, and outliers were significantly reduced in the 
10 GCP scheme. However, the result of 3Dsurvey showed 
higher error values and a relatively weak correlation. 

 

 
Figure 9. Relative frequency histogram of non-vegetated vertical errors and scatter plot of correlation between UAS-

SfM and DGNSS elevations. UAS-SfM DSM derived from 170 m AGL nadir images, processed with 5 GCPs using 
PhotoScan (top), Pix4Dmapper (middle), and 3Dsurvey (bottom). 

 

 
Figure 10. Correlation scatter plot matrix of DGNSS non-vegetated elevations and UAS-SfM DSM elevations derived 

from 170 m AGL nadir images, processed with 5 GCPs. 
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Figure 11. Relative frequency histogram of non-vegetated vertical errors and scatter plot of correlation between UAS-

SfM and DGNSS elevations. UAS-SfM DSM derived from 170 m AGL nadir images, processed with 10 GCPs using 
PhotoScan (top), Pix4Dmapper (middle), and 3Dsurvey (bottom). 

 

 
Figure 12. Correlation scatter plot matrix of DGNSS non-vegetated elevations and UAS-SfM DSM elevations derived 

from 170 m AGL nadir images, processed with 10 GCPs. 
 

The results of statistical analysis illustrate that in 5 
GCP scheme, the vertical correlation is weaker, and the 
number of outliers is higher than the 10 GCP scheme for 

both projects. For the project 170 m AGL, in the 10 GCP 
scheme, the error distribution for PhotoScan was almost 
normal, ranging from -8.0 cm to 20.3 cm with only one 
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outlier; this is because lightweight drones with fixed 
wings can maintain overlap at higher altitudes. Similarly, 
Pix4Dmapper showed a nearly normal distribution 
ranging from -30.2 cm to 33.0 cm with three outliers. The 
error distribution in 3Dsurvey ranges from -19.0 to 10.7 
cm. PhotoScan and Pix4Dmapper showed higher 
accuracy and correlation in both GCP schemes; however, 
3Dsurvey yielded lower accuracy with a relatively weak 
correlation. 

To sum up, in the non-vegetated area, the highest 
vertical accuracy of 3.9 cm was achieved from the images 
of 100 m AGL using 10 GCPs by Pix4Dmapper. This 
accuracy meets Class 3 (RMSE 5 cm) of ASPRS 2014 
absolute accuracy, which the equivalent Class 1 contour 
interval as per ASPRS 1990 is 15 cm. Since PhotoScan 
achieved 6.6 cm accuracy, based on the ASPRS standard, 
this is equivalent to 9.8 cm absolute accuracy at 95% 
confidence level. From the images of 170 m AGL, the 
highest achieved accuracy was 5.9 cm by PhotoScan, 
which agrees with Class 4 (RMSE 10 cm) of ASPRS 2014; 
accordingly, 95% confidence level is 19.6 cm. The 
equivalent Class 1 contour interval as per ASPRS 1990 is 
30 cm. The achieved vertical results are also consistent 
with the literature mentioned in the above section. 
Although the number of GCPs used in the literature 
varies, the synthesis of results from the literature used in 

this study indicates that the average vertical accuracy 
reliability is at the level of 10 cm, which this accuracy 
agrees with Class 4 of ASPRS 2014. 

Using a passive sensor in remote sensing, terrain 
modeling under densely vegetated areas is difficult and 
practically not recommended for topographic mapping. 
However, in sparsely vegetated areas using filtering 
algorithms or by integrating with terrestrial 
measurements, topographic data can be provided. 
Bearing this in mind, the accuracy assessment of the 
DTMs was carried out on areas covered with grasses and 
sparse trees. The vertical error distribution histograms, 
scatter plot of correlations, and matrices are given in the 
supplementary document (Figure 13-20). According to 
the ASPRS 2014, vegetated vertical accuracy is an 
estimate of the vertical accuracy based on the 95% 
confidence level in vegetated terrain, where vertical 
errors do not necessarily approximate a normal 
distribution. The results showed a vertical accuracy of 7 
to 11 cm in areas with sparse and low-height vegetation. 
The results revealed that by increasing the GCP numbers, 
the vegetated accuracy also increased to some extent. 
The correlation was also improved using 10 GCPs; 
nevertheless, some outliers remained, which is normal 
for vegetated areas.  

 
 

 
Figure 13. Relative frequency histogram of vegetated vertical errors and scatter plot of correlation between UAS-SfM 
and DGNSS elevations. UAS-SfM DTM derived from 100 m AGL nadir images, processed with 5 GCPs using PhotoScan 

(top), Pix4D (middle), and 3Dsurvey (bottom). 
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Figure 14. Correlation scatter plot matrix of DGNSS vegetated elevations and UAS-SfM DTM elevations derived from 

100 m AGL nadir images, processed with 5 GCPs. 
 

 
Figure 15. Relative frequency histogram of vegetated vertical errors and scatter plot of correlation between UAS-SfM 
and DGNSS elevations. UAS-SfM DTM derived from 100 m AGL nadir images, processed with 10 GCPs using PhotoScan 

(top), Pix4D (middle), and 3Dsurvey (bottom). 
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Figure 16. Correlation scatter plot matrix of DGNSS vegetated elevations and UAS-SfM DTM elevations derived from 

100 m AGL nadir images, processed with 10 GCPs. 
 

 
Figure 17. Relative frequency histogram of vegetated vertical errors and scatter plot of correlation between UAS-SfM 
and DGNSS elevations. UAS-SfM DTM derived from 170 m AGL nadir images, processed with 5 GCPs using PhotoScan 

(top), Pix4D (middle), and 3Dsurvey (bottom). 
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Figure 18. Correlation scatter plot matrix of DGNSS vegetated elevations and UAS-SfM DTM elevations derived from 

170 m AGL nadir images, processed with 5 GCPs. 
 

 
Figure 19. Relative frequency histogram of vegetated vertical errors and scatter plot of correlation between UAS-SfM 
and DGNSS elevations. UAS-SfM DTM derived from 170 m AGL nadir images, processed with 10 GCPs using PhotoScan 

(top), Pix4D (middle), and 3Dsurvey (bottom). 
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Figure 20. Correlation scatter plot matrix of DGNSS vegetated elevations and UAS-SfM DTM elevations derived from 

170 m AGL nadir images, processed with 10 GCPs. 
 
3.1.3. Vertical accuracy of the combined project  

 
To assess the accuracy of the project combined from 

different flight heights, an integrated image processing 
was performed by combining images of cross flights. 
Blocks of 100 m and 170 m AGL nadir images were 
processed using PhotoScan with 5 GCPs. Figure 21 and 
Figure 22 demonstrate the histogram and correlation 
matrix of accuracy analysis for the combined project. By 
comparing the DSM accuracy of this project with that of 
projects that were processed individually with 5 GCPs, 
we can see that in flight 1 (170 m AGL), the error range is 
from -34 to 16 cm, in flight 2 (100 m AGL) with the same 
GCP number, errors range from -32 to 9 cm, while in the 
combined project, the error range is from -15 to 7 cm. 

The error histogram of the DSM derived from the 
combined project (Figure 21) shows a significant 

improvement in the elevation accuracy. Although the 
scatter plots of both separately processed projects show 
high correlation coefficient values, the error distribution 
histograms show large outliers in both projects. The 
relative frequency histogram of errors in the combined 
project shows that outliers were removed, and errors 
have a nearly normal distribution. Moreover, considering 
the correlation coefficient and the confidence ellipses 
(Figure 22), the correlation of the combined project 
processed with 5 GCPs is comparable with that of 
projects that were separately processed using 10 GCPs. 
Figure 22 shows that a high correlation exists between 
the elevations of the DSM derived from the integrated 
process and other DSMs that were generated from single 
flight blocks. The integrated project not only improved 
accuracy but also resulted in more detail and better 3D 
models. 

 

 
Figure 21. Relative frequency histogram of vertical errors and scatter plot of correlation between UAS-SfM and DGNSS 

non-vegetated elevations. UAS-SfM DSM derived from the combined process of cross flight nadir images, processed 
with 5 GCPs using PhotoScan. 
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Figure 22. Correlation matrix plot with bivariate scatter plots, distributions, and correlation ellipses of DGNSS non-

vegetated elevations and UAS-SfM DSM elevations derived from the combined process of 170 m (Flight 1) and 100 m 
(Flight 2) AGL nadir images, processed with 5 GCPs using PhotoScan. 

 
3.1.4. Influence of GCP distribution on vertical 

accuracy 
 
Images of both flights were georeferenced using 5 and 

10 GCPs in PhotoScan. The location of 5 GCPs was 
intentionally selected in the middle of the study area to 
leave some areas outside of the GCP polygon to analyze 
the relationship between errors and their distance to the 
nearest GCP. In Figures 23a and 23b (georeferenced 
using 5 GCP scheme), the farthest point from the nearest 
GCP is 267 m; it shows that error increases with distance 
from GCP. Polynomial regression of 100 samples of 
difference between SfM DSM elevations and DGNSS in 
non-vegetated terrain highlights the influence of GCP 
distribution on vertical error. The figure illustrates that 
up to a distance of 170 m, almost all of the errors are 
under 20 cm. As the distance increases, the error also 
increases gradually, where after 170 m, a 100 m increase 
in the distance indicates about 1 dm increase in error (in 
both 100 and 170 m AGL). 

For an in-depth investigation of the relationship, 
images of both flights were georeferenced using 10 GCPs 
and distributed in a way that most of the validation 
points fall within the GCP polygon, and the maximum 
distance of validation points from the GCP cluster is 125 
m. Figure 23c and Figure 23d indicate that using 10 GCPs, 
the correlation between the distance to GCP and the 
error is weakened, where up to a distance of 100 m, the 
majority of errors are below 15 cm, most of which range 
from 0 to 10 cm. 

From Figure 23, we conclude that up to 100 m, the 
correlation between distance to the nearest GCP and 

vertical error is almost zero in both flights, and positive 
correlation starts from 100 m, where after 150 m, the 
vertical error increases dramatically. The results of 
Pix4Dmapper showed the same trend, which distances 
greater than 150 m greatly affected the vertical accuracy. 

Images of 170 m AGL were processed using the three 
software without using GCP to evaluate the relative 
accuracy. The images were aligned and georeferenced 
using the EXIF geotags. As shown in Table 8, when the 
images processed without using GCPs, the vertical error 
ranged from decimeters to meters, which shows the 
importance of GCPs on accuracy. Figure 24 illustrates the 
correlation scatter plot matrix of DGNSS elevations and 
SfM elevation processed without using GCPs.  

As the diagram shows, it is not possible to get a strong 
correlation between the SfM elevation and the DGNSS 
elevation without GCP because the UAS internal GPS in 
non-RTK mode cannot yield vertical accuracy 
comparable with the DGNSS. Nevertheless, the matrix 
shows a strong elevation correlation between PhotoScan 
and Pix4D DSMs. 3Dsurvey also shows a positive 
correlation with both PhotoScan and Pix4D, but the 
correlation is weak. However, 3D survey produced DSM 
with less error compared to the other two software 
(Table 8). Considering the relative accuracy, if the images 
are scaled with simple measurements instead of 
georeferencing with GCPs, the DSMs produced using 
these software packages can be used for many 
applications such as visualization or in emergency 
response. However, for obtaining high-accuracy 3D 
models, georeferencing using GCPs is inevitable. 
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Figure 23. Scatter plot of correlation between distance to the nearest GCP and vertical error. (a) derived from DSM of 
100 m AGL nadir images georeferenced with 5 GCPs; (b) derived from DSM of 170 m AGL nadir images georeferenced 
with 5 GCPs; (c) derived from DSM of 100 m AGL nadir images georeferenced with 10 GCPs (d) derived from DSM of 

170 m AGL nadir images georeferenced with 10 GCPs. 
 

 
Figure 24. Correlation scatter plot matrix of DGNSS non-vegetated elevations and UAS-SfM DSM elevations derived 

from 170 m AGL nadir images, processed using the three software without GCP. 
 
4. Conclusion  
 

The aim of this study was to evaluate the accuracy of 
UAS photogrammetry and structure from motion as a 
low-cost alternative to terrestrial surveys for geomatics 
engineering applications. The absolute accuracy 
assessment showed that the best horizontal and vertical 

accuracy achieved form the images of 100 m AGL, in 
which the horizontal RMSE for the orthomosaic was 3 
cm, and the vertical RMSE for the DSM was 4 cm. 
Similarly, orthomosaic with 3 cm horizontal accuracy 
and DSM with 6 cm vertical accuracy were obtained from 
the images of 170 m AGL. According to the ASPRS 
positional accuracy standards for digital geospatial data, 
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the achieved horizontal accuracies of orthomosaics 
derived from 100 m and 170 m AGL images meet the 
ASPRS 2014 horizontal accuracy classes RMSE 2.5 and 
RMSE 5.0 cm, respectively. These accuracies are 
equivalent to map scales of 1:100 and 1:200 of ASPRS 
1990. In the same way, the obtained vertical accuracies 
of DSMs derived from 100 and 170 m AGL images in non-
vegetated areas are in accordance with Class 3 (RMSE 5 
cm) and Class 4 (RMSE 10 cm) of the ASPRS 2014 
absolute accuracy, respectively. The equivalent Class 1 
contour interval as per ASPRS 1990 is 15 and 30 cm, 
respectively. The achieved results meet the ASPRS 2014 
95% confidence level vertical accuracy of 9.8 and 19 cm, 
respectively. The analysis results confirm that 
orthomosaics and DSMs reconstructed from 100 m AGL 
images can be used for most terrain analysis 
applications, including civil engineering projects. 

This study's findings showed that horizontal accuracy 
was not affected by flight height; however, flight height 
greatly affected the vertical accuracy, where a 70 m 
increase in flight height caused a 3 cm decrease in 
vertical accuracy. This demonstrated the strong 
influence of flight height on vertical accuracy. Vertical 
accuracy was significantly improved by increasing the 
number of GCPs. The number and distribution of GCPs 
are crucial in horizontal and vertical accuracy. The 
vertical accuracy of the DSM processed without GCP is 
not reliable because the results which were processed 
without GCPs showed vertical discrepancies in 
decimeters. Moreover, the results showed that 
combining two photogrammetric blocks of cross flight 
images significantly contributes to vertical accuracy and 
the production of a denser point cloud. The study 
highlighted that by integrating the images of two 
different flight heights, outlier values were substantially 
reduced, and errors showed a normal distribution. Both 
PhotoScan and Pix4Dmapper generated satisfactory 
models; however, PhotoScan produced more accurate 
and high-quality 3D models from images with higher 
overlap. 
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1. Introduction  
 

It is customary to analyse the successive observations 
which are ordered chronologically, i. e., time series. 
There are two main aims of the time series analysis: (i) 
understanding the nature of the phenomena represented 
by the sequence of observations, and (ii) predicting the 
future from the observed time series variables [1-3].  

The spectral analysis of any time series means that 
the hidden periodicities are determined in the data, 
particularly, the researchers investigate some 
phenomena in order to identify the physical processes 
that cause periodic behaviours. For this purpose, a 
variety of methods have been recently developed and 
inter-compared in the literature such as Fourier, singular 
spectrum, wavelet, and least-squares spectral analysis 
[3-5].  

Occasionally, the time series originating from certain 
experiments (experimental measurements) have many 
disturbances that directly affect the analysis. Some 
disturbing effects are the presence of datum shift, trend, 
short gap, unequally spaced data, and weighted data in 
the time series. In practice, several temporary solutions 

are performed to overcome these difficulties. For 
instance, (i) the trend (linear) is removed before the 
analysis; (ii) if the data includes two or more datum 
shifts, every datum is analysed separately, which means 
the disorder of complete analysis; (iii) when the time 
series have short gaps or unequally spaced data, the gaps 
or certain values are predicted and filled by using the 
harmonic analysis or any interpolation technique [5]. 
The whole solutions discussed above change the spectral 
content of the time series. Thus, an alternative technique 
is developed without the corruption of data originality, 
which is called “Least Squares Spectral Analysis (LSSA)”. 
The previous investigations indicate that the LSSA 
method gives more reasonable results in the 
experimental time series, compared with other spectral 
analysis methods [5-8].  

The LSSA method was first invented and published by 
Petr Vanicek who is one of the most famous geodesists 
[9,10]. Therefore, this method was also so-called 
“Vanicek Spectral Analysis” in geodetic literature [11].  

Later, Vanicek and his colleagues released an 
improved version of the method furnished with a 
primitive FORTRAN codes [12]. Many researchers 
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successfully applied this technique in some fields, 
especially, in geodesy and related disciplines such as 
electronic distance measurement, tidal data, 
superconducting gravimeter data, star positioning, 
earth-quake, temperature estimating, and seismic data 
[4, 13-18]. However, a practical and user-friendly 
software package in the C programming language is still 
not publicly available for the scientific communities, 
although a MATLAB code can be found in the literature 
[17]. As is known, FORTRAN programming is an old 
fashion language which is not easily understandable for 
new generation programmers. Hence, as an alternative, 
an open-source scientific program is developed in the C 
platform and presented to global users by adding a new 
algorithm and some elective options as well as 
considering the former FORTRAN codes written by [12]. 

The manuscript begins with a brief review of the 
computational scheme of the LSSA method in section 2. 
Then, the software which employs the LSSA approach 
with the new algorithm is presented and discussed in 
section 3. Afterwards, the paper is followed by two 
numerical applications based on the simulated and real 
data, respectively, in section 4. Finally, a short summary 
concludes the paper in section 5.  

 
2. Least-squares spectral analysis  

 
This section shortly discusses the general structure of 

any time series, then, briefly reviews the computational 
scheme of the LSSA method which is used in the software.  

 
2.1. Basic approach 

 
The LSSA method is an application of the least-

squares approach in the spectral analysis of time series. 
This method utilises the least squares approximation to 
minimize the norm of the residual vector of the time 
series by estimating the periodic components as well as 
non-periodic ones [19]. 

The empirical time series consist of signal and noise. 
The noise which is the disturbing effect on the 
observation is divided into two components: random 
(white) and systematic (coloured). An ideal noise called 
“white noise” is uncorrelated with any dependent 
variable. Nevertheless, in practice, a systematic noise 
called“coloured noise”occurs and is correlated with 
one or more variables. Systematic noise can be defined 
by mathematical functions, but their magnitudes are not 
known in the time series. It is categorized into two types: 
periodic and non-periodic. The main aim of the LSSA 
method is to be able to determine these systematic noises 
(both periodic and non-periodic) simultaneously [19]. 

 
2.2. Mathematical theory 

 
The mathematical background of the spectral analysis 

can be described as follows;  
1. vector of observation time: 𝑡𝑖, 𝑖 =  1, 2, . . . 𝑛 
2. vector of observables: f (𝑡𝑖) 
3. vector of frequencies for which spectral values are 

desired: 𝜔𝑗 , 𝑗 = 1, 2, . . . 𝑚 

The s(𝜔𝑗) vector which is the spectral value of the 𝜔𝑗 

frequency, is sought by the spectral analysis. There are a 
wide range of ways of calculating a spectrum from the 
time series. Here, we simply state the problem in the 
Least Squares Approximation (LSA). Thus, the time 
series can be modelled by Equation 1. 

 
g = Ax (1) 

 
where A is the coefficients matrix designing the 

mathematical relationship between the vectors of 
observations and unknown parameters. The elements of 
the design matrix are summarized by Equation 2: 

 

A= [

cos𝜔𝑗 𝑡1 sin𝜔𝑗 𝑡1
cos𝜔𝑗𝑡2 sin𝜔𝑗𝑡2

 ⋮                 ⋮
cos𝜔𝑗 𝑡𝑛 sin𝜔𝑗𝑡𝑛

] (2) 

 
where n represents maximum number of elements. 
For computing these parameters by the least-squares 

approximation, the square root of differences between f 
and g functions should be minimum. Using the standard 
least-squares notation [20], we can write it as (Equation 
3). 

 
r ̂ = f − ĝ = f − A(ATPA)−1ATPf (3) 

 
where r̂ is the residual vector, ĝ is the best 

approximation of f by the least squares method. A 
spectral value can be calculated by the ratio (Equation 4), 

 

s =
fTĝ

fTf
 (4) 

 
where T denotes transpose of the matrix. 
In the case where the spectral value is desired to 

compute for a frequency 𝜔𝑗 , the result is calculated by 

(Equation 5). 
 

s(𝜔𝑗) =
fTĝ(𝜔𝑗)

fTf
 (5) 

 
In the parameter estimation methodology through 

the least-squares approximation, it is essential important 
to evaluate the results, statistically. Therefore, another 
great advantage of the LSSA method is that the 
significance of peaks in the spectrum can be tested 
statistically in a rigorous manner, which is called 
confidence level.  

Pagiatakis [21] introduces a test as follows: a 
statistical test of null hypothesis 𝐻0 : 𝑠(𝜔𝑗) = 0 can be 

tested with a decision function by Equation 6. 
 

𝑠(𝜔𝑗) {
< (1 + (𝛼−2𝑚/𝑣 − 1)−1)−1   ; accept 𝐻0

> (1 + (𝛼−2𝑚/𝑣 − 1)−1)−1  ; reject 𝐻0

 (6) 

 
where α is the significance level (usually 5%), 𝑚 is 

the number of frequencies participated in 
simultaneously estimation of the LSSA, 𝑣 is the degree of 
freedom. 
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2.3 LSSA with the known constituents 
 
For some applications, it is known that there are some 

constituents (e. g. datum shift) in the time series. In this 
case, we should know something about constituents to 
deal with them more efficiently. In other words, we know 
the type of base functions 𝜙𝑖(𝑡), but do not need to know 
the magnitudes of the constituents in the experimental 
time series. Hence, it is given by Equation 7. 

 

  f(𝑡) = ∑𝑐𝑖𝜙𝑖(𝑡)

𝑁𝐾

𝑖

 (7) 

 
where NK is the number of known constituents, 𝑐𝑖 are 

the unknown parameters. We know all the 𝜙𝑖(𝑡), but not 
the coefficients 𝑐𝑖 in any time series. Thus, the design 
(coefficients) matrix can be divided into the known 
constituents and spectral functions (𝑐𝑜𝑠 𝜔𝑗  , 𝑠𝑖𝑛 𝜔𝑗). The 

design matrix A can be extended as follows (Equation 8). 
 

A =

[
 
 
 
𝜙1 𝜙2 … 𝜙𝑁𝐾 cos𝜔𝑗 𝑡1 sin𝜔𝑗 𝑡1
𝜙1 𝜙2 … 𝜙𝑁𝐾 cos𝜔𝑗 𝑡2 sin𝜔𝑗 𝑡2
⋮ ⋮ ⋱ ⋮ ⋮ ⋮

𝜙1 𝜙2 … 𝜙𝑁𝐾 cos𝜔𝑗 𝑡𝑛 sin𝜔𝑗 𝑡𝑛]
 
 
 

 (8) 

 
Thereby, the known constituents are not necessary to 

be removed from f before the evaluation of the spectrum 
[10]. 

Accordingly, three types of known constituents are 
inserted into the software. [12] explains their base 
functions in detail. They are concisely reviewed as 
follows: 

• datum bias (𝜙(𝑡) =  1): For example, a tide gauge 
is moved to other places a few times during the 
sea level observations. The dates of the 
movement are well-documented, but the vertical 
relationship of the movement is not reported 
properly. 

• linear trend (𝜙(𝑡) =  𝑡): For example, the dock 
where a tide gauge is located, is slowly sinking 
into the seabed. Another reason may be that the 
mean sea level is rising due to global warming. 

• forced period (𝜙1(𝑡) =  𝑐𝑜𝑠 𝜇𝑡 and 𝜙2(𝑡) =
𝑠𝑖𝑛 𝜇𝑡). For example, it is known that the time 
series consists of some frequencies, so we desire 
to remove these frequencies from the series and 
to analyse what is remained. 

 
The known constituents mentioned above can be 

modelled and removed from the given time series 
simultaneously, then, the residual time series is 
examined by the LSSA method. 

 
3.  LSSASOFT: Software for Estimating Periodicities 

in Time Series 
 
This section is dedicated to providing a 

comprehensive explanation of the structure of the 
software, named 'Least Squares Spectral Analysis 
SOFTware (LSSASOFT),' which is encoded in the C++ 
platform. Furthermore, the author has rigorously 

integrated a new approach into the software to 
accelerate the LSSA procedures. 

 
3.1 Functions of the software 

 
The LSSASOFT comprises a main function and four 

sub-functions (subroutines): SPEC, BASE, CHLS, and 
HELP. Below are brief descriptions of these functions: 
• MAIN function: At first, it takes the data file name and 

all options from the command line (i.e. console user 
interfaces). In the data file, every record should 
include the time and variable, respectively. The 
program enables the evaluation of the weighted data 
in the case that the third column should be the weight 
of the observation. In this case, user do not need to 
revise the software namely, it directly reads the third 
column. Afterwards, considering the options and the 
other parameters, all periodic components obtained 
from the time series are reflected to the screen 
sequentially. 

• SPEC function: It computes the spectral values of the 
frequencies determined at the beginning of the MAIN 
function. Wells et al. [12] introduces two algorithms 
that estimate the spectral values: the first is for 
equally spaced data and the other is for unequally 
spaced data. The algorithm for unequally spaced data 
covers that for equally spaced data. Nevertheless, the 
algorithm for equally spaced data is faster than the 
other with respect to the computation time [12]. In 
the current software, the algorithm for unequally 
spaced data was preferred by considering the 
advances in today’s computer technology, because 
the time differences between two algorithms can be 
comfortably neglected. 

• BASE function: It calculates the functional values of 
the known constituents stated in the user’s options. 
This function concerns three types of known 
constituents, i. e., the datum bias, linear trend, and 
forced period. Indeed, the type of known constituent 
in the time series may be more than three, in this case, 
the interested users can easily adopt a new 
constituent (e. g. an exponential trend) according to 
their experiences. 

• CHLS function: It computes the inversion of the 
normal equation matrix through the use of Cholesky 
decomposition. Cholesky decomposition is integrated 
into LSSASOFT due to its compatibility with 
symmetric and positive-definite matrices. Interested 
readers can replace the function with a more efficient 
algorithm such as the LU (Lower-Upper) 
decomposition.  

• HELP function: It offers an overview of the software. 
When you input the '-h' option or unexpected options, 
the HELP function becomes active. It elaborates on 
how LSSASOFT functions alongside different options 
and outlines the necessary parameters for each 
option. 
 

3.2 New algorithm 
 
In order to expedite the computational procedures of 

the LSSA method, a new algorithm designed by the 
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author is adapted to the LSSASOFT. This algorithm 
automatically enables the determination of the periods in 
the time series. 

The normal procedure of the LSSA method is 
following: firstly, the time series and its constituents 
(linear trend, datum shifts, and forced periods) are read 
from the data and options files, then the spectral values 
of the whole frequencies determined by the user are 
computed, finally, the peaks over the confidence level are 
manually determined as indicators of the periodicities. 
Every periodicity determined in the previous step is 
sequentially suppressed by adding it to a forced period 
for the purpose of detecting other un-catched 
periodicities manually [22]. Moreover, the user should 
know the approximate spectral band to determine the 
periodicities very well, which means that analyst should 
be expert on the subject. These procedures are time 
consuming and laborious tasks for the analysts to get 
reliable results.  

Considering all these limitations, a new algorithm was 
developed in this study as: 
1. start, 
2. get the parameters from the command line (LT: linear 

trend, NDAT: number of datum bias, DAT: times of 
datum bias, NPER: number of forced periods, PER: 
forced periods), and read the data file (f(t)),  

3. produce all periods (P) ranging from 0.5 
(corresponding to the nyquistik frequency) and N/2 
(the half-length of the data), 

4. compute the spectral value of every period (S(P)) 
increased by δt, 

5. determine the period (p) corresponding to the 
highest spectral value (Smax), 

6. if this spectral value is lower than the confidence level 
(CL), exit to the program successfully. 

7. otherwise, zoom this period (p) by giving 1 to the 
interval, i. e., the new spectral band is ranging from p 
− 1 to p + 1 in order to determine the period more 
precisely, 

8. compute the spectral values of all periods in the new 
interval, 

9. promote the period whose spectral value is the 
highest in all, to the forced period, and print to screen, 

10. return to item 3. 
 
The flow chart of the algorithm is pictured in Figure 

1. In order to assess the performance of this algorithm, 
two example applications are done in the next section. 
The data files are provided together with the program in 
the case that the user re-simulates the results and checks 
the implementations. 

 
4. Numerical applications 

 
In order to exemplify the capabilities of the LSSASOFT 

and the usefulness of the new algorithm in the studies, 
two representative sample data were analysed 
separately. In the first example, we used synthetic data 
which comprises 300 records. In the second example, we 
utilized the hourly sea level observations obtained from 
the Antalya tide-gauge in 1990, Türkiye. Hence, it was 

shown whether the periods estimated by the software 
are reliable or not. 
 

 
Figure 1. The flow chart of new algorithm added to the 

software. 
 
4.1 Testing the software on synthetic data 
 

In this example, synthetic data representing a typical 
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coloured time series, was generated from Equation (9) 
which is partly used by [12]. This series was equally 
spaced and equally weighted with no covariance 
information, subsequently, it was chosen to perform the 
statistical testing at the 99% confidence level, which is 
the most rigorous option in geodetic literature. 

The mathematical illustration of the test time series is 
given as: 

𝑓(𝑡) =  𝑐 𝑖 +  0.01𝑡 + ∑(𝑎𝑗𝑐𝑜𝑠 𝜇𝑗𝑡 + 𝑏𝑗  𝑐𝑜𝑠 𝜇𝑗𝑡)

4

𝑗=1

 (9) 

 
where 𝑡 is the time (unit: year), 𝑐𝑖 is the datum bias, 

𝜇𝑗 is the periodic component, 𝑎𝑗 and 𝑏𝑗 are the 

coefficients of the periodic components. 
Three hundred values of f, which spans 50 years were 

calculated and grouped into four sub-intervals consisting 
of equally spaced data, that is 

 

𝑡 𝜖 𝐷𝐾 , 𝑘 =  1, 2, 3, 4,  
 
where 
 

𝐷1 ≡ [ 0.1, 0.2, . . . , 10.0]   years   (100 values) 
𝐷2 ≡ [20.1, 20.2, . . . , 25.0] years ( 50 values) 
𝐷3  ≡ [28.1, 28.2, . . ., 40.0] years (120 values). 
𝐷4  ≡ [47.1, 47.2, . . ., 50.0] years (30 values) 

       
The datum biases are 𝑐1  =  1.0, 𝑡 𝜖 𝐷1;  𝑐2  =

 −1.0, 𝑡 𝜖 𝐷2;  𝑐3  =  3.0, 𝑡 𝜖 𝐷3, 𝐷4. The coefficients of the 
trigonometric terms are 𝑎𝑗 = 0.5, 1.0, 0.0, −0.25; 𝑏𝑗 =

1.0, 0.5, 1.0, 0.0, respectively. The periods are 𝑝𝑗 =  2𝜋/

𝜇𝑗 = 2.759, 3.636, 5.714, 18.0 years. Figure 2 displays 
the behaviour of test series under investigation. 

 

 
Figure 2. Graph of the test time series. 

 

According to these parameters, the software run with 
the following options: 

 

./LSSASOFT test.dat -d3/0.1/20.1/28.1 -l 
 

where the “test.dat” file contains the test time 
series made of time and value which are available along 
with the software package; the “d” option denotes the 
number of datum bias and times of datum biases in 
sequence; the “l” option means that the time series 
posses the linear trend. The numerical results from the 
analysis are listed in Table 1. 

According to Table 1, the periodicities in the test 
series were successfully determined by the LSSASOFT. 
The differences between the real and estimated values 
are very small, which is negligible in the numerical 
analysis. 

Table 1. The numerical results from running the 
LSSASOFT by the first test time series. 

Number Real 
period 

Estimated 
period 

Spectral 
value 

Differences 

1 2.759 2.758 94.81 0.001 

2 3.636 3.629 44.13 0.007 

3 5.714 5.726 43.09 0.012 

4 18.00 17.671 52.69 0.329 

 
4.2 Sea level observations 
 

In the second example, we utilized the real sea level 
observations supplied from the Antalya tide-gauge in 
1990 in Türkiye. These observations were selected as 
test data because they inherently involved all kinds of 
disturbances due to the fact that the tide-gauge had a 
classical instrument. 

Before the analysis, the general structure of the sea 
level data should be considered more closely. 
Accordingly, the sea level observations are decomposed 
to three components (Equation 10) [23]: 

 
Observation = mean sea level + tides+  

atmospheric residuals 
(10) 

 
where all components are related with the different 

physical process and uncorrelated with each other. The 
mean sea level is determined by averaging hourly data at 
least 20 years long since the longest period of tidal 
components is 18.6 years. Accordingly, the tides are the 
periodic sea level changes that are consistent with some 
geophysical effects, and are of the certain amplitude and 
phase [24]. Atmospheric residuals are irregular 
variations related with weather conditions, which is the 
so-called “surge effect”. 

The tides mentioned above are simply explained by 
Newton’s gravity force. This force (F) is summarized by 
(Equation 11). 

 

𝐹 = −𝐺
𝑚1𝑚2

𝑟2
 (11) 

 
where G denotes the Newtonian gravitation constant, 

r represents the distance between 𝑚1 and 𝑚2. Provided 
that the masses of the Earth and the Moon, and also the 
distance between the planets are inserted to the 
equation, the result is the gravitational force between 
them. The gravitation between the Earth and Sun can be 
achieved similarly. Both gravitations affect the sea level 
changes in the same periods with the movements of the 
Sun and the Moon [25]. Accordingly, tidal components 
are demonstrated in Table 2. 
        

Table 2. The primary short tidal components [26]. 
Tidal 

components 
Real 

Period 
Description Explanation 

M2 12.4206 Principal lunar Semi-diurnal 
S2 12.0000 Principal solar Semi-diurnal 
N2 12.6584 Larger Lunar elliptic Semi-diurnal 
K2 11.9673 Luni-solar Semi-diurnal 
K1 23.9344 Luni-solar diurnal Diurnal 
Q1 25.8194 Principal lunar diurnal Diurnal 
P1 24.0659 Principal solar diurnal Diurnal 
Q1 26.8684 Larger Lunar elliptic Diurnal 
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Before the numerical analysis of our sea level 
observation, the observations were plotted month by 
month. While the observations are examined carefully, it 
is clear that there is a variety of difficulties (e. g. gappy 
data, linear trend) in the time series (Figure 3).  
 

 
Figure 3. A sample data from the Antalya tide gauge 

(April 1990). 
 

The hourly sea level data obtained from every month 
was analysed in a sequence. As a result of this analysis, 
two dominant periods were successfully estimated in the 
sea level observations (Table 3). Unfortunately, others 
are not determined due to the data length (i. e. one month 
long).   

 
Table 3. The numerical results from the running the 

LSSASOFT by the sea level series. 
  Month Period 1  Period 2 

January  11.998 12.416 

February  12.009 12.437 

March  11.957 12.393 

May  11.860 12.337 
June  12.325 12.386 
July   11.987 12.405 

August  11.987 12.418 
September  11.971 12.393 

October  11.982 12.405 
November   12.048 12.447 
December   12.418 
Average   12.013 12.412 

Std.  0.11 0.037 

 
In order to check whether the results are compatible 

with astronomical counterparts, a test was carried out by 
using the student distribution (t test). A statistical test of 
null hypothesis 𝐻0:  �̅� =  𝜇0 can be tested through a 
decision function by Equation 12. 

 

𝑡𝑡𝑒𝑠𝑡 =
|�̅� − 𝜇0|

𝜎𝑥 ∕ √𝑛
{
≤ 𝑡𝛼,𝑓  ; accept 𝐻0

> 𝑡𝛼,𝑓  ; reject 𝐻0
 (12) 

 
where α is the significance level (5%), f is the degree 

of freedom, 𝜎𝑥 is the standard deviation of the 
periodicity, �̅� denotes the average value of the 
periodicity, 𝜇0 represents the astronomical value of the 
periodicity.  

As a result of the test, all periods derived from the 
analysis are well-consistent with the astronomical 

counterparts at a confidence level of 95%. This result 
indicates that the software is successful on the 
determination of the hidden periodicity in the time series 
induced by the disturbing effects. 

Although there are totally eight diurnal and semi-
diurnal tidal components, two of them could be 
determined by using the program in the current study, 
which are compatible with a previous study done by 
FORTRAN codes [27]. The reasons of incomplete 
frequencies are evaluated that the other components 
might have low amplitudes, or that the dock structure 
and geographical position of the tide gauge might be 
unsuitable to sense the other tidal components. 

On the other hand, nowadays the least squares 
principle has been frequently employed in some geodetic 
problems such as gravimetric geoid determination 
[28,29].  

 

4. Conclusion  
 

The present contribution has reviewed the 
fundamental theory of the LSSA approach to spectral 
analysis of time series. The LSSA is an efficient method to 
determine the periodicities in the empirical time series 
that have difficulties. Then, an open-source software 
package developed according to the mentioned theory of 
the LSSA approach is presented by adding a new 
algorithm with a range of elective options. Lastly, the 
present paper is continued by two numerical 
applications based on the synthetic and real data, 
respectively. The numerical analyses point out that the 
LSSASOFT produces considerably reasonable results in 
both time series. 

The current contribution focuses on the significant 
computational aspects of the LSSA approach. To 
determine the best solution for estimating periodicities 
using LSSASOFT, we strongly encourage interested users 
to run the software with their data, experiment with 
various modifications, compare the results, and draw 
conclusions based on their test results. 

From another perspective, the software is 
intentionally designed to consist of a range of different 
sub-routines. This structure enables end users to replace 
their specific sub-routines (e.g., adding an alternative 
base function and inverse function for normal equation 
matrix etc.) without adversely affecting the remaining 
components of LSSASOFT. 

As a result, the software is highly structured and user-
friendly, making it suitable for academic purposes. We 
hope that the availability of LSSASOFT will encourage 
researchers in various scientific fields to apply the LSSA 
method to their data, including disciplines such as GNSS 
(Global Navigation Satellite Systems) coordinate time 
series, which mostly exhibit discontinuities (offsets) and 
linear trends due to tectonic phenomena. 

As a future work, it is noteworthy mentioned here 
that the extended version of LSSA, such as Least Squares 
Wavelet Analysis [30] can be also developed in the C 
programming language. Hence, a rich C/C++ library 
about spectral analysis may be created for the scientific 
communities. 
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 Natural hazards are a part of critical issues affecting people and the environment. One of these 
natural hazards is snow avalanches. With the increase in the world population, it has emerged 
that decision-makers should take precautions against such natural hazards for population 
movements, construction, transportation, and tourism. Essential solution parts of this 
problem lay behind surveying, GIS, and spatial analysis-planning. This situation will be 
primarily due to the snow conditions, but certain terrain areas are susceptible. Snow 
avalanches' release mechanism depends on many factors, such as terrain, meteorological 
reports, snowpack, and other triggering parameters. Areas with certain topographical 
features that allow the deposition of snow masses are called avalanche-release areas. GIS helps 
to make decisions concerning spatial planning within avalanche release areas and finding 
risky zones. This study aimed to determine the potential avalanche release areas in the GIS 
environment in Rize, Türkiye, which was chosen as the pilot region. In the study, the detection 
of these avalanche areas was estimated using a mathematical equation model proposed by 
Hreško (1998) and determined with the help of GIS. Factors such as elevation, curvature, 
aspect, slope, and land cover type were used to estimate avalanche risk areas. A Model Builder 
workflow has also been created to automate the process stages. As a result of the study, 
avalanche risk areas were determined and mapped for the Rize mountainous region. 
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1. Introduction  
 

Natural disasters are among the critical problems that 
the world faces and affect people and the environment. 
One of the most important of these is snow avalanches, 
one of the natural disasters of meteorological character. 
Avalanches begin when weak layers of snow release the 
weight of the more stable snowpack above them, and 
then the snowpack continues to move downhill, 
accelerating and collecting more snow [1]. These appear 
as rapid mass movements controlled by weather 
conditions, snow cover, and topography of the land [2-4]. 
Avalanches usually occur in mountainous areas, affecting 
transportation corridors, ski areas, and buildings, 
disrupting infrastructure, and causing loss of lives. 
Today, it is experiencing precarious environmental 
conditions condemning deterioration and causing great 
harm to people and human-made features, leading to 
different adverse effects [5]. As a result of these 
worsening effects, hazard and risk assessment studies 

have become necessary to take preventive measures 
against avalanche events.  

Determination of the potential avalanche release area 
is the first step in avalanche hazard and risk assessment 
and mapping. The formation of snow avalanches depends 
on many different parameters. These parameters can be 
classified into three groups: terrain parameters such as 
slope, curvature, roughness, and vegetation; 
meteorological parameters like wind, temperature, 
amount of snow, and air humidity; snowpack parameters 
such as weak layers and gain forms [6-8]. In addition, 
there is the triggering of the avalanche, which can be 
initiated by additional loading caused by humans 
naturally by fresh snow or by abrupt warming [6, 7]. 

GIS has been widely adopted in many fields with the 
advance of computers, geoinformatics, and their 
applications [9,10] within natural hazards zoning [11-
14]. One of them is the studies in which snow avalanches 
are detected. GIS helps to make decisions concerning 
spatial planning within avalanche release areas and 
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finding risky zones. Terrain models [15] and GIS have 
been used to estimate the probable avalanche release 
zones [16-17], model avalanche run-outs [18-19], or 
assess the protective function of the forest against 
avalanches [20-22].  

Information about snow avalanches, predictions, and 
mapping of the danger they pose is very important from 
a scientific point of view [23-24]. Currently, avalanche, 
snowmelt, and landslide studies are addressed in many 
studies around the world; Many methods and techniques 
have been proposed and tried to be put into practice, 
especially for landslide hazard and risk mapping. Apart 
from these, there are also studies in which snow 
avalanche risk zones are detected and integrated with 
GIS, which is one of the favorites of information systems. 
In addition, there are analyses in which snow avalanche 
risk areas are determined using GIS and Multi-criteria 
decision analysis together. There are also analyses in 
which snow avalanche risk areas are detected using 
remote sensing. Potential snow avalanches are 
determined using machine learning methods that have 
become popular recently. The literature summary is 
shown in Table 1. 

Modeling is one of the main tools for assessing natural 
hazards [55]. Modeling techniques are divided into two 
groups: deterministic and stochastic models. Physical or 
mathematical models are deterministic models, while 
models that include an analytic hierarchy process, such 
as fuzzy logic, are stochastic. In this study, a 
mathematical model was used to assess snow 
avalanches. In the literature, different mathematical 
algorithms are used to model potential snow avalanches 
and generate risk maps with GIS. Some of these methods 
were developed by Hreško [16], Barbolini [47], Bühler 
[7], and Marana [5] at different times. Hreško’s [16] 
model approach was based on terrain factors. This model 
is developed to identify potential snow avalanche areas. 
Marana [5] has developed and suggested an avalanche 
risk model for determining risky areas. His model 

included height, slope, aspect, and land use data, and his 
model (Equation 1): 

 
Table 1. Literature summary. 

Reference Study Region Analysis method 
[25] - 

landslide hazard and 
risk mapping 

[26] Croatia 
[27] Western United States 
[28] Canada 
[29] - 
[30] Global 
[31] Austria 
[32] - 
[33] Kazakhstan 
[7] India 

snow avalanche risk 
zone mapping with 

GIS 

[14] Western Himalaya 
[17] Switzerland 
[34] Italy 
[35] - 
[36] Iran 
[37] Switzerland 
[38] Switzerland 
[39] Switzerland 
[40] Slovakia 
[41] Türkiye 
[42] Switzerland 
[43] USA 
[44] USA 
[45] Slovakia 
[46] Türkiye 

[47] 
Between Italy and 

Switzerland 
[48] Italy 
[49] Türkiye risk analysis using 

GIS and Multi-criteria 
decision 

[50] Colorado 
[51] Serbia 
[52] India potential snow 

avalanche risk 
analysis using 

remote sensing 
[53] India 

[54] Türkiye 
Risk analysis using 
machine learning 

methods 

 
Avalanche Risk = Risk Height × (Risk Slope + Risk Aspect + Risk Land – Use) (1) 

 
Based on digital elevation models, Bühler’s [7] model 

was about the automated identification of potential snow 
avalanche release areas. This model is partly based on 
the work of Maggioni [56] but has been improved so it 
can be used on DEM datasets with higher resolutions. 
The terrain parameters must be defined to identify the 
potential snow avalanche release areas with this model. 
Barbolini’s [47] model was about avalanche hazard 
mapping over large undocumented areas [8]. 

In this investigation, Hreško's equation model was 
implemented and used to automate avalanche release 
area mapping in GIS [16]. The reason for this is that it is 
the most appropriate method to detect snow avalanche 
areas in the region and also because no study based on 
this method has been carried out before in our country. 
The study focused on land parameters; because they can 
be obtained from digital elevation models (DEMs) and do 
not change as rapidly as meteorological and snow cover 
parameters [7]. Terrain can affect areas that are more or 
less susceptible to avalanches, while terrain parameters 

such as slope surface cover and profile curvature will 
affect the strength of the snowpack. In turn, factors such 
as aspect will determine the amount of sunlight an area 
receives and influence temperature direction [1]. 

Therefore, based on all this information, this study 
aims to develop a method to estimate potential avalanche 
release areas in a GIS environment. Rize province of 
Türkiye, which has high mountain zones named Kackar 
Mountains, was selected. The land cover layer and Digital 
Elevation Model (DEM) were this model's main data 
inputs. Factors such as aspect, slope, plan, and profile 
curvature were produced from DEM. Each factor and 
land cover were classified, and the final grid layer was 
calculated. A model builder was created in these process 
stages, and the calculation process was automated. As a 
result, avalanche release areas were estimated and 
mapped for Rize. This study is important because there 
is no similar study representing snow avalanches in our 
country and it will serve as an example for future studies 
on this subject. A regional study will provide a basis and 
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guidance for the provinces suffering from snow 
avalanches. 

 

2. Method 
 

2.1. Methodology 
 

The study consists of 9 stages. 
• Selecting the study area 
• Determining criteria and obtaining data 
• Editing the data and associating it with the coordinates. 
Conversion of data to WGS 1984 Lambert Conformal 
Conic projection system. 
• Adding the edited data to the geographic database in 
ArcGIS 10.8. 
• Determination of the criteria scores to be used in the 
avalanche release area determination model 
• Application of the avalanche release area 
determination model to the data 

• Detection of potential snow avalanche risky areas as a 
result of the analysis performed with the model and 
identification of alternative points 
• Presenting visual maps. 

 

2.2. Study area  
 

This study was performed in the Rize province of 
Türkiye. Rize is located in the northeastern parts of 
Türkiye and located between 40°21′ - 41°25' east 
longitude and 40°33′ - 41°20′ north latitude (Figure 1). 
Rize covers an area of 3,920 km2, and 78% of this area is 
mountains, 21% is plateaus, and 1% is plains. 25% of 
Türkiye's forest areas are located in the Black Sea region 
where Rize province is located.  The population of Rize in 
2018 was 346.608 [57]. Total rainfall values for Rize 
province are 238 mm for December, 234 mm for January, 
and 185 mm for February; these months are the coldest 
periods in Rize [58]. Weather is generally -10˚C or colder 
at high altitude areas.  

 
 

 
Figure 1. Study area. 

 
The most important reason for choosing Rize is the 

fact that many avalanche disasters have occurred in this 
region in the past years has been deemed important in 
terms of examining the avalanche risk points of the 
region. The other reason is; that this province is 
surrounded by high and rugged mountains that extend 
parallel to the Black Sea. Kackar mountain range is within 
the boundaries of the province area, one of Türkiye's 
most important mountains. With a total height of 3,932 
meters, the Kackar mountain range is also the highest 
mountain in the Black Sea Region. The highest peaks of 

the Kackar mountain range are Altinparmak (3,480 m), 
Kavrun (3,932 m), and Vercenik (3,710 m) mountain 
[59].  

 
2.3. Determining criteria 

 
At this stage, two leading data inputs are needed to 

identify potential avalanche release areas. These are the 
land cover and the DEM layer. Apart from these, slope, 
aspect, plan curvature, and profile curvature are other 
criteria that should be used in the analysis, but these data 
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are produced from DEM data. The reason for choosing 
these data is that they were selected from the criteria 
considered in the detection studies of potential snow 
avalanches and that they are criteria that can be provided 
in the analysis to be carried out in the region. To briefly 
explain the data used in the analysis; 

Land cover: The type of terrain and the land cover 
influence the strength of a snowpack. A dense enough 
forest inhibits large avalanche formation because it 
influences the amount of deposited snow and the 
stability of the snow cover itself [60-61]. The regions 
covered by forest are thus excluded from the potential 
release areas [47]. The falling snow slowly accumulates 
between the trees and forms an irregular snow cover. In 
addition, tree trunks can support fixing snow cover to the 
ground, preventing avalanches from occurring [62]. 
Open, extensive hollow forests cannot fix the snow mass 
and prevent avalanche formation [63]. Areas covered 
with trees, large shrubs, and rocks will provide 
attachment points where snow can hold. This will 
increase the strength of the snow mass and become an 
important trigger by requiring more weight. Barren 
areas with permanent ice and snow or grassland will 
increase the likelihood of an avalanche occurring as there 
will be less friction to stop the avalanche [8]. 

Elevation: In snow avalanche risk assessment, 
elevation is an essential parameter because factors such 
as snowfall, wind, and temperature change depend on 
the elevation. In higher areas, more snowfall occurs, and 
more cooling occurs at air temperatures. In addition, as 
the elevation increases, vegetation can be diluted, 
exposure to solar radiation is higher, and stronger winds 
are observed [64]. 

Slope angle: The priority in the slope parameter is to 
determine the steepness limit of the slopes. Avalanches 
are typically released on slopes with inclinations 
between 30° and 50°, but depending on snow conditions, 
the range can be; between 25° and 60° [2, 6, 8]. Below 28, 
the gravitational force is too weak to initiate an 
avalanche, whereas on slopes steeper than 50, releases 
are limited to persistent small avalanches [47]. Delparte 
[19] states that deep snow masses, which cause the 
formation of large avalanches, cannot accumulate on 
such slopes if the slope exceeds 60°. 

Aspect: It is an essential topographic parameter, but 
that does not have a direct effect on avalanche formation. 
It is the direction of the slope. The aspect depends on 
local circumstances. In the Northern Hemisphere, 
northern slopes receive less sun than southern slopes. 
Therefore, a cold snowdrift forms in this area. Eastern 
slopes will develop a colder snowpack than western 
slopes due to the difference between morning and 
afternoon sunlight [1]. The situation in the Southern 
Hemisphere is the opposite of the Northern Hemisphere. 

Curvature: Curvature is examined in two parts: 
profile and plan curvature. Profile curvature is the 
curvature in the direction of the maximum slope and is in 
the vertical direction. Plan curvature is perpendicular to 
the profile curvature and is in the horizontal orientation. 
Positive values donate concave slopes, negative values 
donate convex slopes, and 0 means almost no curvature. 

The frequency of formation of avalanches is higher in 
concave profile global lands [65]. Plan curvature is also 
defined as several fractures in the avalanche flow path, 
with a change in inclination of at least 5 ° [66]. The stress 
areas occurring in the snow cover and the fractures just 
below it is caused by convexity. Another important factor 
is land curvature. This factor is used effectively in 
determining the spatial limitation of avalanche release 
areas. Those paths that have a concave plan curvature, 
such as bowls or cirques, can trap blowing snow from 
several directions about the wind direction [67], while 
paths that have convex plan curvature have a thinner 
snowpack because the snow is often blown away [47]. 
The plan curvature separates open areas from flat and 
convex areas to define the snow avalanche potential 
release areas. Open areas differ from convex areas by the 
following rule [17]: 

 
• Concave zones: plan curvature ≤ - 0.002 m-1 
• Flat zones: - 0.002 m-1 < plan curvature < + 0.002 m-1 
• Convex zones: plan curvature ≥ + 0.002 m-1 

 
 

2.4. Obtaining data and data processing 
 
At this stage, the data belonging to the determined 

criteria were obtained and arranged for use in the 
analyses. A 10 m interval contours were used for creating 
DEM, obtained by Karadeniz Technical University (KTU) 
GISLab. Land cover layer and topography (for DEM) 
obtained topographical geodatabase provided by the 
General Directorate of Mapping / Türkiye. The other 
terrain factors, such as slope, aspect, plan curvature, and 
profile curvature raster layers, were derived from DEM. 
The obtained data were converted to the WGS 1984 
Lambert Conformal Conic projection system, and all data 
were made ready for analysis by integrating the 
geodatabase to be used in the ArcGIS 10.8 program. The 
provided data is shown in Figure 2. 

 
2.5. Mathematical model of determination 

potential avalanche area 
 

The mathematical model used to identify potential 
snow avalanche risk areas has been created in this part 
of the study. While establishing the mathematical model, 
the criteria mentioned in the previous paragraphs 
affecting the avalanche formation were considered.  

Hreško (1998) [16] proposed a mathematical 
equation model to estimate potential avalanche areas 
[16, 68]. In this study, we used Hreško’s model to 
estimate potential avalanche areas in Rize Province of 
Türkiye (Equation 2). 

 
Av = (Al + Ex + Fx + Fy) * S * Rg (2) 

 
Here, Av is the value estimating potential avalanche 

trigger zones; Al is the elevation factor; Ex is the aspect 
factor; Fx is the profile curvature factor; Fy is the plan 
curvature factor; S is the slope inclination factor, Rg is the 
land cover factor. 
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 2. Input geographic data used in the study. Elevation map (a), Land cover map (b), Aspect map (c), Slope map 
(d), Plan curvature map (e), Profile curvature map (f). 

 
2.6. Reclassifying criteria 

 
The sub-criteria of the criteria required for detecting 

potential snow avalanche risky areas were determined, 
and the importance levels of the sub-criteria in 
determining snow avalanche areas were tried to be 
determined. At this point, the studies in the literature 

were used, and the sub-criteria were classified [5, 6, 7, 22, 
40, 63, 69]. 

North or South Hemisphere directly changes aspect 
values. Marana [5] has aimed to detect avalanche-risky 
areas in a North Hemisphere Country, Italy. Türkiye is 
also located in the North Hemisphere. We have derived 
aspect classification and score from Marana’s study. 
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Slope score is used widely in most avalanche studies, and 
the score is similar in different literature studies. In this 
study, the slope score was derived from McClung and 
Schaerer [6], Biskupič and Barka [40] and Maers [63]. 
Plan-profile curvature classification and score were 
derived from the study by Bühler et al. [7]. The elevation 
score was derived from Türkiye’s National Avalanche 
Risk Activation Plan Report [64]. The land cover types 
score was derived from Marana [5], Biskupič and Barka 
[22] and Richnavský et al. [70]. Finally, classification and 
scoring of land cover type factors were done by 
commenting on related sub-factors of land cover types. 
With a small example, if a zone is filled with rocks, it 
means this is a risky area and gets a high score, but if a 
zone is filled with dense forest, it brings a barrier for 
avalanches catching snow and getting a low score. 

The determined sub-criteria were scored on a scale of 
0-10, and their values, which were important in detecting 
potential snow avalanches, were determined. In this 
range, 0 indicates the lowest value, while a value of 10 
indicates the regions with the highest potential 
avalanche risk. Table 2 and 3 show the factors, sub-
factors, and their scores (points) used in the study. The 
classification row matches with sub-factors. We have 
applied all the analysis due to the score calculations 
shown in the tables. 

 
Table 2. Factor, sub-factors, and their score calculations 

used in the study. 
 Classification Elevation Score 

Elevation 

0-750 0 
750-1600 2 

1600-1900 6 
1900-2200 8 
2200-2700 10 
2700-3850 2 

Slope 

0-20° 2 
20° - 30 4 
30° - 35° 6 
35° - 45° 10 
45° - 55° 8 
55° - 65° 5 
65° - 90° 0 

Aspect 

Flat areas (-1) 0 
N (0° - 22.5°) 10 

NE (22.5° - 67.5°) 10 
E (67.5° - 112.5°) 8 

SE (112.5° - 157.5°) 5 
S (157.5° - 202.5°) 4 

SW (202.5°- 247.5°) 2 
W (247.5° - 292.5°) 5 
NW (292.5°- 360°) 7 

Plan 
Curvature 

-4769,96 - (-4) 0 
(-4) – (-0,2) 0 
(-0,2) – 0,2 5 

0,2 – 0,5 3 
0,5 - 4 1 

4 - 1963,75 0 

Profile 
Curvature 

2760,82 - 4 0 
4 – 0,2 2 

0,2 – (-0,2) 2 
(-0,2) – (-0,5) 2 
(-0,5) – (-4) 2 

 

Table 2 is related to topology and its post-processed 
layers. Table 3 is related to the classification of the land 
cover layer. Table 4 shows the final classification of the 
calculated accumulated cost surface for determining 
risky areas. 

The final classification of analysis results is directly 
related to our score points. The lowest score is 0, and the 
highest point is 2700. This scale was separated into five 
evaluation intervals, as seen in Table 4. 

 
Table 3. The classified land cover factor and score. 

Land Cover Type Land Cover Score 
Rocks 10 

Sparse Plants 8 
Snow Areas 

Agriculture with no Water 
Agriculture with no Water  

Highlands 
Citrus 

Agriculture with Water 

7 

Cultivated Agriculture 
Cultivated Fruits 

6 

Tea 
Meadow 

Nut 
Shrubbery 

Cultivated Forest 
Site 

5 

Mixed Forest 
National Parks 

3 

Coniferous Forest 2 
River 
Dam 

Evacuation Areas 
Broad-leaved Forest 

Lakes 
District Centers 

Ways 
City Centers 

Village Centers 
Ports 

Industry Zone 
Holiday, Touristic Zones 

0 

 
Table 4. Final reclassification. 

Equation result Potential avalanche risky areas 
0 - 225 Low 

225 - 468 Moderate 
468 - 850 Considerable 

850 - 1440 High 
1440 - 2700 Very High 

 

3. Results and discussion 
 

At this stage, the data belonging to the criteria for 
detecting potential snow avalanche risky areas were 
classified by considering the sub-criteria scores 
determined in the ArcGIS 10.8 program and converted to 
a raster format. Thus, the model developed for detecting 
potential snow avalanches is ready for analysis. Then the 
classified raster maps were used in the avalanche release 
area determination model. As a result of the analysis 
carried out with the model, the potential snow avalanche 
risk areas were determined and presented with maps. 
Alternative potential snow avalanche risk areas were 
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determined with the outputs obtained and presented 
with maps. 

 
3.1. Classification of criteria by points 

 
The determined criteria are classified according to 

sub-criteria in this section. First of all, DEM data was 
classified according to its subclasses. The subclasses of 
the criteria were reclassified according to the scores and 
converted to raster format. Then, slope, aspect, land 
cover, plan curvature, and profile curvature data of all 
layers were classified and made ready for analysis in 
raster format, respectively. The resulting raster maps are 
shown Figure 3. In the study, 10 * 10 pixels were chosen 
as the raster pixel size, and this value was considered 
when converting all spatial data to raster formats. 
 
3.2. Determining harmonized model for 

avalanche risky area detection 
 

The model analysis developed for detecting potential 
snow avalanche risky areas was carried out at this stage. 
This model was implemented by harmonizing recent 
models and formulas. Each factor was classified 
according to the following tables, and then the equation 
was performed with ArcGIS. A Model Builder workflow 
has been created to automate the process steps. In this 
way, the analysis hierarchy has been re-applicable. GRID 
layer was provided with a 10 m* 10 m resolution. The 
final layer was reclassified into five classes. A model 
builder is developed to enable the re-applicable analysis 
process for different areas. The model builder brings 
time reduction. On the other hand, it is possible to 
convert the model to Python codes and use it in an add-
in or interface development process. One other benefit of 
the model builder is enabling users to see all the process 
hierarchy and operations in one figure and replace and 
remove any operation if not necessary or wrong. 

 
3.3. Detection of potential avalanche risk areas 

and identification of alternative areas 
 
Specific determination of risky areas has been done 

after the general determination. Figure 4 shows areas 
that have high avalanche possibilities. Application steps 
of this stage have been done by reclassifying raster data 
getting the highest scores. Then these areas were 
converted to vector (shape) files. We can estimate 
avalanche risky areas by understanding the 
mathematical formula proposed by Hreško of nature and 
topography. The second essential factors are land cover 
and land use because they directly affect avalanche 
accidents. For example, intensive forest areas avoid 
avalanches because of becoming natural barriers. When 
visiting the land at some points, it has been determined 
that there are snow-melting lines to prevent avalanches. 
These are artificial settings to guide snow movements. 
There were also metal barriers at some points. However, 
the areas with the highest avalanche risk were 
determined from the identified areas, and most were 
open to accident risk. 

According to the classification range in Table 3, the 
resulting product map was classified as low, moderate, 
considerable, high, and very high, respectively, and it was 
determined where the risky areas of snow avalanches 
were more intensified. This classification as low, 
moderate, considerable, high, and very high was made 
according to the European 5 danger levels reference 
scale [71]. According to the results obtained, it has been 
determined that the low suitable area was % 43.04 of the 
whole area, the moderate suitable area was % 32.20, the 
considerable suitable area was % 15.30, and the high 
suitable area was % 6.82, the exceptionally high suitable 
area was % 2.64 (Table 5), (Figure 5). 

Looking at the map, it can be observed that the 
riskiest areas in the selected pilot region are generally in 
the regions where the slope is quite intense in Rize 
Province. In addition, the areas close to the sea have been 
identified as areas where the potential snow avalanche 
risk is quite low, with the effect of decreasing slope. It is 
seen that the potential snow avalanche risk is intense, 
especially in many parts of the mountainous regions of 
Rize province, and these areas coincide with 149,985 
points. Among these risky areas, the most dangerous 
areas in terms of risk were determined as alternative 
areas (alternative 1, alternative 2, alternative 3) and 
shown on the map (Figure 6). 

In Figure 6, the Alternative 1 area corresponds to the 
Yaylaköy village region of Rize province and covers an 
area of approximately 3,411.53 square meters. It is the 
first area that is highly risky in terms of snow avalanches. 
Since the determined area is very close to the Kaçkar 
Mountains National Park, it coincides with an important 
point of the province. In addition, the region is close to 
many tourist plateaus such as the Amlakit, Palovit, and 
Trovit plateaus. 

Alternative 2 area corresponds to Yukarışimşirli 
village region and covers an area of approximately 
3,169.27 square meters. The determined area is 
important because it has an important location in terms 
of its proximity to the Ayder plateau, which is one of the 
most important tourist points of the province. 

Alternative 3 coincides with the Başköy village region 
of Rize province and covers an area of approximately 
2,104.46 square meters. These three regions determined 
as alternatives and the regions determined as high risk as 
a result of the analysis appear as important points with 
potential snow avalanche risk. Therefore, great attention 
should be paid to the risk of snow avalanches in this 
region, which is presented as an alternative, measures 
should be taken against a possible snow avalanche that 
will occur at these identified points, and if necessary, 
prevention policies should be developed by planning. 

When these most dangerous alternative areas in 
terms of risk were examined, it was observed that there 
was no forest in these areas and there were sparse plant 
settlements. In fact, it can be seen from the figure that the 
alternative 3 area consists of rocks. This makes these 
regions attractive for avalanches [60-63]. On the other 
hand, the elevation value in these areas is between 2000-
3000. As the elevation increases, vegetation can be 
diluted and more cooling occurs at air temperatures [63].  
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 3. Raster classification map of criteria according to scores. Elevation (a), Slope (b), Aspect (c), Land cover (d), 
Plan curvature (e-f).
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Figure 4. Determined avalanche risky areas. 

 

 
Figure 5. Percentage results of potential avalanche 

zones in the study area. 
 

Table 5. Analysis results. 
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Low 1,651,607,516.10 1,651.61 43.04 
Moderate 1,235,930,624.41 1,235.93 32.20 

Considerable 587,186,885.00 587.19 15.30 
High 261,821,601.36 261.82 6.82 

Very High 101,151,372.36 101.15 2.64 

 

 
Figure 6. Determined avalanche risky alternative areas. 

 
This situation may trigger an avalanche. In addition, 

when the slope value of these regions is examined, the 
region generally has slope values varying between 35°-
50°. According to literature, these values are considered 

to be the most suitable values for avalanche formation [2, 
6, 8]. The combination of all these different impacts has 
made these regions the most dangerous alternative 
regions for avalanches. 
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4. Conclusion  
 

Potential risk areas should be identified before 
natural hazards occur. Risk analysis studies should be 
conducted in this context, and risk regions should be 
defined with maps. Risk maps are essential for the 
development of emergency action plans. For snow 
avalanches, one of the natural hazards of meteorological 
origin, it is necessary to determine the potential risk 
zones regarding hazard-related studies. 

In this study, we have determined possible avalanche 
areas with the help of GIS methods. The first analysis 
group included all areas of Rize province, which was the 
general determination of risky areas. In the second stage, 
we examined risky areas in detail and detected exact 
avalanche risky areas. Results have shown that GIS 
technology is essential for determining risky areas. The 
relevant data and analysis model for this study is raster-
based methods. In this way, all the areas can be analyzed 
in pixels.  

In this study, the area with the highest total value was 
accepted as the riskiest in terms of potential snow 
avalanches. As a result of the analysis, the area of 
10115.14 hectares was determined to be risky in terms 
of potential snow avalanches. Three different alternative 
areas were selected from this area, and these areas were 
determined as the points with the highest risk in terms of 
risk. Therefore, minimizing the snow avalanche risks that 
will occur in risky areas, including these selected 
alternative areas, or carrying out necessary precautions 
is essential. Thus, snow avalanche risks can be 
minimized. 

This study shows that recent risky avalanche area 
determination studies are valuable in applicability and 
accuracy. However, every practical study for developing 
risky area determination algorithms supports and 
enriches GIS studies. Soon, we will focus on determining 
risky avalanche areas with the help of machine learning. 
Using technology and newly developed GIS systems will 
decrease labor loss and budgets for risk planning. 
Moreover, more human and animal life and nature will be 
protected. 
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 In this work, a unique radar hardware is introduced for human-gait micro-Doppler 
studies. The developed radar sensor operates in C-band microwave frequencies. We 
share several outdoor experiments at Mersin University facilities to detect and 
characterize human walking and running movements. In these experiments, various 
walking and running movements were performed with different people. To examine the 
Doppler properties of human motion, raw data gathered is transformed onto 2D joint-
time-frequency plane. The generation of micro-Doppler signatures in the transformed 
data is the first step in the extraction of features of the walking/running human motion. 
It is shown that the directions, durations, range distances as well as torso and limb 
velocities of walking and running human movements in each experiment are successfully 
obtained from these micro-Doppler signatures.  
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1. Introduction  
 

Human detection and motion classification offer 
many advantages for applications such as search and 
rescue, intelligent environments, and security. Infrared, 
lidar [1-3], acoustic, vibration/seismic, and visual 
sensors have long been used in human recognition and 
detection systems. Radar technology, on the other hand, 
offers advantages in human detection applications 
because it can detect at longer distances, is more 
comprehensive and can operate in all weather conditions 
[4-7]. 

With today's developments, the need for long-range 
radar systems that can detect targets with low radar 
cross-sectional area [8] such as humans is increasing 
significantly. In the last ten years, many studies have 
been published on the automatic classification of various 
human movements and different targets from radar 
signals [9]. In human classification studies, the radar 
signature of a human being is usually very different from 
the radar signature of other targets. 

If the signal sent by the radar hits a target that is 
moving relative to the radar, the frequency of the return 
signal from the target is slightly different from the 

frequency of the transmitted signal. This phenomenon is 
called “Doppler shift” [10]. The amplitude of the Doppler 
shift depends on the speed of the target relative to the 
radar and the frequency of the transmitted signal. If the 
target has parts that oscillate, vibrate, and rotate in 
addition to the translational motion, additional 
modulations due to these parts are observed in the 
return signal in addition to the basic Doppler shift. This 
phenomenon is called the micro-Doppler effect and the 
signal returned from the target is called the micro-
Doppler signature of the target [11]. 

Micro-Doppler has been utilized for target 
recognition in many studies, especially in applications 
such as pedestrian safety with automotive radar 
networks [12-13]. In 2010, Van Dorp and Groen 
conducted a basic classification study on human arm 
swing using Frequency-Modulated Continuous-Wave 
(FMCW) radar networks with micro-Doppler analysis 
[14].   

In any surveillance application, real-time estimation 
and visualization of human posture is critical for threat 
analysis. Human movement and gait characteristics 
(hand, arm and leg movements) can be detected by 
applying detailed radar signal techniques on micro-
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Doppler echoes. In addition to the radar image of holistic 
human body motion, micro-Doppler features contain 
unique spectral information about gait characteristics. 
Mainly because the legs, arms and wrists do not move at 
constant speed, the micro-Doppler effect exhibits a 
periodic characteristic. Time-varying micro-Doppler 
features due to different parts of the body are deduced by 
combined time-frequency analyses [15]. Time-frequency 
micro-Doppler images describe the motion 
characteristics. The characteristics of human gait have 
been studied in detail by researchers in the fields of 
biomechanics and computer vision [16-18]. However， 
the use of radar signals in this field is quite recent [19]. 
Geisheimer experimentally demonstrated that a human 
spectrogram can be obtained from signals reflected from 
different parts of the body [20]. In this paper, we present 
recent experiments that we have conducted at Mersin 
University in characterization and analysis of the human 
movements including basic walking and running 
activities.  

Organization of paper is as follows: In the second 
section, the micro-Doppler radar sensor that we have 
developed and the data gathering arrangement are 
introduced. In the third next section, various 
experiments the micro-Doppler experiments and 
corresponding micro-Doppler images based on 
spectrogram are presented together with numerical 
analysis after the evaluation of the constructed micro-
Doppler images. The final section summarizes and 
concludes the work presented in this paper. 

 
 

2. Method 
 

2.1. Radar sensor 
 

A micro-Doppler radar hardware has been developed 
which is based on a frequency modulated continuous 
wave (FMCW) transceiver [Ancortek's SDR-KIT-580AD]. 
Figure 1a shows the block diagram of our radar sensor. 
Two two-by-three microstrip patch antenna array with 
an antenna gain of more than 12 dBi for the whole 
frequency bandwidth of 400 MHz at the center frequency 
of 5800 MHz. Figure 1b depicts the perspective view of 
the developed radar device in which the locations of the 
transmitting and receiving antennas are labelled. For the 
experiments, the chirp time interval is chosen to be 1 ms 
such that it can cover the extremum values of full human 
micro-Doppler signatures for indoor and outdoor 
activities. More precisely, the radar can measure Doppler 
frequencies from -500 Hz to + 500 Hz. Radar device has 
the power output of approximately 0.08 watts. The 
FMCW transceiver equipment is controlled by the on-
board PC board. The Matlab script, including the 
implementation of all signal processing routines, was 
used together with the on-board PC hardware. A 7-inch 
LCD touchscreen display is integrated for the easy use of 
the operator. A power board was used to provide +5V to 
all the hardware of the micro-Doppler radar sensor 
module [21]. The front and back photos of this radar 
sensor are shown in Figure 1c, where all electronic 
components can be viewed. 
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Rx

 
(a) (b) 

LDC 
display

Onboard 
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Power 
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Figure 1. Prototyped micro-Doppler radar sensor: (a) block diagram, (b) Perspective view, (c) inner hardware. 
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2.2. Experimental set-up 
 

This radar sensor was used for experimental research 
to detect human movement and possibly classify human 
body parts. In the experimental setup, the radar sensor 
was placed on a tripod at a height of 1m above the ground 
level and various people walked, walked away and/or 
ran towards the radar sensor. Figure 2a, 3a, 4a, 5a and 6a 
show some photos from the experimental scenes. 

 
 

3. Results and discussion 
 

Five different experiments were accomplished for 
several types of human movements: In the first 
experiment, the human walked towards and then moved 
from the radar at approximately 26 m range distance 
with swinging both arms as shown in Figure 2a, 
maintaining a relatively stationary velocity during the 
data collection period of 35 s. The micro-Doppler 
signature was then generated by applying a short-time 
Fourier transform (STFT) process, i.e. spectrogram, to 
the FMCW-based time-domain scattered electric field 
data; Es(t) obtained the micro-Doppler signature as 
(Equation 1). 

 

𝐸𝑠(𝜏, 𝑓) = ∫ 𝐸𝑆

∞

−∞

(𝑡) ∙ 𝑤(𝑡 − 𝜏)𝑒𝑥𝑝(−𝑗2𝜋𝑓𝑡)𝑑𝑡 (1) 

 

Here w(t) is a 200-point Hamming-type sliding 
window corresponding to 0.2 seconds with 95% overlap 
[10]. A notch filter [22] was also applied to minimize the 
effect of static clutter around the DC frequencies and to 
highlight the true signature. After these operations, 
obtained micro-Doppler signature image was extracted 
as shown in Figure 2b. As can be seen from the image, 
both the main motion of the torso and the swinging arm 
signatures can be easily recognized. The Doppler 
frequency of the torso starts from f_D  = 0Hz (for a fixed 
human target) at t = 0 and reaches a maximum value of 
about 65 Hz (corresponding to a speed of 6.05 km/h) just 
after t = 7s as seen from the time-Doppler image in Figure 
2b. Figure 2c shows the time-velocity image, which 
allows the velocity information to be detected more 
easily during the movement time. 

In the second experiment, the man walked towards 
and then moved away from the radar with still arms at 
about 28 m along the range distance, keeping a relatively 
stable speed during the 35 s data collection period as 
shown in Figure 3a. The Doppler frequency of the torso 
starts at f_D  = 0Hz (for a fixed human target) at t = 0 and 
reaches a maximum value of about 63 Hz (corresponding 
to a torso speed of 5.86 km/h) just after t = 7s, as seen 
from the time-Doppler image in Figure 3b. Figure 3c 
shows the time-velocity image, which allows the velocity 
information to be detected more easily during the 
movement time. 

In the third experiment the man walked towards to 
the radar from approximately 8.5 m at range distance 
again for a time duration of 8 s as pictured in Figure 4a. 
After using the identical spectrogram examination 
described above, a micro-Doppler spectrogram image 
was extracted as shown in Figure 4b. If this image is 

carefully examined, one can undoubtedly observe that 
the man has no movement at t = 0 and moves away from 
the radar as time progresses, reaching an average body 
Doppler frequency of about 38 Hz (equivalent to torso 
speed of 3.58 km/s). Once more, the signatures of the 
swinging arms and the responses of other body pieces 
are distinctly noticeable in Figure 4b. Figure 4c shows the 
time-velocity image, which allows the velocity 
information to be detected more easily during the 
movement time. 

In the fourth experiment, the human first ran towards 
the radar, then away from the radar and finally towards 
the radar, sustaining a reasonably stable velocity during 
the 18 s data acquisition period. Each running lap has 
approximately 21 m. An image from the experiment and 
the Doppler spectrogram are shown in Figure 5a and 
Figure 5b, respectively. From the spectrogram in Figure 
5b, it is clearly read that the Doppler frequency can reach 
a highest value of about 210 Hz, equivalent to a running 
velocity of 19.55 km/h. This amount, evidently, includes 
the sum of both torso and arm/hand velocities. When 
computing the speed of the torso, the average Doppler 
frequency of the torso was measured to be 135 Hz when 
the man was running towards the radar at a uniform 
speed. Hence, this Doppler frequency amount specifies a 
nominal torso velocity measurement of 12.57 km/h. 
Figure 5c shows the time-velocity image, which allows 
the velocity information to be detected more easily 
during the movement time. 

For the fifth experimentation, two men have run in an 
outdoor field as portrayed in Figure 6a. First, one man 
run towards to radar at the same time other man run 
away from the radar by preserving a uniform velocity 
during the data gathering interval of 7 s. Each man has 
run up to a maximum distance of around 22 m along the 
range. It is obviously interpreted from the spectrogram 
in Figure 6b that the first running man’s Doppler 
frequency can attain a highest value of approximately 
226 Hz which matches to a running velocity of 21.04 
km/h. The second running man’s Doppler frequency can 
achieve a largest amount of around 261 Hz which 
resembles a running speed of 24.3 km/h. These values; 
obviously, contain the sum of the speeds of torso, arms, 
and hands. The torso average Doppler frequencies of 
running men were measured to be 150 Hz and 155 Hz, 
respectively during men were running towards the radar 
with a uniform velocity. So, these men’s Doppler 
frequency values provide a nominal torso speed 
measurement of 13.96 km/h and 14.43 km/h, 
respectively. Figure 6c shows the time-velocity image, 
which allows the velocity information to be detected 
more easily during the movement time.  The flow 
diagram in Figure 7 shows how to obtain the 
characteristics of the movement by using the information 
on the spectrogram obtained by using the short-time 
Fourier transform. 

 
4. Conclusion  
 

In this paper, we have presented a radar sensor that 
we have specially developed for the detection and 
classification of human micro-Doppler characteristics. As 
shared in the second and third sections, several 
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experiments were conducted outdoors using. We have 
demonstrated throughout experiments that the radar 
sensor has the capability of detecting human motions 
such as walking and running with good fidelity. By 
utilizing the time-frequency tool of spectrogram [23], it 
is possible to further analyze the micro-Doppler features 
of these motions including, characterization such as 

walking with still arms or running and calculation of 
other distinct features such as velocity information of 
human motion and range distance of the man, etc.  Such 
extracted features are very crucial and thus, can be used 
for many useful applications in detecting and classifying 
men, women, children, and possibly different animals. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 2. (a) The man first approached the radar and then moved away radar while walking with swinging arms,  
(b) corresponding spectrogram image (c) spectrogram image with velocity information. 
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(a) 

 
(b) 

 
(c) 

Figure 3. (a) The man approached the radar and then moved away from the radar while walking with still arms,  
(b) corresponding spectrogram image (c) radar image on time-velocity plane. 
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(a) 

 
(b) 

 
(c) 

Figure 4. (a) The man approached the radar while walking with still arms, (b) corresponding spectrogram image  
(c) radar image on time-velocity plane. 
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(a) 

 
(b) 

 
(c) 

Figure 5. Running experiment: (a) The man first approached to the radar, then moved away from the radar, and finally 
approached the radar again, (b) corresponding spectrogram image (c) radar image on time-velocity plane. 
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(a) 

 
(b) 

 
(c) 

Figure 6. Two running men experiment (a) The men run opposite directions, (b) corresponding spectrogram image (c) 
spectrogram image with velocity information. 
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Figure 7. Classification of the movements according to the Doppler frequency with a flow diagram. 
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 The lakes represent crucial surface water resources and an integral part of wetlands. The most 
concerning aspect of the degradation of these areas is the complete drying up of the lakes. In the 
Mediterranean region, successive changes in land use practices in the context of climate change 
have strongly influenced wetland areas. In this study, we used Landsat TM, OLI, and OLI-2 satellite 
images to monitor the water surface area in two representative lakes (Aoua and Ifrah) of the 
Tabular Middle Atlas and to map land use across the entire study area. To extract information 
related to lakes and land use, we employed the Support Vector Machine machine learning 
algorithm, widely used in remote sensing studies. However, we identified drought periods from 
precipitation data using the Standardized Precipitation Index (SPI) recommended by the World 
Meteorological Organization (WMO). The results obtained from the processing of Landsat satellite 
images indicate a significant reduction in the surface area of the lakes, with periods of drying for 
Aoua lake, endangering their fragile ecosystems and biodiversity. The critical situation of the two 
lakes is attributed to a combination of natural and anthropogenic factors. The analysis of climatic 
data shows a significant climate change from the 1980s, with long periods of drought. In parallel, 
the study area has undergone remarkable modifications in land use patterns, mainly characterized 
by a significant extension of irrigated agricultural surfaces to the detriment of grazing and rainfed 
lands. In three decades, the area of irrigated crops has increased from approximately 1300 
hectares in 1985 to 7070 hectares in 2022, representing an increase of 542%. The findings 
presented in this study reveal the extent of lake degradation in the TMA and reflect the alarming 
decline in groundwater levels. This situation indicates the necessity of formulating a strategy to 
protect water resources and wetlands in the Middle Atlas. 
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1. Introduction  
 

Managing water resources in the 21st century is 
increasingly challenging [1]. In many regions of the 
world, water scarcity has appeared as a principal risk 
affecting sustainable development [2]. The United 
Nations report on Sustainable Development goals has 
shown an increase in water scarcity in most countries [3]. 
Also, this report indicates that «worldwide, 32 countries 
are experiencing water stress of between 25 and 70 per 
cent; 22 countries experience it above 70 per cent and 
are considered to be seriously stressed. This concerning 
situation is linked to climate change and anthropogenic 
pressure [4,5]. Increasing water withdrawals for 
agriculture and urban areas in the context of climate 
change will exacerbate water stress by 2050 [6]. 

Generally, aspects of water resource degradation 
manifest as declining groundwater levels, reduced flows 
from springs and rivers, and the drying up of lakes. 
Indeed, the lakes represent precise indicators to measure 
the effects of factors affecting the hydrological system, 
such as land-use alterations, changes in precipitation 
patterns, and increasing water extraction for agricultural 
and urban purposes. 

The lakes represent crucial surface water resources 
and an integral part of wetlands [7]. The most concerning 
aspect of the degradation in these areas is the complete 
drying of the lakes. In the Mediterranean region, 
successive changes in land use (LU) practices in the 
context of climate change (CC) have strongly influenced 
wetland areas. According to [8], they have lost 50% of 
their surface area during the 20th century. The processes 
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of modifications in wetland areas in general, and lakes in 
particular, stem from complex interactions between 
climate and LU practices. Over the past few decades, 
lakes have experienced concerning variations in different 
countries. Several works recently focused on the study of 
lakes in various locations show that the variation in their 
surface areas, such as extension or shrinkage, is 
explained by CC [9-13]. Therefore, lakes are considered 
sensitive and reliable indicators of CC [14]. Others have 
indicated that changes in LU have influenced 
hydrological processes [15-16], imposing impacts on 
available water resources and watershed runoff patterns 
worldwide [16]. 

In Morocco, the lakes located in the Middle Atlas have 
faced significant pressure due to changes in climate and 
LU, essentially marked by the intensification of 
agricultural practices based on irrigation [17-19]. The 
pressure exerted on the lakes in this strategic sector of 
the Moroccan mountains is manifested locally by a 
significant reduction in the water surface area (WSA). 
Studies conducted on the lakes of the Middle Atlas [19] 
highlight their responses to CC and anthropogenic 
pressure. These studies relied on analysis of hydrological 
and climatic data obtained from the Sebou Hydraulic 
Basin Agency (ABHS) and sometimes the interpretation 
of aerial photographs. However, this data is not always 
available and does not cover all lakes. To address the data 
issue, we used remote sensing data (Landsat data) to 
monitor the dynamics of water areas in two 
representative lakes of the Tabular Middle Atlas (TMA). 

The mapping of lake water surface areas (LWA) and 
their change detection using remote sensing have 
garnered notable interest across diverse research 
domains [20]. Remote sensing technology is widely 
accepted as an effective and suitable means to extract the 
evolution of water bodies in various areas and temporal 
scales [15,21-27]. For this reason, significant efforts have 
been made to develop robust techniques for lake 
monitoring using available satellite images, such as 
Landsat (TM, OLI, OLI-2) and Sentinel-2 [28]. Remote 
sensing data can significantly contribute to addressing 
the issue of data availability concerning lakes [10]. In 
recent years, time series of satellite images, notably from 
missions Landsat, have been extensively used to monitor 
water areas in lakes, as they provide accurate 
information with high spatial and temporal resolution. 
[29] have indicated that this data will be a valuable 
source for assessing water levels and their changes over 
the coming decades. 

At the global scale, several studies have shown the 
capacity and precision of remote sensing in studying 
lakes. This study relies on multi-sensor Landsat satellite 
images (TM, OLI and OLI-2) to monitor recent variations 
in the water area of Aoua and Ifrah lakes in the TMA. The 
objective is to understand how they respond to 
environmental changes, including climate and LU 
alterations. Therefore, this study proposes remote 
sensing data to detect water areas in the TMA lakes over 
more than three decades (1984 to 2022). It also 
emphasizes the analysis of existing climate data and the 
quantification of irrigated surfaces as driving factors in 
the degradation of lakes. Indeed, understanding the 

hydrological impacts of climate and LU changes is 
imperative for water resource planning and management 
[30] and for preserving the ecosystem and meeting the 
increasing water needs of local populations. 

 

2. Materials and method 
 

2.1. Study area 
 

The study area (Figure 1) is located in the TMA, 
considered among the strategic sectors of Morocco, often 
referred to as the "water tower of Morocco. It covers an 
area of 805 km² and is administratively part of the Sefrou 
and Ifrane provinces. The elevations in this area range 
from 870 m in low depressions (Sahb Achar) to over 
1800 m in the mountains (Jebel Medouar). The geometry 
of tectonic faults has facilitated the formation of an 
alternation of depressions and more or less extensive 
mounds in the area. These depressions, rich in soil and 
water resources, are today highly converted for 
agricultural practices. The dominance of faulted 
lithological formations, characterized by a high 
permeability coefficient [31] and substantial 
precipitation (averaging 985 mm annually at the Ifrane 
station), contributes to abundant water resources. The 
abundance of water has resulted in a notable extension 
of irrigated areas in the valleys and intramountain 
depressions. 

Similar to other mountainous regions in Morocco, this 
area has undergone significant landscape changes in 
recent decades [32]. The main aspects of these major 
modifications include the expansion of irrigated crops to 
the detriment of grazing lands and rainfed agricultural 
areas. This dynamism results from the interplay of 
natural factors, encompassing precipitation and water 
resources, and anthropogenic factors, including 
population growth and government interventions. 
According to [33], the transformations occurring in the 
Middle Atlas reflect the desire to better capitalize on the 
richness of this region. Thus, the processes leading to this 
evolution are generated by the intentions of both 
indigenous and non-indigenous actors and the state 
through the different programs and incentive plans for 
the development of agriculture [32].  Thus, the study area 
is marked by a remarkable urban extension, particularly 
in the center of Imouzzer-kandar, reflecting a significant 
increase in population. Information on population 
changes in this region is available in the general 
population and housing census. The observed changes in 
the landscape within the study area may generate 
adverse effects on the environment. We selected this 
region for its significant biological, geological, landscape, 
and socio-economic importance, strongly threatened by 
inappropriate anthropogenic interventions in the 
climate change context. 

 
2.2. Satellite data processing 

 

In this study, we utilized Landsat satellite images to 
map LU and track changes in the water area of Aoua and 
Ifrah lakes from August 1984 to August 2022. For the 
years 2002 and 2011, we used the September and July 
images, respectively (Table 1). All the data were obtained 
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from the freely accessible archives of the U.S. Geological 
Survey (USGS). Satellite images from Landsat are widely 
used in the remote sensing field [34] due to their 
significant temporal resolution, making them valuable 
for studying the Earth’s surface. This data has become 
essential for monitoring ecosystems at different spatial 
and temporal scales [35]. Remote sensing data provided 
by USGS require radiometric pre-processing to facilitate 

classification and interpretation. The pre-processing was 
performed using the Semi-Automated Classification 
(SCP) extension installed in the QGIS software. The SCP 
plugin was used to apply the radiometric correction 
algorithm to convert the raw pixel values (DN) to TOA 
reflectance. This powerful package [36] is widely used 
for satellite image pre-processing [37-40]. 

 

 
Figure 1. Geographical location of the study area: a) Morocco within the Mediterranean Basin; b) location of the study 

area in Morocco; c) Study area. 
 

Table 1. Landsat satellite images used in this study [41]. 
Acquisition date Sensor Acquisition date Sensor Source Spatial resolution 
August 18, 1984 TM September 16, 2002 TM USGS 30 m 
August 14, 1985 TM August 23, 2003 TM USGS 30 m 
August 17, 1986 TM August 18, 2004 TM USGS 30 m 
August 20, 1987 TM August 12, 2005 TM USGS 30 m 
August 06, 1988 TM August 08, 2006 TM USGS 30 m 
August 09, 1989 TM August 11, 2007 TM USGS 30 m 
August 03, 1990 TM August 20, 2008 TM USGS 30 m 
August 22, 1991 TM August 07, 2009 TM USGS 30 m 
August 17, 1992 TM August 03, 2010 TM USGS 30 m 
August 11, 1993 TM July 28, 2011 TM USGS 30 m 
August 07, 1994 TM August 01, 2015 OLI USGS 30 m 
August 01, 1995 TM August 19, 2016 OLI USGS 30 m 
August 12, 1996 TM August 22, 2017 OLI USGS 30 m 
August 15, 1997 TM August 09, 2018 OLI USGS 30 m 
August 09, 1998 TM August 12, 2019 OLI USGS 30 m 
August 21, 1999 TM August 05, 2020 OLI USGS 30 m 
August 14, 2000 TM August 08, 2021 OLI USGS 30 m 
August 17, 2001 TM August 03, 2022 OLI-2 USGS 30 m 
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Satellite image pre-processing is followed by 
classification to extract LU classes and LWA. The 
extraction of information from the raw images is 
performed using several supervised classification 
algorithms (ML, RF and SVM), unsupervised algorithms 
(K-means, ISO Cluster) and spectral index calculations 
(NDVI, EVI and NDWI). In this study, we used the Support 
Vector Machine (SVM) supervised classification 
algorithm, which is widely used by researchers [34,42]. 
Due to its high accuracy in classification results [42-45], 
this non-parametric algorithm has been used extensively 
in recent years. The results obtained in the study area 
also demonstrate the power of SVM in extracting the 

LWA (Figure 2). Figure 3 illustrates the statistical 
evaluation performance of the satellite image 
classification on August 14, 1985, using the SVM 
algorithm. In this example, overall accuracy and the 
Kappa coefficient perfectly illustrate the quality of the 
classification, with values of 0.98 (98%) and 0.99 (99%) 
respectively. The distinction of the water area of the 
lakes from other LU classes in a satellite image is 
relatively easy due to the separability of spectral 
reflectance. Water always exhibits very low reflectance 
in the near-infrared (NIR) compared to other classes, 
such as vegetation and bare lands. 

 
 

 
Figure 2. The comparison between a classified satellite image and a raw image, dated August 14, 1985. a) Classified 

image; b) Raw image in false color; c) Raw image in true color. 
 

 
Figure 3.  Classification accuracy of land use classes: 
example of Landsat TM satellite image: August 14, 1985. 

 
The selection of satellite images is based on ground 

observations and spectral reflectance monitoring. These 
two sources of information have allowed us to choose the 
most suitable month for studying irrigated surfaces and 
extracting the water area of the lakes. The agricultural 

calendars conducted in the field and the analysis of 
remote sensing data throughout the year have revealed 
that August is the most suitable for achieving this type of 
study. In August, the area of irrigated lands experienced 
a remarkable increase, which puts significant pressure 
on groundwater resources. The tracking of lake water 
areas from August 1984 to August 2022 is very 
interesting to assess the impact of irrigation on water 
resources in the TMA. However, we used ground samples 
in the classification process (training data) and in 
validating the results. The methodology employed to 
map land use and the water surface area of the lakes is 
depicted in Figure 4. 

 
2.3. Climate data processing 

 
We used the SPEI package in R-statistical software to 

calculate the Normalized Precipitation Index (Equation 
1) from the precipitation time series for the Ifrane and 
Sefrou stations. The Standardized Precipitation Index 
(SPI) [46] is recommended by the World Meteorological 
Organization (WMO). This index has been used in over 70 
countries [47] to identify wet and dry periods based on 
long-term precipitation data. Drought intensity varies 
depending on the SPI values, as presented in Table 2. 
Negative anomalies (starting from -1.0) indicate periods 
of drought, and they end when the SPI values become 
positive. SPI allows measuring the intensity and severity 
of drought. The selection of the period for calculating the 
SPI is precisely defined by [48]; short-term durations can 



International Journal of Engineering and Geosciences, 2024, 9(2), 221-232 
 

225 
 

be important for agronomic studies, while long-term 
durations are suitable for hydrological issues. 

 
SPI= (Xi- Xm ) / σ (1) 

 
Where: 
SPI: is the drought index; 
Xi:  annual, seasonal and monthly precipitation; 
Xm:  long-term mean;  
σ: standard deviation. 
 

Table 2. SPI values [46]. 
SPI value Class 
More than 2 Extremely wet 
1.5 to 1.99 Very wet 
1.0 to 1.49  Moderately wet 
0 to 0.99 Mildly wet 
-0.99 to 0 Milddly dry 
-1.0 to -1.49 Moderately dry 
-1.5 to -1.99 Severely dry 
-2 and less Extremely dry 

 
Figure 4. The flowchart of the used methodology for LU and LWA extraction. 

 
3. Results and discussion 

 
3.1. Variation of the water area in Aoua and Ifrah 
lakes 

 
Monitoring the water area in Aoua and Ifrah lakes 

(Figure 5) using multi-date satellite images revealed 
significant changes. However, the rate of increase, 
shrinkage, and drying up varies from one lake to another 
depending on the factors influencing this dynamism. The 
total area of the lakes has significantly decreased 
between 1984 and 2022, with a reduction of 70 ha for 
Aoua lake and 136 ha for Ifrah lake (Figure 6 and 7). 

Figure 6a illustrates the spatial distribution and 
quantification of the water area in Aoua lake from August 
1984 to August 2022. Between the two dates, the water 
area has undergone distinct fluctuations. These 
fluctuations range between 0 ha or complete drying and 
116 ha. Over more than three decades, Aoua lake has 
experienced significant oscillations, with periods of 

complete drying (2001-2002; 2008; 2018 to 2022). In 
recent years, the hydrological deficit of the lake has 
increased worryingly. Locally, this is manifested by the 
total drying of the lake for an extended period (2018 to 
2022). Before 2000, the lake experienced variations in its 
area, reaching a minimum value of 11.5 ha in 1995 and a 
maximum of 96.7 ha in 1992. Since 2000, the water area 
has significantly decreased (2000-2003; 2005-2008; 
2016-2022), with some exceptions of increasing in water 
area during specific periods, notably in 2004 (85 ha) and 
from 2009 to 2015. Figure 6b indicates the rapid 
variations in the surface area of Aoua lake. Over the 
years, the lake underwent significant changes, especially 
in 2003-2004, 2008-2009, and 2015-2016. These 
variations illustrate a rapid increase and decrease in lake 
water surface area, from 8 ha in 2003 to 85 ha in 2004 
and from 0 ha in 2008 to 120 ha in 2009. The transition 
from complete drying to nearly full filling (116 ha) and 
vice versa occurs rapidly. 

 

 
Figure 5. Situation of the lakes in July 2022 (Google Earth images). a) Aoua lake; b) Ifrah lake. The two maps show the 

alarming reduction of the water surface and the remarkable extension of irrigated areas around the lakes.
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Figure 6. Variation in surface area (ha) of Aoua lake from August 1984 to August 2022 (Landsat satellite images: TM, 

OLI and OLI-2). 
 

 
Figure 7. Variation in surface area (ha) of Ifrah lake from August 1984 to August 2022 (Landsat satellite images: TM, 

OLI and OLI-2). 
 

Figure 7a shows the changes in the water area of Ifrah 
lake from August 1984 to August 2022. During this 
period, the lake fluctuated in its area, ranging from 159 
ha in 1984 to 15 ha in 2001. Over three decades, Ifrah 
lake experienced significant variations, with periods of 
concerning reduction (2000-2008; 2021-2022). We 
distinguished three periods of variations in the lake 
water area. The first period extends from August 1984 to 

August 2001 and is characterized by a significant 
shrinking of the water area, with a change of 144 ha over 
17 years. The second period, from 2001 to 2008, 
experienced a slight increase in the water area. In the 
third period, there was an increase in the water surface 
until 2015 due to the rise in precipitation between 2009 
and 2012. This phase was followed by a new trend of the 
lake regressing until 2022. The decrease in the area of 
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Ifrah lake (23 ha in 2022) indicates the very critical 
situation of the groundwater in recent years. Figure 7b 
illustrates that the reduction and progression of Ifrah 
areas occur slowly compared to Aoua lake, which is 
characterized by a rapid variation pattern.  

The results obtained from Landsat satellite images 
indicate a significant decrease in the water area in both 
Aoua and Ifrah lakes. The continuous reduction of LWA 
in the TMA reflects the concerning situation of water 
resources, influenced by changes in hydrological 
parameters and radical modifications in traditional LU 
practices, giving way to modern practices based on 
irrigation. 
 
3.2. Effect of drought severity and LU on lakes water 
areas variation 

 
The changes in LWA in the TMA are often considered 

accurate and sensitive representations of climate 
parameter changes and profound modifications in LU 
practices. In three decades, the Imouzzer and Aoua 
depressions have experienced a progressive 
development of rosaceous orchards. The spatiotemporal 
evolution of irrigated areas in the TMA has led to notable 
transformations in landscape structures. These changes 
in LU practices have coincided with long periods of 
severe drought that have affected Morocco since the 
1980s [49,50]. 

 
3.2.1. Drought severity 

 
The calculation of SPI for Ifrane and Sefrou stations 

over 24 months shows wet and dry periods. The results 
presented in Figure 8 and 9 demonstrate that the wet and 
dry periods are more clearly visible for SPI 24 months 
(Figure 8) compared to SPI 12 months (Figure 9). For the 
stations of Ifrane and Sefrou, we distinguished two 
principal periods, from 1935 to 1979 and 1980 to 2015. 
The first is characterized by a remarkable dominance of 
wet to very wet years of long duration, with positive 

anomalies exceeding 2. In the second period, we 
observed a persistent drought characterized by extended 
periods, indicated by negative anomalies exceeding -2, 
interspersed with brief wet spells. The frequency and 
intensity of drought increased significantly after 1980. 
The increase in the number of long-lasting droughts from 
the 1980s has strongly influenced the water area of the 
lakes. During wet periods, the lakes in the TMA show 
significant extension of their water area. However, an 
alarming decrease in the LWA, even complete drying, 
occurs during severe drought periods. 

In parallel with this abrupt change in precipitation 
and the dominance of long periods of drought since the 
1980s, temperatures have recorded a significant 
increase in positive anomalies, as highlighted in the 
official reports of the Intergovernmental Panel on 
Climate Change [51,52]. The trend of decreasing 
precipitation, rising temperatures, and the progressive 
extension of irrigated areas in the TMA have contributed 
significantly to the amplification of hydrological deficits. 
Locally, this is manifested by the decline in groundwater 
levels and, consequently, the drying up of springs, 
reduced river flows, and alarming depletion of lakes, 
especially in recent years. 
 
3.2.2. Land use changes 

 
Studies on the Middle Atlas confirm that this region of 

Morocco was primarily used for pastoral activities [17, 
32,33, 53-55], with a limited area devoted to rainfed and 
irrigated crops. However, with population growth, 
increased connectivity to other regions, the desire to 
exploit natural resources and government subsidies, 
these areas have witnessed significant rural 
development, resulting in profound landscape changes. 
These transformations include the extension of irrigated 
agriculture and orchards at the expense of grazing lands 
and rainfed crop areas. The change rates, the processes 
implemented, and the actors involved in this dynamic 
have been different throughout this period [32]. 

 

 
Figure 8. Temporal variation of the SPI at the 12-month scale in Ifrane and Sefrou stations. 
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Figure 9. Temporal variation of the SPI at the 24-month scale in Ifrane and Sefrou stations. 

 
Over the past decades, the Imouzzer and Aoua 

depressions have witnessed a continuous extension of 
agricultural practices based on irrigation. LU map 
derived from the Landsat image of August 2022 clearly 
shows a significant increase in irrigated areas compared 
to 1985 (Figure 10). The development and arrangement 
of land for irrigation have expanded in all directions. 
Irrigated lands are now found on the slopes of 
depressions, marshlands, grasslands, and even at the 
edges of forests. The profit generated by irrigated crops, 
government incentives, and the influx of external capital 
into the region are the driving forces behind this 
development. The irrigation of these new farms is 
provided exclusively by groundwater. The water 
extraction from the aquifer in these areas withdraws 
significant volumes of water. 

The mapping and quantification of LU in the study 
area (Figure 10 and Table 3) have highlighted a 
significant landscape dynamic characterized by a marked 
increase in irrigated agricultural areas and built-up 
lands. Between 1985 and 2022, the area of irrigated land 
increased from 1300 hectares to 7070 hectares (+7.16% 
of the total area), representing a growth of 542% over 37 
years. This extension of irrigated areas often occurred at 
the expense of uncultivated lands (pasturelands), which 
decreased from approximately 32,000 hectares to 
26,000 hectares, experiencing a reduction of about 6000 
hectares (-7.44% of the total area). The entire water 
surface of the lakes in this area significantly decreased, 
from approximately 205 hectares in 1985 to only 27 
hectares in 2022, resulting in a decrease of 178 hectares. 
Thus, we observed a notable increase in built-up within 
the study area, especially in the center of Imouzzer-
Kandar. Between the two dates, the built-up area 
increased from approximately 33 ha to 287 ha, 
representing a growth of 254 ha. The forest area remains 
almost stable, with a slight estimated positive change of 
0.19%. 

Between 1985 and 2022, the study area experienced 
a significant landscape transformation, primarily 
characterized by a progressive increase in irrigated 
agriculture and built-up areas. The shift of population 
activities towards irrigation and adopting modern water 
exploitation techniques have led to the decline of 
traditional society. Alongside the extension of irrigated 
areas, the demand for irrigation water has increased, 
exerting significant pressure on the groundwater 
resources of the TMA. The consequences of modifications 
in LU, within the context of CC, have had a striking impact 
on the water resources in the study area. The 
intensification of irrigation and the continuous increase 
in water extraction downstream of Aoua lake and in the 
vicinity of Ifrah lake have widely contributed to the 
disruption of the hydrological regime. Consequently, the 
complete drying of Aoua lake for extended periods 
(2018-2022) reflects the deeply critical condition of the 
groundwater level, characterized by a significant and 
widespread decline. Although this decline dates back to 
the mid-1990s, its magnitude has become alarming 
today. 

 
4. Conclusion  
 

While lakes are crucial surface water resources and 
rich ecosystems in biodiversity, they have experienced a 
significant shrinking over the past decades, endangering 
their ecological, biological, and landscape diversity. 
Studies on lakes indicate that this critical situation is 
primarily linked to the interaction of natural factors such 
as CC and anthropogenic factors like rapid urbanization, 
extension of irrigated areas, groundwater extraction, and 
dam construction. Consequently, changes in LU practices 
in the context of reduced rainfall and increased 
temperatures have accelerated the negative variation in 
lake water surface areas. Monitoring lake surface areas 
from satellite images in different countries reveals their 
alarming situation. In this context, Zhang et al. [56] 
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demonstrated that Ebinur lake has undergone drastic 
fluctuations, with a significant loss of water surface area. 
Between 2003 and 2015, the lake's surface area 
decreased from 817.63 km² to 384.60 km² in 2015, 
representing a decrease of over 50% of its surface. 
Davraz et al. [15] indicated that the water level of Burdur 
lake has consistently decreased. The lake's surface area 
experienced a remarkable shrinkage between 1975 and 

2016, declining from 210 km² to 131 km², presenting a 
37% reduction. Xu et al. [57] showed that, since the 
1990s, many lakes in Inner Mongolia have significantly 
decreased with varying rates based on each lake's 
characteristics. In this study, we mapped the surface area 
of two lakes in the Tabular Middle Atlas to understand 
their responses to environmental changes, including 
climate and LU. 

 

 
Figure 10. Changes of irrigated areas in Imouzzer and Aoua depressions (Landsat TM and OLI-2 satellite images).

 

Table 3. Evolution of LU (ha) from 1985 to 2022. 

LU classes 
1985 2022 1985 - 2022 

ha % ha % ha % 
Irrigated crops 1304 1.62 7071 8.78 5767 7.16 

Forests 46948 58.29 47100 58.48 152 0.19 
Bare lands 32050 39.79 26055 32.35 -5995 -7.44 

Lakes 205 0.25 27 0.03 -178 -0.22 
Habitats 33 0.04 287 0.36 254 0.32 

 

With multi-sensor Landsat satellite images (TM, OLI, 
and OLI-2), we studied changes in the LWA in the TMA 
over 38 years. The results demonstrate the effectiveness 
of remote sensing data in monitoring variations in the 
LWA, with an overall accuracy exceeding 0.9. During the 
studied period, the lakes of Aoua and Ifrah exhibited 
remarkable variations. Recently, we have observed a 

general trend of decreasing lake surface area. Between 
1984 and 2022, Aoua lake lost 100% of its area (from 70 
ha to complete drying), and Ifrah lake lost 87% of its 
surface area (from 159 ha to 23 ha). This finding 
indicates that the pressure exerted on the lakes in the 
TMA region directly reflects a significant reduction in the 
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water area, with periods of complete drying, endangering 
fragile ecosystems and biodiversity. 

The highly critical situation of the lakes results from 
the interplay between natural and anthropogenic factors. 
The mapping and quantification of LU in the study area 
indicate significant changes. It is a remarkable extension 
of irrigated surfaces to the detriment of uncultivated 
lands. Over three decades, the area of irrigated crops has 
increased significantly, representing a growth of 542%. 
The progressive trend of irrigated agricultural areas has 
coincided with long periods of drought that have affected 
Morocco since the 1980s (as indicated by the SPI index). 
The combination of precipitation deficits and intense 
human pressure on water resources has led to a decline 
in groundwater levels in the depressions of the TMA. The 
results presented in this study demonstrate the 
concerning variations in LWA and reflect the alarming 
decline in groundwater levels. This situation highlights 
the need to formulate a strategy to mitigate the impacts 
of CC and reduce anthropogenic pressure. 
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 Remote sensing (RS), Geographic information systems (GIS), and Machine learning can be 
integrated to predict land surface temperatures (LST) based on the data related to carbon 
monoxide (CO), Formaldehyde (HCHO), Nitrogen dioxide (NO2), Sulphur dioxide (SO2), 
absorbing aerosol index (AAI), and Aerosol optical depth (AOD). In this study, LST was 
predicted using machine learning classifiers, i.e., Extra trees classifier (ET), Logistic 
regressors (LR), and Random Forests (RF). The accuracy of the LR classifier (0.89 or 89%) 
is higher than ET (82%) and RF (82%) classifiers. Evaluation metrics for each classifier are 
presented in the form of accuracy, Area under the curve (AUC), Recall, Precision, F1 score, 
Kappa, and MCC (Matthew’s correlation coefficient). Based on the relative performance of 
the ML classifiers, it was concluded that the LR classifier performed better. Geographic 
information systems and RS tools were used to extract the data across spatial and temporal 
scales (2019 to 2022). In order to evaluate the model graphically, ROC (Receiver operating 
characteristic) curve, Confusion matrix, Validation curve, Classification report, Feature 
importance plot, and t- SNE (t-distributed stochastic neighbour embedding) plot were 
used. On validation of each ML classifier, it was observed that the RF classifier returned 
model complexity due to limited data availability and other factors yet to be studied post 
data availability. Sentinel-5-P and MODIS data are used in this study. 
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1. Introduction  
 

The land surface temperature (LST) can be 
considered an essential indicator in assessing the 
environmental conditions that might exist at a place at 
any point in time [1]. Satellite-derived products have 
helped us monitor the LST dynamics on a large scale for 
three decades, and more data is being added by the day, 
helping many researchers yield insights [2]. The urban 
centers are in focus since most of the population ingress 
is apparent there, causing congestion in the living space 
inside the regulatory frames of reference [3]. LST can be 
classified under critical geophysical parameters as it is 
dynamic across all the land-water interfaces we know 
[4]. It is a continuous task to monitor LST across spatial 
and temporal scales, which can assist governments in 
framing specific rules in extreme heat situations [5]. 
Aerosols suspended in the lower atmosphere can affect 
LST fluctuations and may induce a negative feedback 
mechanism on surface temperature that can influence 
the inhabitants [6]. The landscape dynamics initiated due 
to population ingress and unprecedented urban sprawl 

can alter local microclimate in terms of LST and Aerosol 
optical depth (AOD) [7]. The seasonal temperatures were 
lowered across the Indian subcontinent due to increased 
AOD levels [8]. Carbon monoxide (CO) emission can be 
anthropogenic, and its release into the lower atmosphere 
before an earthquake in 2001 was observed, reflecting 
that natural CO emission is possible [9]. The combined 
effect of forest fires and formaldehyde (HCHO) on surface 
temperature was observed using satellite-derived 
observations [10]. The fluctuation in HCHO 
concentrations in the troposphere was associated with 
the biogenic volatile organic compounds (BVOC) that 
were released by plants in response to abiotic stress 
(LST) [11]. The isoprene emissions released by the 
abiotically stressed plants were tracked using 
formaldehyde variations, and these emissions can affect 
radiative forcing on a large scale [12]. The surface 
temperatures are sensitive to the Nitrogen dioxide (NO2) 
levels, and lightning-induced reactions can also favor 
NO2 generation [13, 14]. The sulfur dioxide (SO2) 
concentrations affect the radiative forcing, surface 
temperature, and climate change on a global scale [15, 
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16]. Plants cannot tolerate surface temperatures greater 
than 35°C with few exceptions and will release 
compounds that we can interpret as abiotic stress signals 
[17–23]. 

Machine learning (ML) algorithms were used in land 
cover and land use (LULC) dynamics in relation to 
surface temperature fluctuations assisted by remote 
sensing instruments. The Artificial Neural Networks 
(ANN) and Cellular Automata (CA) supported by Support 
Vector Machine (SVM) [24] were used to understand LST 
dynamics over urban landscapes [18, 25]. Soil Moisture 
and Ocean Salinity (SMOS) derived soil moisture, 
Moderate Resolution Image spectrometer (MODIS) for 
LST, along with generalized linear models (GLM) of 
Artificial Intelligence (AI) framework was used in 
hydrological applications [26]. The urban form metrics, 
i.e., building density (BD) and floor area ratio (FAR), were 
associated with LST fluctuations with the aid of machine 
learning [27]. The LST products of MODIS were 
successfully downscaled using ML frameworks, enabling 
high spatial and temporal resolutions for use in diverse 
applications [28]. Deep learning and neural networks 
(DL-NN) were used to optimize LST retrieval (MODIS) 
methods, and other geophysical parameters were also 
obtained easily [29]. Convolutional neural networks 
(CNN) of DL were used to get the LST values from 
Advanced microwave scanning radiometer 2 (AMSR2), 
and long-term LST disparities were easily studied [30]. 
XGB (Extra Gradient Boosting) regression and ANN-CA 
were used to extract urban heat islands using LST and 
LULC data [31]. Land use/Land cover variations and 
population can change LST [32]. Changes in indices such 
as normalized difference vegetation index (NDVI), 
normalized difference bareness index (NDBaI), 
normalized difference built-up index (NDBI), and 
modified normalized difference water index (MNDWI) 
can influence LST [33]. The effect of seasons in estimating 
LST was estimated using Landsat 8 data, and the Thermal 
sharpening (TsHARP) algorithm was also used [34]. The 
tendency of interrelationships between MNDWI, NDBaI, 
NDBI, and NDVI was apparent in the winter season than 
summer [35]. Fallow lands and settlements can enhance 
LST rate but water bodies, agricultural land and forests 
can reduce LST rate [36]. 

This work is done to possibly fill the research gap in 
predicting LST using major air pollutants, i.e., CO, HCHO, 
NO2, SO2, and other parameters like Aerosol optical depth 
(AOD) and Aerosol absorption index (AAI) using machine 
learning algorithms. 

 

2. Method 
 

2.1. Data 
 

The datasets needed for this study are obtained from 
Earth Explorer (USGS) and Giovanni (NASA) websites 
[37, 38]. The required data is collected in the .csv and 
GeoTIFF formats so that the entire procedure involving 
processing, interpretation, and analysis can be done 
using in-house equipment. The satellite data is obtained 
from Sentinel-5- P (TROPOMI) [39] and MODIS platforms 
[40]. AAI, CO, HCHO, NO2, and SO2-related data is 
obtained from Sentinel-5- P, whereas Land surface 

temperature data is obtained from MODIS. AOD (500nm) 
related datasets are retrieved from MCD19A2.006: Terra 
& Aqua MAIAC. The spatial distribution maps of 
pollutants CO, HCHO, NO2, SO2, AAI, AOD, and LST were 
prepared to know the anomalies on a spatial scale. The 
LST values greater than 35oC are labeled as ‘Hot,’ and 
those less than 35oC are labeled as ‘Normal.’ These two 
classes were considered essential classes, and the 
datasets were passed onto the machine learning 
frameworks. Three ML algorithms, i.e., Extra Trees 
classifier (ET) [41, 42], Logistic regression (LR) [43, 44], 
and Random Forest (RF) [43], were used in this study as 
they performed better than others. 

 

2.2. Study area 
 

The study area selected for this study is Annamayya 
district, located in the southern part of Andhra Pradesh 
state, India [37], as shown in Figure 1. After reorganizing 
the Cuddapah and Chittoor districts of Andhra Pradesh, 
it is a newly formed district. The study area is about 7951 
square kilometers and extends from 78° 18’ 55” and 79° 
20’26” E longitude and 13° 19’ 55” and 14° 42’ 32” of N 
latitude. Rajampet, Rayachoti, and Madanapalle are the 
main urban centers of the district, and most of the 
business activities are witnessed here [45]. The effects of 
the selected pollutants on the land surface temperature 
were studied for the years 2019, 2020,2021, and 2022. 
The time-averaged maps (annual) are prepared to know 
the spatial and temporal spread of the effects produced 
due to selected pollutants, and their effect on time-
averaged LST is studied. The detailed methodology is 
given in Figure 2. 

 
2.3. Interpretation of metrics and outputs 
 

The evaluation metrics used in knowing the 
performance of the models are Accuracy, AUC (Area 
under the curve), Recall, Precision, F1 score (F-measure), 
Kappa, and MCC (Matthews correlation coefficient) 
values [46, 47]. After scrutinizing the evaluation metrics, 
accuracy values were given more weightage than other 
metrics. The results for each ML model are given through 
ROC (Receiver operating characteristic) curves, 
Confusion matrix, Validation curve, Classification report, 
Feature importance plot, and t-SNE (t-distributed 
stochastic neighbor embedding) manifold plots [48, 49]. 
The ROC curve illustrates model performance in a binary 
classification system with varied discrimination 
threshold or limit. It is generated using TPR or true 
positive rate and FPR or false positive rate. The primary 
advantage of an ROC curve is that there is no need for 
threshold optimization for each label or class. A 
confusion matrix can be employed to evaluate the 
classifier product quality. The diagonal values show us 
the points for which the label predicted = actual label. 
The off-diagonal values show the classifier's prediction 
error. If the diagonal values are higher than the off-
diagonal values, then we can assume that there are more 
correct predictions. The F1 score can be considered a 
harmonic mean of recall and precision (1-best, 0- worst). 
The kappa statistic vibrates between -1 (chance 
agreement) and +1 (complete agreement). 
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Figure 1. Study area with False colour composite. 

 

 
Figure 2. Methodology. 

MCC score reflects the quality of the binary 
classification in this case. The primary advantage of the 
MCC metric is that it is a balanced measure and can be 
employed for classes of varied sizes. The MCC (phi 
coefficient) values fluctuate between -1 (inverse 
prediction), 0 (random prediction), and +1 (Perfect 
prediction). The validation and training score can explain 
the model's performance, i.e., underfitting, overfitting, 
and fit (well fitted). If the validation and training scores 
are low, we can assume that the estimator/model will be 
underfitting and, if high, overfitting or a well-fitted 
estimator. The classification report shows all the metrics, 
such as precision, recall, F1, and support (occurrence of 
each class in test data). The depth or relative rank of a 
specific feature can be used to evaluate the importance of 
that feature in relation to the predictability of the desired 
variable (target), and this can be shown in the form of a 
feature importance plot. t-SNE can be used to visualize 
the data (high-dimension) by transforming the 
similarities between the data points to cumulative 
probabilities, and it also lowers the Kullback-Leibler 
divergence. 

 
2.4 Methodology 
          

The data pertaining to the major air pollutants were 
subjected to preprocessing. Random points were 
selected for all the variables. In preprocessing, we 
removed outliers, eliminated perfect collinearity, and 
applied normalization and transformation. The 
independent variables are CO, HCHO, NO2, SO2, AAI, AOD, 
and LST alone is a dependent variable. The dataset was 
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subjected to a machine learning framework. ML 
classifiers were used to predict LST (at two levels), and 
three were selected among several classifiers. The 
evaluation metrics like MCC, Kappa, F1 score, Precision, 
Recall, AUC, and accuracy were used to gauge prediction 
capability. The outputs were for selected ML classifiers. 
GIS maps were prepared for each variable to express 
their spatial distribution.  

 

3. Results  
 
3.1. GIS 
 

The spatial distribution of the Absorbing aerosol 
index (AAI), i.e., the prevalence of aerosols, is given in 
Figure 3 (a-d). The Aerosol index can be considered as a 
qualitative index of the presence of aerosols generated 
from dust and biomass burning (plumes from volcanic 
ash are ignored as the study area is devoid of volcanic 
activity) [50]. The wavelength variations of Rayleigh 
scattering (UV) are minimal due to limited ozone 
absorption [51]. Top Of atmosphere (TOA) reflectance 
and Rayleigh scattering reflectance result in residual 
values where the positive values represent aerosols (UV-
absorbing) [52]. The NE corners of the study area 
showed less aerosol index (-1.33844 in 2019) (-1.6613 in 
2020) (-1.40316 in 2021) (-0.705651 in 2022) and high 
in E and central portions (-0.986181 in 2019) (-1.37002 
in 2020) (-1.06346 in 2021) (-0.294711 in 2022). The 
spatial distribution of Aerosol optical depth (AOD) is 
given in Figure 4 (a-d). The AOD is low (593.324 in 2019) 
(508.243 in 2020) (795.5 in 2021) (791.5 in 2022) in the 
NE, S, and W and high in the N and central portions (68 
in 2019) (250.053 in 2020) (183.5 in 2021) (68 in 2022). 

The spatial distribution of carbon monoxide is given in 
Figure 5 (a-d). Except for S and some portions in the NE 
(0.0328049 in 2019) (0.0333505 in 2020) (0.0317095 in 
2021) (0.0310688) of the study area, most of the region 
exhibited high levels (0.0378867 in 2019) (0.0384048 in 
2020) (0.0368594 in 2021) (0.0362371) of CO (mol/m2). 
The spatial distribution of formaldehyde (HCHO) is given 
in Figure 6 (a-d). The HCHO (mol/m2) concentration is 
higher in the NE portions (0.00018135 in 2019) 
(0.000181125 in 2020) (0.000175397 in 2021) 
(0.000180444 in 2022) and low in the S and E portions 
(0.00011805 in 2019) (0.000107572 in 2020) 
(0.00010903 in 2021) (0.00010737) of the study area. 
The spatial distribution of nitrogen dioxide NO2 
(mol/m2) is given in Figure 7 (a-d). The N and NE corners 
exhibited high NO2 concentrations (2.68345e-005 in 
2019) (2.31525 e-005 in 2020) (2.62399 e-005 in 2021) 
(2.62361 e-005 in 2022) than other regions (2.08934 e-005 
in 2019) (1.43907 e-005 in 2020) (1.68165 e-005 in 2021) 
(1.71763 e-005 in 2022) of the study area. The spatial 
distribution of sulphur dioxide (SO2) (mol/m2) is given in 
Figure 8 (a-d). The SO2 concentration was high in the NE 
(0.000151513 in 2019) (0.00134435 in 2020) 
(0.000171003 in 2021) (0.000177544 in 2022), 
extending towards S and low in the central and E (-
3.01868e-005 in 2019) (-6.71495 e-005 in 2020) (-4.07475e-

005 in 2021) (-1.24852e-005 in 2022) portions of the study 
area. The spatial distribution of land surface temperature 
(LST) (°C) is given in Figure 9 (a-d). The E and central 
portions (43.88 °C in 2019) (43.28 oC in 2020) (41.70 °C 
in 2021) (41.59 °C in 2022) exhibited high temperatures, 
and NE portions (25.87 °C in 2019) (25.60 °C in 2020) 
(25.02 °C in 2021) (25.05 °C in 2022) exhibited low LST 
in the study area. 

 

 
Figure 3. Absorbing Aerosol Index (AAI) (a) 2019, (b) 2020, (c) 2021), (d) 2022. 
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Figure 4. Aerosol optical depth (AOD) (a) 2019, (b) 2020, (c) 2021), (d) 2022. 

 

 
Figure 5. Carbon monoxide (CO) (mol/m2) (a) 2019, (b) 2020, (c) 2021), (d) 2022. 
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Figure 6. Formaldehyde (HCHO) (mol/m2) (a) 2019, (b) 2020, (c) 2021), (d) 2022. 

 

 
Figure 7. Nitrogen dioxide (NO2) (mol/m2) (a) 2019, (b) 2020, (c) 2021), (d) 2022. 
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Figure 8. Sulfur dioxide (SO2) (mol/m2) (a) 2019, (b) 2020, (c) 2021), (d) 2022. 

 

 
Figure 9. Land surface temperature (LST) (°C) (a) 2019, (b) 2020, (c) 2021), (d) 2022. 
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3.2. Machine learning 
 
The ROC curve of the Extra Trees classifier (Figure 

10a) shows AUC of 0.89 for both the ‘Hot’ and ‘Normal 
classes. 

The micro-average ROC curve reflects AUC of 0.91, 
and the macro-average curve shows 0.90. The AUC values 
show that the classifier predicted the classes well (0.89). 
The confusion matrix is given in Figure 10b. The training 
curve reached a high level at maximum depths of 6 to 10, 
whereas the cross-validation curve reached a high level 

at maximum depths of 4, 7, and 8. This shows that neither 
of the curves reached a high score quickly (relatively), 
and hence, through the validation curve given in Figure 
10c, it is apparent that model performance is 
appropriate. The classification report containing some of 
the essential metrics is given in the Figure 10d. The 
feature importance plot given in Figure 10e shows that 
AAI and AOD have more influence on LST prediction. The 
t-SNE manifold plot shows minimal clustering and some 
negligible overlaps and is given in Figure 10f.  

 

 
Figure 10. Extra Trees Classifier (ET) (a) ROC curve, (b) Confusion matrix, (c) Validation curve, (d) Classification 

report, (e) Feature importance plot, (f) t-SNE plot. 
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The ROC curve of the logistic regression classifier 
(Figure 11a) shows AUC of 0.96 for both the ‘Hot’ and 
‘Normal’ classes. The micro-average ROC curve reflects 
AUC of 0.96, and the macro-average curve shows 0.97. 
The AUC values obtained show that the classifier 
performed better (0.96) in predicting the classes. The 
confusion matrix is given in Figure 11b. The training 
curve and cross-validation curve travelled steadily all 
along. This shows that neither of the curves reached a 

high score quickly (relatively) nor reached a low score 
immediately (Figure 11c). It is apparent that model 
performance is appropriate. The classification report 
containing some of the essential metrics is given in 
Figure 11d. The feature importance plot in Figure 11e 
shows that AAI has more influence on LST prediction. 
The t-SNE manifold plot shows a minimal clustering and 
is given in Figure 11f.  

 
 

 
Figure 11. Logistic Regression (LR) (a) ROC curve, (b) Confusion matrix, (c) Validation curve, (d) Classification 

report, (e) Feature importance plot, (f) t-SNE plot. 
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The ROC curve of the Random Forest classifier 
(Figure 12a) shows AUC of 0.94 for both the ‘Hot’ and 
‘Normal’ classes. The micro-average ROC curve reflects 
AUC of 0.93, and the macro-average curve shows 0.94. 
The AUC values obtained show that the classifier 
performed appropriately (0.94) in predicting the classes. 
The confusion matrix is given in Figure 12b. The training 
curve reached a high level at a maximum depth of 5, 
whereas the cross-validation curve reached a high level 
at a maximum depth of 2. This shows that the cross-
validation curve reached a high score quickly (relatively) 
(Figure 12c). It is apparent that model complexity is 
present. This can be due to limited data available for 

analysis or other factors. The classification report 
containing some of the essential metrics is given in 
Figure 12d. The feature importance plot in Figure 12e 
shows that AAI and AOD have more influence on LST 
prediction. The t-SNE manifold plot shows minimal 
clustering and negligible overlaps and is given in Figure 
12f. The comparison of evaluation metrics for each model 
is given in Figure 13. The logistic regression classifier 
performed well when accuracy was considered. Even 
with other evaluation metrics taken into consideration, 
the logistic regression classifier performed well, i.e., AUC 
(0.9611), Recall (0.9444), Precision (0.08947), F1 score 
(0.9189), kappa (0.7614), and MCC score (0.7638). 

 

 
Figure 12. Random Forest Classifier (RF) (a) ROC curve, (b) Confusion matrix, (c) Validation curve, (d) 

Classification report, (e) Feature importance plot, (f) t-SNE plot. 
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Figure 13. Model comparison (ET, LR, RF). 

 
4. Discussion 
 

Machine learning tools can be used with ease, and 
this can be due to their reliability and cost-reducing 
functionalities [53, 54]. Artificial Intelligence includes 
machine learning tools that deal with structured and 
unstructured data and help researchers across various 
domains achieve appropriate results [55, 56]. This study 
used AI (ML) tools to predict land surface temperatures 
based on air quality parameters like CO, HCHO, NO2, SO2, 
AAI, and AOD. Prior to ML treatment, the data is derived 
from remote sensing and GIS platforms. It was observed 
that Machine learning tools could predict land surface 
temperatures effectively and within low-cost 
frameworks. The main limitations of this study are: 1. 
Limited availability of ground data, 2. Lack of air 
pollution sensors in the study area, 3. Excess reliance on 
satellite-based data, 4. Problems with cross-validation 
(satellite versus ground data). These problems might be 
solved by installing air pollution monitoring stations and 
training the personnel to use mobile monitoring stations. 

 

5. Conclusion  
 

This work aimed at the integration of geographic 
information systems (GIS) and Machine learning (ML) 
frameworks to predict land surface temperatures (LST) 
over the Annamayya district of India (Andhra Pradesh 
state). After systematic analysis and interpretation in 
this study, it is concluded that machine learning tools can 
easily predict land surface temperatures with reliable 
results. The prediction capabilities can be improved once 
more data across spatial and temporal scales is available. 
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 In this article, we studied the upwelling phenomena observed in the surface waters of the 
Caspian Sea. Studying upwelling is crucial for understanding and managing the complex 
interactions between the ocean, climate, and marine life, with implications for both 
environmental conservation and human well-being. To accomplish this, we utilized data from 
MODIS-Aqua satellite observations in the infrared range of 11 microns. These observations 
had a spatial resolution of 4 km and covered the period from 2003 to 2021. The data was 
accessed through the NASA Giovanni online data system databases. Our findings indicate that 
upwelling phenomena are primarily observed in the eastern part of the Middle and South 
Caspian from May to September. The most intense upwelling occurs along the eastern coast of 
the Middle Caspian in July and August. Based on long-term averaged data, the upwelling 
phenomenon is typically observed between 40-44º latitude during this period. The width of 
the upwelling zone increases gradually from north to south, extending approximately 60-70 
km towards the Kazakh Gulf before decreasing towards the south. In the upwelling zone, the 
temperature gradient can at times reach 4.0ºC per 100 km. In certain years, the upwelling zone 
that initially forms along the eastern coasts can extend over long distances and even reach the 
western coasts. Generally, the upwelling phenomenon occurs alongside the advection of warm 
waters from the South Caspian towards the Middle Caspian. 
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1. Introduction  
 

The phenomenon of upwelling is the transfer of water 
masses from the deep layers to the surface in the world 
oceans and seas.  

The climate of the earth is extremely complex due to 
interactions between the atmosphere, hydrosphere, 
geosphere, biosphere and cryosphere. Moreover, the 
exchange of energy, of matter and moisture between 
these environmental spheres are the main mechanisms 
that govern the climate system. The global atmospheric 
and oceanic circulations are strongly interdependent and 
the Sea Surface Temperature (SST) is the link between 
the two [1] Identifying understanding the causes of sea 
level change is important in global and regional climate 
change studies [2]. 

Remote Sensing (RS) technology enables to generate 
spatial and temporal data of a number of physical 
attributes about the watershed surface that can be 
utilized to map the extent of land and water bodies at 

watershed scale, and to monitor their dynamics at 
regular and frequent time intervals [3]. 

The physical mechanism leading to coastal upwelling 
is related to the Coriolis force, which tends to deflect 
wind currents to the right in the Northern Hemis phere 
and to the left in the Southern Hemisphere. 

On the one hand, they provide mixing of deep and 
surface waters, which is important from a climatic point 
of view. On the other hand, upwelling transports 
nutrient-rich water masses to the upper photic water 
layer. As a result, zones of increased primary water 
production and intensive development of plankton 
communities are formed in upwelling areas, which is of 
great importance for fisheries [4]. The upwelling 
phenomenon also occurs near the eastern and western 
coasts of the Middle and partly South Caspian. 

The phenomenon of upwelling in the Caspian Sea and 
its causes are the subject of many scientific works. A 
number of researchers showed in their studies that the 
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rise of deep waters to the surface is due to the water cycle 
under the influence of wind [5-10]. 

According to some researchers’ easterly winds 
prevail over the eastern part of the Caspian Sea from mid-
July to October [5]. These winds drive relatively warm 
water from the sea surface into the open sea, and it is 
replaced by cold water rising to the surface from the deep 
layers. On the other hand, currents directed from the 
shore to the open sea create reverse currents of water in 
the lower layers, i.e., currents of cold water directed 
towards the shore. 

However, it should be noted that according to the 
results of a number of studies, it has been established 
that in the eastern part of the Middle Caspian, easterly 
winds actually prevail in the cold season. However, in the 
summer-autumn period, when upwelling phenomena 
are observed, northern and northwestern winds prevail 
[11-14]. In [6] almost all considered cases with upwelling 
were observed at the northern wind direction. 

There are different explanations for the occurrence of 
upwelling. So, in the 1960s. it was suggested that 
groundwater is the cause of temperature anomalies in 
the eastern part of the Middle Caspian [7]. One of the 
arguments against this idea is the observed homogeneity 
of salinity and other hydrochemical properties of the 
waters of the eastern part of the Middle Caspian. 

In 1977 Karimov and Klevtsova put forward a 
hypothesis about the relationship between tempera-ture 
anomalies and internal waves [8].  

The upwelling phenomenon is observed both on the 
eastern and western coasts of the Middle and South 
Caspian. However, it should be noted that if on the east 
coast in May-September upwelling is systematic, then on 
the west coast it is relatively episodic. The study of 
temperature anomalies occurring in the western part of 
the Middle Caspian showed that they are of a "synoptic" 
nature [9]. From this point of view, and since the study 
considered only long-term average monthly, average 
seasonal and average annual distributions, it is difficult 
to identify and study the manifestations of upwelling on 
the west coast based on the corresponding satellite 
images. Therefore, in this paper, upwelling phenomena 
observed in the eastern part of the Middle and South 
Caspian are considered. 

 

2. Method 
 

Until recently between 2002 to 2020, to study 
upwelling in the Caspian Sea, mainly data from 
hydrological stations located mainly on the coasts and 
islands were used [4,5,9,10]. Such contact data make it 
possible to identify the upwelling phenomenon and its 
development quite clearly over time, but do not allow us 
to assess its spatial scales [10]. 

It is known that data from a number of NOAA series 
satellites have recently been used to remotely determine 
hydrometeorological parameters, including land and 
water basin surface temperatures. Practically all 
meteorological satellites of this series are equipped with 
infrared radiometers, which allow estimating land, ocean 
and sea surface temperatures on a global scale. 

A number of scientific articles are devoted to the 
study of the surface temperature of the Caspian Sea using 

satellite data [15-18] which studied various aspects of 
the problem under consideration. The present study 
used monthly average sea surface temperature (SST) 
data (2003-2021) from the NASA Giovanni online 
information system database based on nighttime 
measurements of the MODIS radio spectrometer 
installed on the Aqua satellite. The MODIS 
spectroradiometer with a wavelength of 11 µm has a 
horizontal spatial resolution of 4 km, which makes it 
possible to detect mesoscale anomalies in the 
distribution of the SST of the Caspian Sea, especially 
upwelling zones, and their characteristic features. 

One of the disadvantages of the MODIS Aqua 
spectroradiometer is the inability to measure 
temperature on ice-covered water surfaces in the cold 
season, but this problem applies only to the North 
Caspian Sea, since the water surface in other parts of the 
sea is almost never frozen. On the other hand, upwelling 
phenomena are observed in warm seasons.  

In order to verify the degree of correspondence of the 
satellite data to the real data, they were compared with 
the data of contact observations.  

Maps of SST distribution over the sea area for every 
month and season were obtained using the procedures 
provided at [19]. 

Remote sensing data of SST by the MODIS Aqua radio 
spectrometer has a relatively high resolution (4 km). This 
factor allows comparing the corresponding satellite data 
with real contact data (calibration) and revealing the 
statistical relation between them. For individual 
observation points of the Middle and South Caspian Sea 
such comparison shows that there is quite a high 
correlation between them (R = 0.91-0.98). Moreover, the 
degree of coincidence of satellite and actual data was 
about 0,5 °C (Figure 1), which is close to the results 
obtained by other researchers (10). A similar pattern is 
observed when comparing SST for the May-September 
period (Table 1). 

 
Table 1. Correlation coefficients (r) between the actual 

SST and the corresponding MODIS Aqua data in 
different months of the year for the Neft Dashlari (Oil 

Stones) observation point. 

 
 

3. Results and discussion 
 

As it was mentioned above in the Caspian Sea water 
area, the upwelling phenomenon occurs mainly during 
the period May-September. 

The continued increase in air temperature in May 
creates a peculiar distribution of water surface 
temperature in the Caspian Sea.  

As SST in the North Caspian increases rapidly (due to 
shallow water), the north-south temperature gradient at 
the border with the Middle Caspian continues to be high 
(-2,7 °C/100 km).   The lowest water surface 
temperatures in the North Caspian are observed at the 
boundary with the Middle Caspian (16.0 °C) and in the 
Ural Basin (17,0 °C), and the highest - in coastal areas 
(20,0 °C) (Figure 2).

Month May June July August September Year 
r 0,91 0,98 0,96 0,94 0,92 0,94 
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Figure 1. Dynamics of mean annual SST from the observation point data and corresponding MODIS Aqua data. 

 

 
Figure 2. Distribution of SST in the Caspian Sea in May for 2003-2021. 

 
SST of the Middle Caspian Sea varies between 14-17 

°C and increases mainly from north to south. The 
influence of the relatively warm waters of the South 
Caspian Sea is felt in the southern part of the area (Figure 
1). In May, the highest SST is recorded in Kara-Bogaz-Gol 
Bay (19-22 °C). 

SST of the South Caspian Sea in the meridional 
direction from north to south increases from 15.5 °C to 
22 °C. There is a noticeable increase in SST from west to 
east, especially in the southern part of the area. The 
highest temperatures are observed in the eastern coastal 
waters and especially in bays (Figure 2). 

As can be seen from Figure 2, the upwelling in May in 
average is not very intense, but the size and intensity of 
the upwelling zone in May in different years can be 
different [20,21]. Upwelling, which began mainly in the 

eastern part of the Middle Caspian in May, relatively 
weakens the advection of warm water mass from the 
South Caspian to the Middle Caspian. 

In June, the air temperature rises even more. This 
increase, in combination with other meteorological 
factors, complex geomorphological conditions and sea 
bathymetry, creates unique features of SST distribution 
in the Caspian Sea (Figure 3). 

As can be seen from Figure 1 and Figure 2, in June 
compared to May, the increase in surface temperature of 
the North Caspian is 5,0-6,0 °С, the Middle Caspian 5 ºС, 
the South Caspian 3,0-3,5 °С. 

As in May, in June the lowest SST observed in the 
Middle Caspian Sea, while to the north and south of it 
there is a gradual increase in temperature (Figure 3). 
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SST in the North Caspian varies between 22-25 °C. 
The average SST gradient at the boundary between the 
Middle Caspian and the North Caspian is -1.6 °C (Figure 
3). Except for the eastern coastal areas, SST varies 
between 20-22 °C throughout the Middle Caspian. In the 
eastern coastal areas, the surface temperature is close to 
19 °C. SST of the South Caspian varies from north to south 
within the range of 19-25 °C. Higher temperatures are 
noted in the southeastern regions and bays. 

In most parts of the Kara-Bogaz-Gol Bay SST is above 
25 °C. 

In June, the upwelling phenomenon, which began 
from the eastern coast of the sea, begins to manifest itself 

more clearly (Figure 3). Thus, the upwelling zone extends 
along the eastern part of the sea along the 20,2 0С             
isotherm from latitude 44,20 to 39,50 and covers large 
areas to the west. It can spread to the western coast of 
Ogurchink Island [6]. As can be seen from Figure 2, the 
minimum SST in the upwelling zone is 18 0С, but in some 
years it can drop to 14 0С. 

In June, the intensification of the upwelling 
phenomenon in the eastern part of the Middle and partly 
the South Caspian is accompanied by a noticeable 
weakening of the advection of warm water masses from 
the east of the South Caspian and its deviation to the west 
(Figure 3). 

 

 
Figure 3. Distribution of SST in the Caspian Sea in June for 2003-2021. 

 
In July, SST distribution in the Caspian Sea area is 

generally similar to that in June. In addition, as in May 
and June, the lowest temperatures are observed in the 
Middle Caspian and gradually increase towards the 
North and South Caspian. In July, compared to June, the 
mean multiyear SST increases by 2,0-3,5 ºC in the North 
Caspian, by 2,5-3,5 °C in the Middle Caspian and by 5,0-
5,5 °C in the South Caspian (Figure 4). 

 SST distribution in the North Caspian is rather 
homogeneous and varies only within 25,5-27 °C. SST 
gradient at the boundary between the Middle Caspian 
and the North Caspian is much lower compared to June 
and amounts to -0,9 °C and is directed from north to 
south (Figure 4). 

SST in the western areas of the Middle Caspian is 
almost unchanged (24,5-25,5 °C), but sharply decreases 
to the east, due to the upwelling phenomenon, and 
approaches 21,5 °C in the coastal zone.   SST of the South 
Caspian Sea varies from north to south within the range 
of 24,5-28,0 °C. Higher temperatures (30 °C) are 
observed in the southeastern regions, as well as in the 
Kara-Bogaz-Gol area and bays located to the south of it 
(Figure 4). 

In July, a pronounced upwelling was recorded on the 
eastern coast of the Middle and partly Southern Caspian 

(Figure 4). As can be seen from the figure, the width of 
the upwelling zone increases from north to south, and in 
some places even reaches 60 km. In the east of the Middle 
Caspian, SST drops from 25 °С to 21 °С from west to east. 
The temperature gradient is 4,2 °C/100 km. 

Figure 4 shows that the upwelling zone extends from 
the 40th parallel to the 44,5th parallel, expands to the 
south from Cape Peschany and even penetrates the South 
Caspian. Intense upwelling partially extinguishes the 
advection of warm water mass from the South Caspian to 
the Middle Caspian, and even the reverse process occurs, 
i.e., advection of the upwelling mass of cold water from 
the Middle Caspian to the South Caspian. 

It should be noted that the distribution of mean SST 
in July and the shape and size of the upwelling zone may 
differ in individual years [22,23]. 

In August, the positive heat balance reaches its 
maximum in the Caspian Sea [2]. As can be seen from 
Figure 3 and Figure 5, in most areas of the North Caspian 
Sea, compared to July, the mean multiyear SST in August 
is almost unchanged, and even in some places slightly 
decreases by 0,5 °С.   In the Middle Caspian there is an 
increase in SST by 1,0 °С, and in the South Caspian - by 0-
1,5 °С. 
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Figure 4. Distribution of SST in the Caspian Sea in July for 2003-2021. 

 

 
Figure 5. Distribution of average SST in the Caspian Sea in August for 2003-2021. 

 
This month, except for the eastern regions, the 

surface temperature distribution in the Middle Caspian is 
almost the same as in the North Caspian (25 -27 °C). In 
the North Caspian, higher temperatures are noted in the 
central parts and gradually decrease towards the coasts, 
which is most likely due to cooler waters brought by the 
Volga and Ural rivers (Figure 5). On average over the 
multiyear period, no significant temperature gradient is 
observed at the boundary between the North Caspian 
and the Middle Caspian.  However, in some years, high 
gradients may occur at the boundary due to the 

intensification of the upwelling phenomenon in the 
eastern regions (Figure 7). 

In the Middle Caspian Sea, SST does not change from 
north to south. The temperature change is characterized 
by its decrease from west to east. As can be seen from 
Figure 4, the zone of warm waters is directed towards the 
western part of the sea, while towards the east, due to the 
upwelling process, the SST drops with a large gradient 
(up to 3,2 °C /100 km). Outside the zones of anomalous 
upwelling, the SST of the Middle Caspian Sea is 26-27 ºC, 
which is about 1 °C higher than indicated in [9]) and 
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characterizes the temperature increase over the last 20 
years compared to the previous period. 

In the northern part of the South Caspian Sea, SST is 
close to 26 °C and rises to 30 °C towards the southeast. 
SST in Kara-Bogaz-Gol Bay increases from 26 °C to 29,5 
°C from north to southeast. 

As can be seen from Figure 5, the upwelling process 
in August remains intense, but compared to July, its 
southern border shifts by about 0,5-0,7° to the north, and 
the process cannot penetrate the South Caspian. As can 
be seen from Figure 4, the reason for this is the advection 
of warm waters from the South Caspian to the Middle 
Caspian more often than in July. In the western part of the 
South Caspian, on the contrary, advection of relatively 
cold waters from the Middle Caspian prevails. Lower 
upwelling temperatures (22 °C) are observed in the area 

from the southern coast of Cape Peschanyi to the 
northern part of the Kazakh Bay. 

It should be noted that in some years the nature of the 
distribution of the average SST in August may undergo 
certain changes.  Figure 6 shows the distribution of the 
average SST for August 2009 over the sea area. As can be 
seen, there is a strong advection of warm water masses 
from the eastern part of the South Caspian to the Middle 
Caspian, as evidenced by the convexity of the 
corresponding isotherms to the north. This process 
prevents the upwelling zone from spreading to the south. 
Instead, the rising cold-water mass extends to the west in 
a strip about 200 km long and about 100 km wide from 
the direction of Cape Peschany, and even individual jets 
of cold water reach the western coast. 

 
 

 
Figure 6. Distribution of the average SST in the Caspian Sea area in August 2009 

 
The upwelling event, which took place in August 

2014, is of greater interest due to its uniqueness. The 
distribution of the average surface temperature for 
August 2014 is shown in Figure 7. As can be seen from 
the figure, the upwelling phenomenon here occurs under 
conditions of strong temperature advection, which 
originates in the eastern part of the South Caspian and is 
directed to the north, which prevents upwelling from 
spreading to the south. Temperature advection from the 
eastern part of the South Caspian to the north extends 
along the eastern coast of the Middle Caspian to the 
Kazakh Gulf, and therefore the southern border of the 
upwelling zone begins only from the northern coastal 
waters of this bay. From the north, the upwelling zone is 
limited by the southern coastal waters of the Tyube-
Karagan peninsula. 

As can be seen from Figure 6, the upwelling waters, 
which could not penetrate south from the Kazakh Gulf 
due to strong temperature advection from the southeast, 
spread to the west and south, reaching a very significant 

part of the Middle Caspian and even the northeastern 
coastal waters of the South Caspian, or rather the 
Azerbaijani sector of the sea. From this point of view, this 
effect can explain the sometimes-sharp cooling of the 
waters of the western coast of the sea during hot periods 
of the year. On the other hand, the penetration of 
upwelling waters into the South Caspian leads to 
anomalous changes in the distribution of surface waters 
here (Figure 7). 

In September, the character of the average SST 
distribution over the Caspian Sea area is influenced, 
especially in the northern areas, by the relative air 
temperature decrease and continuation of the upwelling 
process in the eastern coastal waters. As a result, the 
positive heat balance turns into a negative one. In this 
connection, the mean multiyear SST in September 
decreases by 4,5-7,0 °С in the Northern Caspian, by 2,5-
3,5 °С in the Middle Caspian and by 1,5-2,0 °С in the 
Southern Caspian (Figure 5 and Figure 8). As can be seen, 
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the decrease in the heat balance has the greatest impact 
on the North Caspian, which is shallower. 

The mean annual SST of the North Caspian decreases 
from 22,5 °C in the south to 18 °C to the north and 
especially to the east. The temperature gradient at the 
North Caspian-Middle Caspian boundary is 1,5 °C/100 
km (Figure 8). SST of the Middle Caspian Sea increases 
from 22,5 °C to 24,5 °C from north to south and decreases 
from 24,0 °C to 19,0 °C from west to east due to the 

upwelling phenomenon. A slight decrease in surface 
temperature in the western coastal zone of the Middle 
Caspian is associated with the arrival of cyclonic cold 
surface currents from the north. The surface 
temperature of the Southern Caspian increases from 24,5 
°C to 28,0 °C from north to south. Although the latitudinal 
distribution of surface temperature in the northern part 
of the southern water area is relatively homogeneous, a 
significant temperature gradient is recorded to the south. 

 

 
Figure 7. Distribution of the average SST in the Caspian Sea area in August 2014. 

 

 
Figure 8. Distribution of SST in the Caspian Sea in September for 2003-2021. 

 
In September, the southern border of the upwelling 

zone in the east of the Caspian Sea (isotherm 22,6 °С) 
passes through the latitude 40,5°, as in August. Since the 
water temperature in the North Caspian begins to 
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decrease in September, it becomes difficult to determine 
the northern boundary of the upwelling zone. The main 
difference between the upwelling observed in this month 
and August is that the upwelling zone is narrower, 
against the background of a relatively lower 
temperature. 

It should be noted that the upwelling processes 
observed in September of different years can manifest 
themselves in different ways. During the years of intense 
advection of warm water mass from the South Caspian to 
the Middle Caspian, the southern border of upwelling is 
significantly shifted to the north. For example, in 
September 2014, warm advective currents moving north 
along the east coast from the South Caspian extended to 
about the 42th parallel, preventing the upwelling process 
from spreading south, and instead, the transformed 
upwelling waters moved westward from the coastal zone 
to the direction to the south and reached a latitude of 
38,5° in the South Caspian [7]. On the contrary, in years 
when there is no advection of the waters of the South 
Caspian into the Middle Caspian, the southern boundary 
of the upwelling belt can move up to the 40th parallel 
[24]. 

According to coastal observations in the area of Fort 
Shevchenko and Aktau for the period 1961...2018. it was 
revealed that upwelling near the Kazakh coast is 
seasonal. Out of 179 cases of upwelling, 87,7% were 
observed in summer and 6,7% in autumn. Only 18% of 
the considered cases of upwelling were associated with 
surge events [25]. 

This means that in most cases upwellings with Ekman 
transport mechanism prevail in the eastern part of the 
Middle Caspian. In other words, in the summer season, 
long moderate winds blowing along the shores of the 
eastern part of the Middle Caspian (mainly north and 
northwest winds) create surface currents, which, in turn, 
are deflected to the right under the influence of the 
Coriolis force, creating a corresponding pattern of 
temperature distribution of upwelling phenomenon 
(Figure 2, Figure 5, Figure 8). Sometimes strong east and 
northeast winds can somewhat distort the Ekman 
transport mechanism of upwelling formation.  Since the 
wind force is proportional to the square of its velocity 
and the Coriolis force to its first degree, the role of the 
Coriolis force is significantly reduced at high velocities. In 
such cases, the upwelling zone can occupy significant 
areas (Figure 7). 

 
 

4. Conclusion  
 

Analysis of MODIS Aqua data showed that in the 
period May-September, upwelling occurs in the eastern 
and western coastal waters of the Middle Caspian and 
partly in the South Caspian. It occurs regularly on the east 
coast, and fragmentarily on the west coast. The most 
intense upwelling is observed on the eastern coast of the 
Middle Caspian in July-August. According to averaged 
long-term data, the upwelling phenomenon during this 
period is mainly observed between 40-44° latitude, and 
its width increases from north to south, reaches 60-70 
km in the direction of the Kazakh Gulf and decreases to 
the south. In the upwelling zone, the temperature 

gradient sometimes reaches 4,0 °С/100 km. In some 
years, the upwelling zone that has arisen on the eastern 
coasts can spread over long distances and even reach the 
western coasts. In most cases, the upwelling 
phenomenon occurs against the background of advection 
of warm waters from the South Caspian to the Middle 
Caspian. 
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1. Introduction  

 
GNSS stands for Global Navigation Satellite System; it 

is a general term describing any satellite constellation. 
The most well-known and widely used GNSS is the Global 
Positioning System (GPS), developed and operated by the 
United States. The objectives of GPS are the 
instantaneous determination of position, velocity, and 
precise time in the World Geodetic System 84 (WGS84) 
[1, 2]. 

GLONASS is the Russian system, which stands for 
Globalnaya Navigazionnaya Sputnikovaya Sistema, or 
Global Navigation Satellite System, it is one of the GNSS 
systems [3]. GLONASS uses the PZ-90 (Parametry Zemli 
1990 or Parameters of the Earth 1990) as a reference 
coordinate system [4]. 

There are also other global and regional GNSS 
systems, such as BeiDou China’s system, the Galileo 
system of the European Union, the Navic (Navigation 
with Indian Constellation) system of India, and the QZSS 
(Quasi-Zenith Satellite System) system of Japan. 

The computation of satellite positions is a 
fundamental task in all GPS positioning software [5]. The 
determination of a GPS position begins with the 
determination of the GPS satellite's coordinates in orbit; 

these coordinates are used for a combined use of the GPS 
and GLONASS observations [6, 7]. 

In the GPS positioning technique, the data used for the 
determination of the PVA (Position, Velocity, 
Acceleration) of satellites can come in the form of a 
broadcast or a precise ephemeris [5]. 

In the ICD-GLONASS (Interface Control Document-
GLONASS) [4], the authors presented the Runge-Kutta 
method for the determination of the PVA using the initial 
conditions provided in the GLONASS broadcast 
ephemerides file. In [3, 6, 7] the authors used the Runge 
Kutta method in the computation of the GLONASS 
satellite orbits. In these papers, several Runge Kutta 
orders were used. 

In the ISD (Interface Specification Documents-GPS) 
[2], the authors presented the equations of the PVA 
computation from the GPS broadcast ephemerides file. 
The ISD-GPS are technical documents that define the 
specifications for signals, messages, and interfaces 
within GPS systems [8]. In [5,6], the authors used the 
equations given in the IS-GPS document in the 
computation of the position; in Remondi [9], the author 
presents the derivation of the position equations 
(velocity); and in Thompson et al. [10], the authors 

https://dergipark.org.tr/en/pub/ijeg
https://dergipark.org.tr/en/pub/ijeg
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present the acceleration equation of the satellite's 
motion.  

The main objective of this manuscript is the 
introduction of the Runge-Kutta method in the 
computation of the orbits (Position, Velocity, and 
Acceleration) using the Keplerian elements transmitted 
in the broadcast files. 

The methodology used in the estimation and 
comparison between the positions (P), velocities (V), and 
accelerations (A) of the GPS satellites computed from the 
broadcast and precise ephemeris is as follows: 

1-The equations given in the ISD noted IS-GPS 
Algorithm. This algorithm is applied when the Toe (Time 
of ephemerides) is equal to Tc (Time of Computation). 

2-The Runge-Kutta integration method; this method 
is used when the Toe and Tc are different. The Runge 
Kutta method requires the initial conditions to compute 
the PVA vectors of the GPS satellites in orbit. In this study, 
these initial conditions (P0; V0; A0) were computed from 
the Keplerian elements provided in the broadcast 
ephemeris file using the IS-GPS Algorithm. 

3-The Lagrange interpolation method to compute the 
polynomial of position using the X, Y, and Z coordinates 
of the GPS satellites provided in the precise ephemerides 
file. The first and second derivations of the position 
polynomial give the polynomials of velocity and 
acceleration, respectively.  

The broadcast and precise ephemerides of the GPS 
satellite number 9, registered between January 8 and 14, 
2023, are used to get the PVA of this satellite using the IS-
GPS Algorithm, the Runge Kutta integration method, and 
the Lagrange interpolation method. These ephemerides 
are produced by the International GNSS Service (IGS) and 
downloaded from the Crustal Dynamics Data 
Information System (CDDIS) database.  The application 
date corresponds to the GPS week number 2244.  

This paper is organized according to the following 
sections: Section 2 describes the PVA computation by the 
IS-GPS Algorithm and the Runge-Kutta method using the 
Keplerian elements provided in the broadcast 
ephemerides file. Section 3 describes the PVA estimation 
by the Lagrange interpolation method using the 
coordinates of the GPS satellites provided in the precise 
ephemerides file. In Section 4, a comparison and 
discussion of the results application are given. Finally, a 
summary of the conclusions is given. 

 
2. PVA computation from broadcast ephemeris 

data 
 

2.1. Broadcast ephemeris data  
 

The broadcast ephemeris is the Keplerian elements 
transmitted by the GPS satellite to the user every two 
hours and referenced to the time of ephemeris (Toe). 

Figure 1 shows an example of the GPS broadcast 
ephemeris file of GPS SV 9. This figure is taken from the 
navigation message and has been modified. 

According to [11-14], the parameters given in Figure 
1 and needed in the computation of PVA are: 

- 𝑇𝑜𝑒: Reference time of ephemeris (sec of GPS 
week). 

- √𝑎: Square root of the semi-major axis (sqrt(m)). 
- 𝑀0: Mean anomaly at the reference time (radians). 
- ∆𝑛: Mean motion difference from the computed 

value (radians/sec). 
- 𝑒: Eccentricity. 
- 𝑤 (Omega): Argument of perigee (radians). 
- 𝑖0: Inclination angle at reference time Toe (radians).  
- 𝑖̇ (IDOT): Rate of inclination angle (radians/sec). 
- 𝐶𝑢𝑐: Amplitude of the cosine harmonic correction 

term   to the argument of latitude (radians). 
- 𝐶𝑢𝑠: Amplitude of the sine harmonic correction 

term to the argument of latitude (radians).  
-𝐶𝑟𝑐 : Amplitude of the cosine harmonic correction 

term to the orbit radius (meters).  
-𝐶𝑟𝑠 : Amplitude of the sine harmonic correction term 

to the orbit radius (meters).  
-𝐶𝑖𝑐 : Amplitude of the cosine harmonic correction 

term to the angle of inclination (radians). 
-𝐶𝑖𝑠 : Amplitude of the sine harmonic correction term 

to the angle of inclination (radians).  
-Ω0 OMEGA0: Longitude of the ascension node of the 

orbit plane at the weekly epoch (radians).    
- Ω̇ OMEGA DOT: Rate of right ascension 

(radians/sec).  
 

 
Figure 1. Broadcast ephemeris data of GPS SV 9. 
 

 
2.2. IS-GPS algorithm  

 
The position, velocity, and acceleration at time (Tc) 

are computed as given in the following sections: 
 

2.2.1. Positions of the GPS satellites (P)  
 

The positions are computed by using the equations 
given in [2, 14-16]; 

-Compute mean motion (Equation 1): 
 

n0 = √µ/a
3 (1) 
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Where; 𝜇 = 3.986005 × 1014𝑚3/𝑠2 is the 
gravitational constant  
-Time from ephemeris reference epoch (Equation 2): 

 
tk = t − Toe (2) 

 
-Corrected mean motion (Equation 3):  

 
n = n0 + ∆n (3) 

 
-Mean anomaly (Equation 4): 

 
Mk = M0 + ntk (4) 

 
-Eccentric anomaly: Kepler’s equation of eccentric 
anomaly solved by iteration [13, 16, 17] (Equation 5): 
 

Ek = Mk + esinEk (5) 
 

-True anomaly (Equation 6): 
 

k = arctan(sink/cosk) (6) 
 

Where: sink =
(√1−e2sinEk)

(1−ecosEk)
       and  cosk =

(1−ecosEk)

(cosEk−𝑒)
 

 
-Argument of latitude (Equation 7): 
 


k
= k +w (7) 

 
-Argument of latitude correction (Equation 8): 

 
uk = Cussin2k + Cuccos2k (8) 

 
-Radius correction (Equation 9): 
 

rk = Crssin2k + Crccos2k (9) 
 

-Inclination correction (Equation 10): 
 

ik = Cissin2k + Ciccos2k (10) 
 

-Corrected argument of latitude (Equation 11): 
 

uk = 
k
+ uk (11) 

 
-Corrected radius (Equation 12): 
 

rk = 𝑎(1 − 𝑒𝑐𝑜𝑠𝐸𝑘) + rk (12) 
 

-Corrected inclination (Equation 13): 
 

ik = i0 + ik + 𝑖̇(𝐼𝐷𝑂𝑇)𝑡𝑘 (13) 
 
-Position in the orbital plane (Equation 14): 

 

{
xk
′ = rkcosuk
yk
′ = rksinuk

 (14) 

 
 
 

-Corrected longitude of the ascending node (Equation 
15): 
 

k = 0 + (̇−e
̇ )tk −e

̇ Toe (15) 

 

Where:  e
̇ = 7.2921151467 × 10−5 𝑟𝑎𝑑/𝑠̇  is the 

Earth’s rotation rate. 
-Earth-fixed geocentric satellite coordinates (Equation 
16):  
 

�⃗� = {

Xk = xk
′ cosk − yk

′ cosiksink            

Yk = xk
′ sink + yk

′ cosiksink             

Zk = yk
′ sinik                                              

 (16) 

 
2.2.2. Velocities of the GPS satellites (V)  

  
The velocities are computed by taking the time 

derivative of the position equations [2,9]: 
-Eccentric anomaly rate (Equation 17): 

 
E�̇� = n 1 − ecosE𝑘⁄  (17) 

 
-True anomaly rate (Equation 18): 

 

k̇ = E�̇�√1 − 𝑒
2 1 − ecosE𝑘⁄  (18) 

 
-Corrected Inclination angle rate (Equation 19): 

 

(
di𝑘
dt
) = i̇(IDOT) + 2k̇(𝐶𝑖𝑠𝑐𝑜𝑠2k − 𝐶𝑖𝑐𝑠𝑖𝑛2k) (19) 

 
-Corrected argument of latitude rate (Equation 20):  

 
uk̇ = k̇ + 2k̇(𝐶𝑢𝑠𝑐𝑜𝑠2k − 𝐶𝑢𝑐𝑠𝑖𝑛2k) (20) 

 
-Corrected radius rate (Equation 21): 

 
𝑟k̇ = e × asinE�̇� + 2k̇(𝐶𝑟𝑠𝑐𝑜𝑠2k − 𝐶𝑟𝑐𝑠𝑖𝑛2k) (21) 
 

-Longitude of ascending node rate (Equation 22): 
 

̇k = Ω̇ −e
̇  (22) 

 
-Velocity in the orbital plane (Equation 23): 

 

{
ẋk
′ = ṙkcosuk − 𝑟𝑘�̇�𝑘𝑠𝑖𝑛𝑢𝑘
ẏk
′ = ṙksinuk + 𝑟𝑘�̇�𝑘𝑐𝑜𝑠𝑢𝑘

 (23) 

 
-Earth's fixed geocentric velocity satellite (Equation 24): 

 

�⃗� =

{
 
 

 
 
�̇�𝑘 = −𝑥𝑘

′ Ω̇𝑘𝑠𝑖𝑛Ω𝑘 + �̇�𝑘
′ 𝑐𝑜𝑠Ω𝑘 − �̇�𝑘

′ 𝑠𝑖𝑛Ω𝑘𝑐𝑜𝑠𝑖𝑘  

  −𝑦𝑘
′ (Ω̇𝑘𝑐𝑜𝑠Ω𝑘𝑐𝑜𝑠𝑖𝑘 − (𝑑𝑖𝑘 𝑑𝑡⁄ )𝑠𝑖𝑛Ω𝑘𝑠𝑖𝑛𝑖𝑘) 

�̇�𝑘 =  𝑥𝑘
′ Ω̇𝑘𝑐𝑜𝑠Ω𝑘 + �̇�𝑘

′ 𝑠𝑖𝑛Ω𝑘 + �̇�𝑘
′ 𝑐𝑜𝑠Ω𝑘𝑐𝑜𝑠𝑖𝑘    

    −𝑦𝑘
′ (Ω̇𝑘𝑠𝑖𝑛Ω𝑘𝑐𝑜𝑠𝑖𝑘 + (𝑑𝑖𝑘 𝑑𝑡⁄ )𝑐𝑜𝑠Ω𝑘𝑠𝑖𝑛𝑖𝑘)

�̇�𝑘 = �̇�𝑘
′ 𝑠𝑖𝑛𝑖𝑘 + 𝑦𝑘

′ (𝑑𝑖𝑘 𝑑𝑡⁄ )𝑐𝑜𝑠𝑖𝑘                             

 (24) 

 
2.2.3. Accelerations of the GPS satellites (A) 
 

The accelerations are computed by taking the time 
derivative of the velocity [2,10] (Equation 25): 
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𝐴 =

{
 
 
 
 

 
 
 
 �̈�𝑘 = −𝜇

𝑋𝑘

𝑟𝑘
3 + 𝐹 [(1 − 5 (

𝑍𝑘
𝑟𝑘
)
2

) (
𝑋𝑘
𝑟𝑘
)]         

+2�̇�𝑘Ω̇𝑒 + 𝑋𝑘Ω̇𝑒
2  

�̈�𝑘 = −𝜇
𝑌𝑘

𝑟𝑘
3 + 𝐹 [(1 − 5 (

𝑍𝑘
𝑟𝑘
)
2

) (
𝑌𝑘
𝑟𝑘
)]          

−2�̇�𝑘Ω̇𝑒 + 𝑌𝑘Ω̇𝑒
2  

�̈�𝑘 = −𝜇
𝑍𝑘

𝑟𝑘
3 + 𝐹 [(3 − 5 (

𝑍𝑘
𝑟𝑘
)
2

) (
𝑍𝑘
𝑟𝑘
)]         

 (25) 

 
Where:F = (3 2⁄ )𝐽2(𝜇 𝑟𝑘

2⁄ )(𝑅𝑒 𝑟𝑘⁄ )2 ;  
𝐽2 = 0.0010826262 is the second-order harmonic 

coefficient; 𝑅𝑒 = 6378137.0𝑚 is the WGS 84 Earth 
equatorial radius. 
 
2.3. Runge-Kutta (R-K) method 
   

The high accuracy that is nowadays required in the 
computation of satellite orbits can only be achieved by 
using numerical methods for the solution of the equation 
of motion [16]. Among these methods; the Runge-Kutta 
integration method, originally presented by Carl Runge 
(1856–1927) in 1895 and Wilhelm Kutta (1867–1944) in 
1901 [17]. Runge-Kutta method is particularly easy to 
use and may be applied to a wide range of different 
problems [14]. 

In this section, we present the Runge-Kutta method as 
an alternative solution for the PVA computation of the 
GPS satellites using the broadcast ephemerides. 

Equation 25 is a second-order differential equation 
describing the motion of the GPS satellites in orbit. This 
equation is transformed into a first-order differential 
Equation (26) and can be resolved numerically by the 
Runge-Kutta method [3, 4, 16, 18]. 
 

{
 
 
 
 
 

 
 
 
 
 

Ẋ = Vx                                                                                    

Ẏ = Vy                                                                                    

Ż = Vz                                                                                    

�̇�𝑥 = −
𝜇

𝑟3
𝑋 + 𝐹 (1 −

5𝑍2

𝑟2
)𝑋 + Ω̇𝑒

2𝑋 + 2Ω̇𝑒𝑉𝑦              

�̇�𝑦 = −
𝜇

𝑟3
 𝑌 + 𝐹 (1 −

5𝑍2

𝑟2
)𝑌 + Ω̇𝑒

2𝑌 − 2Ω̇𝑒𝑉𝑥              

�̇�𝑧 = −
𝜇

𝑟3
 𝑍 + 𝐹 (3 −

5𝑍2

𝑟2
)𝑍                                                      

 (26) 

 
Equation 26 has the general form: �̇� = 𝐹(𝑡, 𝑌) and the 

resolution by the fourth-order R-K method is given in [3, 
13, 16] by (Equation 27): 

 
𝑌𝑖+1 = 𝑌𝑖 + (𝐾1 + 2𝐾2 + 2𝐾3 + 𝐾4) 6⁄  (27) 

 
The coefficients 𝐾𝑖 are: 
 

{
 

 
𝐾1 = 𝑓(𝑡𝑛, 𝑌𝑛)                              

𝐾2 = 𝑓(𝑡𝑛 + ℎ/2, 𝑌𝑛 + 𝐾1/2)   

𝐾3 = 𝑓(𝑡𝑛 + ℎ/2, 𝑌𝑛 + 𝐾2/2)   

𝐾4 = 𝑓(𝑡𝑛, 𝑌𝑛)                               

  ℎ is the integration step.                

 
The initial conditions required by the Runge-Kutta 

method are the position (P0), the velocity (V0), and the 
acceleration (A0) determined using the IS-GPS Algorithm 
at time Toe when (Toe ≠ 𝑇𝑐).   

For the computation of the GPS satellite PVA vectors 
by using the R-K integration method, the Equation 27 
becomes (Equation 28): 
 

𝑌 =

{
 
 
 
 

 
 
 
 
𝑋𝑖+1 = 𝑋𝑖 + (𝐾1 + 2𝐾2 + 2𝐾3 + 𝐾4) 6⁄

𝑌𝑖+1 = 𝑌𝑖 + (𝐾1 + 2𝐾2 + 2𝐾3 + 𝐾4) 6⁄

𝑍𝑖+1 = 𝑍𝑖 + (𝐾1 + 2𝐾2 + 2𝐾3 + 𝐾4) 6⁄
     

𝑉𝑥𝑖+1 = 𝑉𝑥𝑖 + (𝐾1 + 2𝐾2 + 2𝐾3 + 𝐾4) 6⁄

𝑉𝑦
𝑖+1 = 𝑉𝑦𝑖 + (𝐾1 + 2𝐾2 + 2𝐾3 + 𝐾4) 6⁄

𝑉𝑧𝑖+1 = 𝑉𝑧𝑖 + (𝐾1 + 2𝐾2 + 2𝐾3 + 𝐾4) 6⁄

𝐴𝑥𝑖+1 = 𝐴𝑥𝑖 = 𝐴𝑥0
𝐴𝑦

𝑖+1 = 𝐴𝑦𝑖 = 𝐴𝑦0
𝐴𝑧𝑖+1 = 𝐴𝑧𝑖 = 𝐴𝑧0

                                          

  (28) 

 
More information about the application of this 

method for GLONASS satellites is given in [3, 4, 18]. 
 
3. PVA computation from precise ephemeris data 
 
3.1.  Precise Ephemeris Data  
 

The coordinates of all GPS satellites are given in 
precise ephemeris data (predicted, rapid, and final) 
produced by various agencies [5, 14, 19]. 

Figure 2 shows an example of a GPS precise 
ephemeris file corresponding to the GPS week number 
2244. This figure is taken from the precise file and has 
been modified. 

 

 
Figure 2. Precise ephemeris data of GPS SV 9. 

 
According to [20], the parameters given in Figure 2 

are the X, Y, and Z coordinates of the GPS satellites in. The 
format of the precise ephemeris is SP3 (Standard Product 
3), proposed in 1989 by Remondi [20]. 
 
3.2. Lagrange Interpolation  
 

In this section, we present the Lagrange interpolation 
method used in the PVA estimation of the GPS satellites 
using precise ephemeris, and thereafter compare our 
results from the R-K method. 

Lagrange interpolation is the most commonly used 
because of its ease of implementation and accuracy in the 
interpolation of precise orbits. 

The polynomial Pm(x) of order (n − 1) that passes 
through the (n) points is given by [1, 12, 21]: 
 

Pm(x) = ∑ f(ai).
n
i=0 Li(X)  where  Li(x) = ∏ (

X−ai

ai−aj
)n

j=0 ,j≠i  
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To interpolate the X-coordinates of a GPS satellite at a 
given time (t), the Lagrange polynomial formula becomes 
(Equation 29): 

 

Pm(x) = X1
(t − t2)(t − t3)… (t − tn)

(t1 − t2)(t1 − t3)… (t1 − tn)
+ ⋯ (29) 

 
The Pm (y) and Pm(z) Lagrange polynomials of the Y 

and Z coordinates are formed in the same way.  
The Lagrange polynomials of P, V and A can be written 

as (Equation 30-32): 
 

3.2.1. Lagrange polynomial of P: 
 

Pm(𝑃) = {

Pm(X) = 𝐴1t
13+. . . 𝐴14

Pm(Y) = 𝐵1t
13+. . . 𝐵14

Pm(Z) = 𝐶1t
13+. . . 𝐶14 

      (30) 

 
3.2.2. Lagrange polynomial of V (derivation of 

𝐏𝐦(𝑷)):  
 

Pm(𝑉) = {

Pm(Vx) = 13𝐴1t
12+. . . 𝐴13             

Pm(Vy) = 13𝐵1t
12+. . . 𝐵13            

Pm(Vz) = 13𝐶1t
12+. . . 𝐶13           

 (31) 

 
3.2.3. Lagrange polynomial of A (derivation of 

𝐏𝐦(𝑽)): 
 

Pm(𝐴) =

{
 

 
Pm(A𝑥) = 156𝐴1t

11 +⋯𝐴12
Pm(A𝑦) = 156𝐵1t

11 +⋯𝐵12 

Pm(A𝑧) = 156𝐶1t
11 +⋯𝐶12

 

  (32) 

 

4. Application: Broadcast and precise PVA of GPS 
satellites computation 

 

4.1. Data sources and PVA estimation steps 
 

In this application, the vectors of positions P, 
velocities V, and accelerations A of the GPS satellite 
number 9 are computed and compared using the 
broadcast and precise files. 

The data used are the broadcast and precise 
ephemerides of the GPS satellite number 9 between 
January 8 and 14, 2023. This data, produced by IGS and 
downloaded from (https://cddis.nasa.g/) corresponds 
to the GPS week number 2244. 

In the Figure 3 and 4, we present the broadcast and 
precise orbits of the GPS satellite number 9 between 
January 8 and 14, 2023.  

The computational steps from the broadcast and 
precise ephemeris of the P, V, and A are given in the 
Figure 5. 

 

5. Results and discussion 
 

The positions of the GPS satellite number 9 in the 
orbital plane (Equation 14) computed by the IS-GPS 
Algorithm during the GPS week number 2244 are shown 
in Figure 6. 

The Lagrange polynomial functions 
Pm(X), Pm(Y), Pm(Z) of January 14, 2023, computed 
between 09:15 and 12:30 are given in Figure 7. 

 
Figure 3. Broadcast orbits of SV 09 (7 days). 

 

 
Figure 4. Precises orbits of SV 09 (7 days). 

 
Table 1 gives an example of the differences between 

the R-K method and the Lagrange interpolation at 
10h00m00s on January 13, 2023. 

In the Table 1, the computation is carried out at time 
(Toe = 09h59m44s) using the IS-GPS algorithm and the 
ephemerides given in Figure 1. The results are used as 
initial conditions to determine the P, V, and A of the GPS 
satellite number 9 at time Tc = 10h00m00s by the Runge-
Kutta method. The Lagrange interpolation was applied at 
time (Tc) for the computation of V and A using P given in 
the precise ephemerides file (Figure 2). In this 
application, the differences between the Toe and Tc equal 
16 sec.  
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Table 1. 3D Differences (Broadcast vs. Precise). 

Tc 
P 

cm 
V 

cm/s 
A 

cm/s2 
Methods of  

computation  
10h00m00s 183 0.016 0.0003 IS-GPS 

algorithm  
R-K method  
Lagrange 
interpolation 

 

 
Figure 5. Computational steps of PVA. 

 
During the GPS week number 2244, this process of 

combined use (IS-GPS Algorithm and the R-K method) is 
repeated 14 times (twice a day) for the GPS satellite 
number 9. The differences obtained between the R-K 
method and the Lagrange interpolation are illustrated in 
the Figure 8. 

The 3D-differences between the broadcast and the 
precise PVA computation in position varies between 
1.38 𝑚 and 2.54 𝑚 . In velocities the difference varies 
between 0.14  𝑚𝑚/𝑠 and 0.24 𝑚𝑚/𝑠, and in acceleration, 
the difference varies between   0.003 𝑚𝑚/𝑠2  and 
1.300 𝑚𝑚/𝑠2. 

Figure 9 shows the differences every two hours in 
position (dx, dy, and dz) between the broadcast and 
precise ephemerides results during the GPS week 
number 2244 of the satellite GPS number 9. 

The differences obtained from the broadcast and 
precise data seemed to be within a meter or so in position 

(dx,dy, dz) and do not exceed 2.4 𝑚 in the X, Y, and Z axes; 
the RMS is 1.66 𝑚 and the standard deviation is  0.19 𝑚.   

 

 
Figure 6. Position of SV 9 in the orbital plane. 

 

 
Figure 7.   Lagrange polynomial’s function Pm(P) of SV 

9. 
 

These differences are due to a number of factors, such 
as: 

- The accuracy of each type of ephemeris (broadcast 
and precise) affects the PVA result . 

-The accuracy of the methods used in computation: 
1- IS-GPS Algorithm (resolution of the Kepler 

equation). 
2- R-K method (order = 4 and integration step size = 

1 sec). 
3- Lagrange integration order (order of P(m) = 13), 

Figure 7 and Equations 30-32. 
-The difference between the reference of the 

broadcast ephemeris (Antenna Phase Center) and the 
reference of the precise ephemeris (Center of Mass). The 
determination of this offset using ANTEX files (ANTenna 
Exchange format) reduces these differences [13]. 
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- In Equations 25 and 26, the acceleration of the 
satellites due to the luni-solar perturbation is assumed to 
be null. This assumption gives less accurate position, 
velocity, and acceleration results. In the GLONASS 
system, these perturbations are transmitted in the 
broadcast ephemeris files and added as constant values 
in Equations 25 and 26. 
 

 
Figure 8. Differences (Broadcast vs. Precise) at 14 
epoch (R-K Method and Lagrange interpolation). 

 

 
Figure 9. Differences (Broadcast vs. Precise) at 84 

epoch (IS-GPS Algorithm, R-K Method and Lagrange 
interpolation). 

 

6. Conclusion  
 

In GNSS theory, the determination of the receiver 
position begins with the determination of the satellite 
position. 

This paper presents the IS-GPS Algorithm and the 
Runge-Kutta integration method for computing the 

position, velocity, and acceleration of the GPS satellites 
using the broadcast ephemerides data. In addition, we 
compared our results with the Lagrange interpolation 
method used in the estimation of the GPS satellite vectors 
P, V, and A using precise ephemeris data. 

The velocity and acceleration of satellites are 
important measures in several GPS applications. In this 
study, the velocity and acceleration of the GPS satellites 
are obtained by the derivation of the position equations 
(IS-GPS Algorithm), the integration of the differential 
equation of GPS satellite motion by the Runge-Kutta 
method, and derivation of the Lagrange polynomial. 

The introduction of the Runge-Kutta method in the 
computation of the position, velocity, and acceleration 
(PVA) of the GPS satellites as an alternative solution 
requires the determination of initial conditions from the 
Keplerian elements by the IS-GPS Algorithm. 

The difference obtained between the broadcast and 
the precise PVA computation does not exceed 2.4 m (X, Y, 
and Z axes) in the position of the GPS satellite number 9 
and a few millimeters in velocity and acceleration. 
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 Because of its recurrence and the durability of its effects, drought in Morocco has become a 
structural component of the Moroccan climate. It is a real threat to the agricultural sector, 
which represents nearly 20% of the Moroccan economy. The spatiotemporal variability of this 
phenomenon makes drought risk management more complex. The current study seeks to map 
the structural vulnerability to drought in Morocco by using remote sensing techniques to 
characterize its sensitivity to drought. In this premise, we utilized a weighted combination of 
soil classes, land cover and socio-economic data with seasonal drought monitoring through a 
composite index generated monthly over the past twenty years. The generated map shows 
dominance of areas with high and very high vulnerability risk to drought over respectively 
38.5% and 14.4% of the country and this concerns both agricultural and non-agricultural 
zones. The map also indicates that 36.5% of Morocco presents a medium vulnerability to 
drought and only 10.6% of the national territory is considered non-vulnerable to drought. This 
map can be used as a planning tool to support natural resources management and mitigate 
drought impacts. 
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1. Introduction  
 

In arid and semi-arid areas, the degradation of natural 
resources and water scarcity due to recurrent droughts 
reduce economic and biological productivity and 
contribute to the ecological deterioration and fragility 
[1]. Such losses amplify the vulnerability of the 
agricultural areas to these extreme climate hazards [2]. 

Due to its arid and semi-arid geographic situation, 
Morocco faces different climate change induced 
challenges such as aridity, spatiotemporal scarcity and 
irregularity of water resources, recurrent droughts, 
desertification, etc. The climate setting of the country has 
a considerable impact on agricultural production, which 
is an important contributor to the national economy and 
it is strongly dependent on the amount and spatio-
temporal distribution of rainfall. During last few years, 
drought in Morocco resulted in serious losses in 
agricultural and livestock production and increased the 
forest fires incidents and the shortage of drinking water 
storage [3]. 

Vulnerability may exist because of high exposure to 
the drought hazard, and it can be either cyclical or 
structural. The cyclical vulnerability to drought is 

defined as the degree of loss in general productivity due 
to rainfall scarcity in a given limited period of time 
(month, season and year) [2]. For this type of 
vulnerability, the impact can be reduced, on one hand, by 
the first coming rains and on the other hand, by the short-
term decisions taken by the government (creation of 
seasonal jobs in rural areas, mobilization of funds, 
drought mitigation activities, etc.). The structural 
vulnerability to drought concerns all the components of 
the hydrological cycle and all the fields of water use 
including meteorology, hydrology, agronomy, forestry 
and socio-economy. This type of vulnerability has a long-
term dimension and its assessment can be used as a 
benchmark in drought mitigation plans by classifying 
areas according to their level of sensitivity to drought.  

It is obvious that the structural and cyclical concepts 
of vulnerability interact: the first one is described as 
structural vulnerability to drought because there is a 
repetitive cyclical vulnerability whose impacts on 
natural resources are becoming increasingly devastating 
[2]. In addition, early warning must take into account all 
the static and dynamic factors that characterize the 
sensitivity of any ecosystem. 

https://dergipark.org.tr/en/pub/ijeg
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The main purpose of this work is to develop a 
methodology for mapping structural vulnerability to 
drought in Morocco. Such a map can be used as a 
planning tool to support managers and decision-makers 
in limiting drought impacts and reducing vulnerability 
before the potential of damage is realized. The first part 
of this paper presents generalities about vulnerability to 
drought followed by a detailed description of the 
methodology adopted for the structural vulnerability 
mapping (data used, derived parameters, combined 
indicators and weighting). 

 
2. Generalities on vulnerability to drought  

 
The concept of vulnerability is common to all 

operational early warning systems. Vulnerability is an 
overall indicator that measures the capability of a region 
(or of a group) to resist, cope with and to recover from 
the impact of a negative event [2]. It takes into account 
the factors (societal, physical and natural) that 
contribute to and influence a disaster risk, the 
probability of occurrence of such event, and the level of 
exposure to risk of different groups, areas and/or 
sectors. 

Vulnerability is not a measurable feature of a system, 
such as temperature, precipitation or agricultural 
production. It is a concept that reflects the complex 
interaction of several factors that determine a system's 
sensitivity to the effects of climate change [4]. 
Vulnerability to drought is the characteristic of an area 
for which there is a high probability that the drought risk 
will turn into concrete events such as crop failures, 
livestock losses, famine, etc. It describes the fragility of 
the system exposed to an extreme climatic event 
(drought) and it is related to the intensity and duration 
of this extreme event. 

In the context of drought, there are two main types of 
vulnerability to take into consideration in monitoring 
and warning systems. The first one is the seasonal 
vulnerability, which is based on the modeling of agro-
climatic parameters combined with remote sensing data 
and crop growth modeling for the assessment of the 
current season based on yield estimates [5,6]. The 
second type is the structural vulnerability, which refers 
to the characteristics of a social group or sector in terms 
of its capacity to anticipate, cope with, and to recover 
from drought [2].  

More specifically, vulnerability to agro-climatic 
drought can be defined as the "characteristic of an entity 
(zone or human group) for which there is a high 
probability that the agro-climatic risk will turn into a 
concrete event" [7]. The term "human group" refers to 
groups that are not necessarily linked to a specific 
territory, such as pastoralists or farmers (producers of a 
specific crop). The term "concrete event" refers, for 
example, to a reduction in the value of the yields which 
controls the farmers' income [2].  

According to the National Drought Mitigation Center 
[7], the main components of the disaster management 
cycle are preparedness, mitigation, prediction and early 
warning activities. Risk management emphasizes these 
components initiated before drought with the goal of 

reducing the impacts associated with subsequent events. 
For the cycle of drought risk management, the 
preparedness is the most important phase, and it is the 
one on which efforts must focus. It includes all the 
structural decisions and activities to take in case of 
drought. It concerns the implementation of tools and 
processes as well as methodologies to develop drought 
plans and appropriate responses in anticipation to 
drought occurrence. 

Mapping structural vulnerability to drought requires 
the definition and preparation of relevant and easily 
accessible indicators and indices representing the entire 
studied territory [8]. The vulnerability assessment maps 
contribute to better targeting areas prone to or affected 
by the disaster. By understanding the causes of 
vulnerability to drought, managers can design proactive 
measures to decrease the potential impacts of drought 
and increase the adaptation capacity of a community [9].  

 
3. Materials and methods 

 
Mapping the structural vulnerability to drought is a 

complex and challenging task because the phenomenon 
itself is complex and difficult to assess. Different 
parameters and factors (physical, social, economic and 
environmental factors) [10,11] are involved in the study 
of drought vulnerability and their use may depend on 
data availability. Despite these limitations and the 
complexity of the task, we tried to produce a structural 
vulnerability map for Morocco based on the existing and 
operational data. 

To this purpose, we adopted the methodology of 
drought vulnerability assessment developed in the 
Vulnerability Sourcebook, Concept and Guidelines for 
standardized vulnerability assessments [12]. According 
to these guidelines, vulnerability is a function of three 
major drivers, including exposure, sensitivity and 
adaptive capacity. The combination of exposure and 
sensitivity determines the potential impact of the 
vulnerability on people, economic sectors and socio-
ecological systems. 

 
3.1. Datasets 

 
Various datasets were gathered and integrated from 

different sources and with different characteristics by 
using geographic information systems (GIS) and 
programming technics. The present study is based on a 
combination of four groups of datasets, namely: the 
monthly-generated drought composite index over the 
last twenty years, the distribution of soil classes, the land 
cover map and the recent global poverty index resulting 
from the general population census of Morocco. 

 
3.1.1. Periodic drought index 

 
The Royal Centre for Remote Sensing (CRTS) has 

recently developed a gridded composite drought 
indicator (CDI) based on a combination of different 
parameters derived from various satellite-based earth 
observation data at the national scale. Row products are 
periodically downloaded and processed to generate a 
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monthly basis CDI over Morocco at a 5km resolution 
(which is the precipitation estimates resolution). This 
composite index is the result of a study that has been 
done in the framework of a global project (Land Data 
Assimilation System, LDAS) financed by the World Bank 
with the technical support of the American space agency 
(NASA) and the National Drought Mitigation Centre of 
the University of Nebraska. The main purpose of the 
composite approach was to leverage the relevant 
strengths of each parameter and provide a single index 
that was representative of different drought severity 
classes at the national scale [13,14]. 

The developed CDI tool incorporates information 
related to four different parameters and indices derived 
from earth observation data [15]. These parameters are: 

- Standardized Precipitation Index (SPI) from 
satellite-based rainfall data. The Climate Hazards Group 
InfraRed Precipitation with Station (CHIRPS) represents 
satellite estimates corrected by integration of rainfall 
data from weather stations on the ground. These data are 
available from 1981 to present at 5 km spatial resolution 
[16]. We used the available CHIRPS archived data set to 
calculate the standardized precipitation index (SPI) over 
a two-month period [17,18]. The SPI-2 provides 
comparison of the precipitation over 2-month specific 
period with the historical average precipitation of the 
same 2-month period dating back to 1981. 

- Normalized Difference Vegetation Index (NDVI) 
anomalies. The 10-day maximum-value composite NDVI 
anomalies generated from MODIS (Moderate Resolution 
Imaging Spectroradiometer) and VIIRS (Visible Infrared 
Imager Radiometer Suite) data were periodically 
downloaded from Famine Early Warning Systems 
Network (FEWSNET) portal since 2001 [19]. This 
parameter represents the anomalies of the current 
vegetation conditions compared to the historical 
conditions for the same period. 

- Land Surface Temperature (LST) based Soil 
Moisture Proxy anomalies. Two daily satellite-based 
observations were derived from MODIS Terra sensor: 
day and night land surface temperature (LST) to 
calculate a monthly composite diurnal changes in LST. 
The generated MODIS day-night LST anomalies were 
used as indicators of soil moisture. Indeed, relative soil 
moisture can be estimated using LST observations in the 
thermal infrared region [20]. According to Hain et al., 
[20] and Wan et al., [21,22], the evolution of LST in the 
morning hours is strongly dependent on current soil 
moisture conditions, as wet soil will heat up more slowly 
and dry soil will heat up more rapidly [20-22]. 

- Evapotranspiration anomalies (ETA). The ETA 
gridded data products are open-access and obtained 
from FEWSNET platform. This parameter is calculated by 
using the Operational Simplified Surface Energy Balance 
(SSEBop) model, which is a simplified energy balance 
method incorporating thermal data from MODIS since 
2003 [23].  

These four input data sets cover the Moroccan 
territory with different spatial resolutions (5km for SPI 
from CHIRPS, 250m for NDVI, 1km for ETA and LST from 
MODIS). In order to have a uniform spatial resolution for 
the CDI, all the indices were sampled to a 5km spatial 

resolution consisting of 25,589 grid cells in total over 
Morocco [13].  

The CDI is calculated monthly by using the weighted 
arithmetic aggregation method and by assigning the 
highest weight to the rainfall-based parameter (40%). 
Indeed, the 2-month SPI has a strong relationship with 
drought onset, duration and intensity according to a 
retrospective comparison between the CDI input 
parameter maps and real drought episodes from the past 
(using ground truth data: precipitation measurements 
and cereal productions). The other three indices (NDVIa, 
ETA and LST) were considered factors resulting from the 
impact of rainfall deficit and were equally weighted (20% 
each). The final CDI map presents four drought intensity 
classes [24] as described in Table 1. 

 
Table 1. Drought intensity categories. 

Drought classes Class names CDI Percentiles 

D0 No drought > 20 

D1 Moderate 10 to 20 

D2 Severe 5 to 10 

D3 Extreme 2 to 5 

D4 Exceptional < 2 

 
The composite drought index maps are generated at 

a monthly time scale with the spatial resolution of 5km 
since January 2003 during the agricultural seasons 
(October to April). The analysis of this historical CDI 
database over the past 20 years has enabled us to study 
and to assess the severity and duration of the occurred 
drought events. Areas with the highest drought 
frequency were the most vulnerable and those with the 
lowest frequency were less vulnerable [25-27]. The 
approach of drought frequency analysis was based on the 
identification of areas where the different drought 
intensity classes occurred both during the first parts of 
the growing seasons and also during the most sensitive 
parts of the growing periods. This   represented the first 
component of the vulnerability, which is ‘Exposure’. 

 
3.1.2. Soil data 

 
Soils are threatened by various forms of degradation 

(erosion, biological and physicochemical degradation, 
salinization, pollution) that lead to a decrease in soil 
fertility and productivity [28]. In case of rainfall deficit, 
water reserves in the superficial layers of the soil become 
insufficient during the growing season. This "edaphic" 
drought is the classic drought in agriculture caused by 
the scarcity and/or bad distribution of rainfall during the 
agricultural season, and is highly dependent on soil 
proprieties (composition, thickness and depth, texture, 
bio-physicochemical characteristics, etc.). 

Soil maps are especially useful when it comes to 
understanding how different soils may respond to 
droughts. For example, sandy soils are more prone to 
drying out quickly and deeply during a drought due to 
their low water retention capabilities. Meanwhile, clay 
soils can retain moisture for longer periods and avoid 
such severe effects from droughts. Gridded information 
about global soil categories regarding drought sensitivity 
levels is a fundamental step in the study of structural 
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vulnerability to drought. Therefore, we used the map 
published by the International Soil Reference 
Information Centre (ISRIC) called SoilGrids [29] that 
provides global information on standard soil properties 
at different depths (organic carbon, cation exchange 
capacity, pH, etc.) and on the distribution of soil classes 
based on the international soil classification systems. The 
most recent version of SoilGrids is available at 250m 
spatial resolution [29]. 

 
3.1.3. Land cover data 

 
Land cover is an important variable for 

understanding the vulnerability of an area to drought. It 
describes the spatial distribution of the main land surface 
classes (irrigated and non-irrigated crops’ cultivated 
areas, forests, rangelands, water bodies, etc.) and allows 
their classification based on their sensitivity to drought.  
For example, areas with grasslands and non-irrigated 
annual crops will suffer more quickly compared to those 
with trees and perennial plants that can retain moisture 
better. It is also important to take into account changes 
in land use such as irrigated areas or urban development 
that may increase the fragility of a system during 
prolonged periods of drought [30]. 

In the present study, we generated a land cover map 
at national scale by classifying multi-temporal remotely 
sensed data sets (Sentinel2 at 10 m resolution). The 
approach was fully automatic using high-resolution 
optical image time series acquired between September 
2020 and December 2021 (at least two images per 
month), and classified using an automatic processing 
chain [31]. Once all the time series tiles were 
downloaded, the preprocessing phase comprised the 
following steps:  

(1) Image processing with their validity masks 
(clouds, cloud shadow, saturation, etc.),  

(2) Temporal gap filing and resampling,  
(3) Reference data preparation and split into training 

and validation subsets,  
(4) Features extraction from each dataset (NDVI, 

NDWI and the brightness) and their concatenation to 
produce a mosaic of the downloaded tiles. 

The adopted classification method required the 
collection of data for training and validation. The 
advantage of this automatic approach was to rely on 
existing databases to build the reference data sets 
needed for supervised classification and the subsequent 
validation of the results. 

The land cover map resulting from Sentinel-2 images 
classification for the year 2020-2021 had a total accuracy 
of 85.72% and a Kappa coefficient equal to 0.84. This 
accuracy level was acceptable to use for the study of the 
structural vulnerability in Morocco because all the 
generated classes were merged into four main classes in 
term of their vulnerability to drought [12,32]. However, 
since the approach was fully automatic and based on 
open existing data, the land cover map will be updated at 
a regular periodicity in the future. 

Both soil and land cover data described above present 
the second component of the vulnerability, which is 
Sensitivity that determines the degree to which the 

ecosystem is affected by the impacts of the first 
component of vulnerability (Exposure).  

 
3.1.4. Socio-economic data 

 
Structural vulnerability to drought is historically and 

closely linked to the population poverty, which is a main 
component of the socio-economic vulnerability. When an 
area experiences a drought, those living in poverty have 
little to no access to basic necessities, such as food and 
water. This part of population is particularly vulnerable 
to external shocks, including those caused by natural 
disasters. They have a lower capacity to deal with shocks 
than non-poor households, due to lower access to 
savings, borrowing, or social protection [33]. As a result, 
people living in poverty during periods of drought 
conditions become particularly vulnerable making them 
more susceptible to long-term effects such as lowered 
immunity levels and further health problems. 

On the other hand, natural disasters are a key factor 
for pushing vulnerable households into poverty and 
keeping households poor. Exposure to natural hazards 
may reduce incentives to invest and save, since the 
possibility of losing production and livestock due to a 
drought, makes these investments less attractive [33]. 
This vulnerability is more accentuated in rural areas 
where people are in general engaged in agricultural 
activities rain dependent. 

The impacts of drought across societies, economies 
and ecosystems are significant and difficult to quantify 
from an economic perspective [34]. Nowadays, many 
indices and indicators exist at international level to 
monitor the human quality of life for each country and 
describe the socio-economic vulnerability to drought. 
These vulnerability indices reflect the capacity of a 
population to anticipate, resist, adapt to and recover 
from the impact of drought events [12]. 

In Morocco, the main source of information on socio-
economic aspects is the high authority in charge of 
population planning (Haut-Commissariat au Plan, HCP) 
that owns all the statistics about the Moroccan 
population. Among the available indices presenting the 
degree of social fragility to drought, we selected the 
global poverty index that incorporated both monetary 
and multidimensional poverty. This type of poverty 
described the rate of population with little access to 
essential services like education, health and living 
conditions compared to the national poverty line. The 
available data exist in tabular format resulting from the 
general population census of Morocco conducted in 2014 
[35]. In the present study, we retrieved and spatialized 
the global poverty index available at communal scale and 
reclassified it into levels of socio-economic vulnerability. 
The integration of this parameter into the geodatabase 
process is detailed below (§3.2.4. Adaptive Capacity).  

 
3.2. Methodology 

 
The approach developed in this study was based on 

the various parameters and factors described above and 
it was adopted from the global methodology of drought 
vulnerability assessment combining the main drivers, 
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including exposure, sensitivity and adaptive capacity 
[12]. Figure 1 summarizes the data used and the main 
steps for structural vulnerability mapping. 

The framework presents the selection of indicators 
 

and the weighted combination of parameters to generate 
the vulnerability classes at national scale [36]. The 
methods for extracting and combining the different 
factors for drought vulnerability mapping are described. 

 

 
Figure 1. Methodology for mapping the structural vulnerability to drought. 

 
3.2.1. Mapping the exposure to drought 

 
This first component of the vulnerability is related to 

climate parameters through seasonal drought 
frequencies. In the periodic CDI composition, the climate 
parameters are represented by precipitation index 
(SPI_2), land surface temperature (LST) as well as 
evapotranspiration. The vegetation index (NDVIa, 
weighted 20%) reflects the results of the impact of 
climate drivers on vegetation status. In Morocco, the 
agricultural season for cereals is divided in three main 
periods: the first one concerns soil preparation, seeding 
and germination from September to December, the 
second period covers crops development from January to 
April and the third one is the harvest period from May to 

July depending on regions. During the cereal 
reproductive development periods (spring), there is a 
strong correlation between the climate parameters and 
the yields [37]. 

In the present study, two principal exposure factors 
were selected from the CDI database generated over the 
last twenty years [38]. The first one (P1 parameter) is the 
occurrence of all drought classes recorded in the autumn 
seasons, and the second parameter (P2) is the 
occurrence of severe, extreme and exceptional drought 
classes observed during the spring seasons (January to 
April of each year).  

In other words, the approach consists in calculating 
for each pixel the number of dry months (moderate, 
severe, extreme or exceptional drought intensity class) 



International Journal of Engineering and Geosciences, 2024, 9(2), 264-280 
 

269 
 

during the autumn periods to generate the P1 parameter. 
The autumn periods present the onset of the agricultural 
seasons in Morocco and the annual productions depend 
on the amount of precipitation during these parts of the 
growing seasons. The second step is to calculate, for the 
same pixel, the number of dry months (only severe, 
extreme and exceptional drought classes) during the 
spring periods. The objective of this seasonal separation 
is to improve the classification accuracy between areas 
affected by the same drought intensity class. For 
example, two geographically separate areas belonging to 
the same drought frequency class according to the first 
parameter (P1) can be reclassified differently taking into 
account the presence or not of drought in spring periods 
(P2 parameter). In Morocco, the level of precipitation (in 
quantities and geographic repartition) in spring seasons 
is a critical condition to have a good crop yields mainly 
for rainfed cereals, which represent the most dominant 
agricultural areas. For this reason, there is a 
complementarity between the two parameters P1 and 
P2, but with no correlation. The high amount of 
precipitation only in autumn (or in spring) period 
separately does not necessarily lead to a high 
productivity at the end of the agricultural season in 
Morocco.  

The procedure consists of preparing separate CDI 
databases, one for indices calculated from October to 
December each year since 2003, and the other for 
drought indices from January to April over the last 
twenty years. An in-house python model was developed 
to calculate the number of dry months per pixel and for 
each parameter (P1 vs P2). Then, this number is 
converted into drought frequencies ranging from zero 
(no dry months were recorded) to 100 (the pixel has 
experienced drought for the whole season and during the 
last 20 years).  

The drought exposure index was then obtained by 
combining these two parameters P1 and P2 with the 
corresponding weighting factors. Since the impacts of 
drought during spring periods are higher than those 
happening in the beginning of the agricultural seasons in 
Morocco [37], the P2 parameter received a greater 
weight and was supposed two times more important 
than P1. Accordingly, the weights affected to P1 and P2 
parameters are respectively 1/3 and 2/3 (Equation 1).  

 
Exposure = 1/3 * P1 + 2/3 * P2 (1) 

 
Both parameters P1 and P2 were normalized and 

aligned the same way: a low (or high) score represented 
a low (vs high) value in terms of vulnerability [12]. The 
resulting exposure index values were merged into four 
drought frequency classes going from the less vulnerable 
areas (class 1) with a drought frequency less than 30% to 
the areas with high occurrence of drought (more than 
50% for class 4). The resulting map (Figure 2) shows the 
occurrence of droughts according to the CDI generated 
from 2003 to 2022. 

The map of exposure to drought (Figure 2) illustrates 
areas that have experienced a higher frequency of 

drought events over the past 20 years. The four 
frequency classes present in this map were evaluated by 
applying the normalization of categorical indicator 
values method [12]. The first category (class 1) 
corresponds to areas for which the frequency of drought 
is less than 30% (i.e., of the 140 months of CDI data 
studied, less than 42 months were dry). For classes 2 and 
3, the observed drought frequencies are respectively 
between 30 and 40% (i.e., from 42 to 56 dry months for 
class 2) and between 40 and 50% (from 56 to 70 dry 
months out of 140 for class 3). Concerning areas with 
high level of exposure (class 4), the occurrence of 
drought exceeded 50%. 

The map of exposure to drought shows that class 3 
was the most dominant in terms of area (54.7% of the 
territory) and it concerned all agricultural zones and 
rangelands. This level of drought exposure (frequency 
between 40 and 50%) covered the provinces of the 
Oriental, the North, Saïss, Draa, Souss and the Southeast 
of the country. The second important class in terms of 
area was class 2, which occupied 29% of the national 
territory and corresponded to the non-irrigated 
agricultural areas and the rangelands of the south and 
the Oriental. 

This map indicates also that the less exposed 
categories to drought (Class 1: irrigated perimeters and 
the mountains covered by forests) represented only 
2.7% of the territory. However, the highly exposed areas 
to drought covered more than 13% of the national 
territory according to the CDI database analysis during 
the past twenty years and were located in the southern 
zones and in some provinces of the Oriental region. 

 
3.2.2. Mapping the sensitivity to drought  

 
Sensitivity to drought is approached through the 

principal characteristics of the system which interact 
with the exposure factors and that influence the extent of 
drought impacts. In this study, two main physical and 
natural factors were identified under sensitivity: soil 
types and land cover classes. 

 
3.2.2.1. Soil and land cover classes vulnerability 

 
Soil biophysical characteristics are an important 

factor to consider when studying drought vulnerability. 
Different types of soils retain different amounts of water 
and have different nutrient and mineral contents. Soil is 
an environment that generates and accumulates all the 
necessary nutrients for faunae and florae (nitrogen, 
phosphorus, calcium, potassium, iron, etc.), in addition to 
air and water. The absorption of these elements by 
vegetation through its root system is strongly dependent 
on water conditions. Moreover, the impact of a prolonged 
rainfall deficit varies according to the bio-
physicochemical characteristics of the soil. Some 
naturally nutrient-rich soils with higher water holding 
capacities and appropriate structures and textures are 
more resistant to drought than other soils with low 
organic matter content and low water holding capacity.  
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Figure 2. Map of the exposure to drought (2003-2022). 

 
Mapping the soil types at national scale is very 

important to classify the different soil categories 
according to their degrees of vulnerability to drought. 
The map used in this study was a subset from the global 
map generated by the Soil Reference Information Center 
(ISRIC), which presents the texture classes of the surface 
layer (depth of 0.6m) at a spatial resolution of 250m [29]. 
For each of the main soil classes present in Morocco, the 
composition in clay, loam and sand was derived from the 
representation of textural classes according to the 
triangular diagram of textures of the American 
Department of Agriculture [39].  

In the context of vulnerability to drought, there are 
strong links between soil characteristics and drought 
resilience. According to different studies [37,40], soils 
with dominant sandy composition (sands, loamy sands) 
present a high vulnerability to drought. These soils are 
characterized by a high porosity, have a low water 
retention capacity and are generally poor in organic 
matter and nutrients. These soil classes cover the south 
and some eastern zones in Morocco.  

Heavier soils like loam and clay loams cover the 
majority of agricultural and forestry areas in Morocco. 
The vulnerability to drought of these soil categories is 
very low because the mixture of clay and loam 
guarantees a higher water retention capacity and allows 
aeration of the root zone, which increases crops 
resistance to rainfall deficit. 

Soils having a sandy-clay and sandy-clay-loam texture 
with variable proportions are moderately vulnerable to 
drought. This soil class covers the central part of Morocco 
from the northeast (Oriental provinces) to the southwest 
(pre-Saharan region and the southern part of the Atlas 
Mountains).  

On the other hand, concerning the land cover classes, 
the map generated at the national scale by classification 
includes nine land cover types, namely rainfed cultivated 
lands, irrigated areas, orchards, greenhouses, forests, 
rangelands, water bodies, artificial surfaces and bare 
soils. These land cover units were reclassified into 
homogeneous groups according to their degree of 
vulnerability to drought. 
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Figure 3 presents the synthetic map of the 
vulnerability to drought in relation to the soil factor 
(Figure 3a) and the map of land cover vulnerability 
(Figure 3b). 

The map of soil vulnerability results from conversion 
of soil textures as presented in the initial map (SoilGrid) 
to their corresponding classes of vulnerability to 
drought. The resulting map (Figure 3a) shows an 
increasing degree of vulnerability from the north to the 
south and from the west to the eastern part of Morocco. 
Figures indicate that 38.7% of the national territory is 
composed of clay, clay-loam, loam and sandy clay soils, 
which present a high fertility and consequently a low 
vulnerability to drought. This soil vulnerability class is 
located in the northern and central parts of the country 
and corresponds to the agricultural and forest areas.  

Soils presenting a moderate vulnerability to drought 
occupy 28.4% of the national territory and extend from 

the northeast to the southwest. Composed of a mixture of 
sand, clay and loam, these soils are covered by 
rangelands and desert vegetation, which tolerate soils 
with high proportion of sand. Finally, the southern part 
of Morocco is completely dominated by sand and loamy 
sand soils characterized by high vulnerability to drought. 
These poor soils occupy 32.9% of the national territory 
and are located in the desert area. 

Figure 3b shows the relationship between land cover 
classes and their vulnerability to drought. In terms of rain 
dependency, the non-irrigated agricultural areas are 
highly vulnerable to drought because they typically rely 
on seasonal rainfall to provide the necessary water for 
crop production and livestock rearing. This category 
includes particularly cereal crops, given the importance 
and the dominance of the areas occupied by this crop in 
Morocco.  

 

 
Figure 3. Map of the soil vulnerability (a) and the land cover vulnerability to drought (b). 

 
Like rainfed cultivated areas, rangelands and natural 

vegetation fields are also sensitive to rainfall deficits and 
are highly vulnerable to drought. They have a lower 
degree of vulnerability than rainfed lands, since 
rangelands are reserved to grazing activities, whereas 
rainfed agricultural areas allow the generation of 
nutritional and commercial value-added products that 
have a direct impact on the population.  

Forests are considered moderately vulnerable to 
drought in short-term because their sensitivity to 
seasonal precipitation deficit is negatively impacted after 
a long period due to the resilience of this ecosystem.  

On the other hand, land cover classes presenting low 
vulnerability to drought are namely irrigated zones 
(including orchards and greenhouses using water from 
surface and/or groundwater resources) and water 
bodies (dams, lakes, reservoirs, rivers). 

Finally, since the objective of this study is the 
mapping of agricultural vulnerability to drought, 
artificial surfaces (urban and rural buildings) and bare 
 

soils are not directly impacted by rainfall deficit due to 
the limited vegetative resources. For this reason, these 
land cover types were classified as neutral zones.  

 
3.2.2.2. Sensitivity index 

 
As for the drought exposure index, the sensitivity 

index results from the weighted combination between 
soil and land cover vulnerability classes, which are the 
main factors identified under sensitivity. While soil type 
tends to be a static parameter and is inherent in the 
system, land cover might be altered by human activities. 
Some examples of changes are decreasing of natural 
vegetation ecosystems (forests, rangelands and some 
agricultural areas) due to the impact of artificial surfaces 
development (urban and industrial constructions, 
mining zones, transportation facilities, etc.), and 
sometimes due to natural hazards (forest fires, floods, 
etc.). For this reason, the land cover factor was given a 
higher weight than soil class’s parameter.  
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Therefore, the weights assigned to soil types and land 
cover parameters are respectively 1/3 and 2/3. Equation 
2 shows how these two factors were aggregated.  

 
Sensitivity = 1/3 * Soil vulnerability + 2/3 *  

Land cover vulnerability 
(2) 

 
According to the Vulnerability Sourcebook [12], both 

parameters soils and land cover were normalized and 
aligned the same way (a high score represented a high 
value in terms of vulnerability). The resulting sensitivity 
index values were merged into four sensitivity classes 
going from the less sensitive areas (irrigated agriculture 
on clay-loam soils) to the areas with high sensitivity to 
drought (rainfed cereals on sandy soils). Figure 4 
presents the resulting map of sensitivity to drought. 

The map (Figure 4) shows that areas with low 
sensitivity 
 

to drought are located mainly in the Tangier-Tetouan-Al-
Hoceima and Rabat-Sale-Kenitra regions and partially of 
the Fez-Meknes and Beni-Mellal-Khenifra regions. This 
category occupied 5% of the national territory and 
concerned the irrigated zones on favorable soil type and 
the mountains (Rif and Atlas). Additionally, areas 
moderately sensitive to drought occupied about 16% of 
the Moroccan territory and corresponded to the majority 
of regions covered mainly by rainfed seasonal crops on 
clay-loam soils. These two first classes merged represent 
21% of the national territory and are located in the most 
fertile agricultural zones.  

The map in Figure 4 shows also that 19% of the 
territory was highly sensitive to drought. This concerns 
rainfed agricultural areas and rangelands located on 
sandy clay-loam soils in the eastern, central and southern 
parts of Morocco.  

 
Figure 4. Map of the sensitivity to drought. 

 
Finally, areas presenting a very high sensitivity to 

drought, stretching from the northeast to the south of 
Morocco, covered about 60% of the national territory. 
This category included all the desert regions and some 
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provinces of the Souss-Massa, Draa-Tafilalet and Oriental 
regions. The regions of Fez-Meknes (eastern part) and 
Marrakech-Safi (Chichaoua province) were also partially 
concerned by this class of high sensitivity to drought. The 
geographical distribution of this class reflects the 
combination of the biophysical nature of these bare 
sandy-loam soils and the scarcity of rainfall. 

 
3.2.3. Potential impact  

 
In accordance with the Vulnerability Sourcebook 

[12], exposure (Figure 2) and sensitivity (Figure 4) in 
combination determine the potential impact of climate 
change. For example, in the context of drought 
vulnerability, long period rainfall deficit (exposure) in 

combination with non-irrigated crops and sandy soils 
(sensitivity) will result in loss of yields and income 
(potential impact). Concerning the weighting approach, 
we considered each of the two vulnerability components 
(exposure and sensitivity) as important as the other. For 
this reason, the two factors were equally weighted 
(Equation 3). 

 
Potential Impact = 1/2 * Exposure + 1/2 * Sensitivity (3) 

 
The resulting map of the potential impact of drought 

in Morocco (Figure 5) illustrates the distribution of four 
main categories going from areas where the impact of 
climate change was low to the areas where the potential 
impact was high. 

 

 
Figure 5. Map of the potential impact. 

 
The map of potential impact shows that less than 2% 

of the national territory presented low impact of drought 
on the natural resources. This category is located mainly 
in the north of the country and corresponds to forest and 
permanent irrigated areas. The second category 
(medium potential impact of drought) is located also in 

the forest (Rif and Atlas Mountains) and in some 
irrigated areas. These two classes of potential impact to 
drought covered 19% of the national territory, and they 
presented a high resilience to short-term drought due to 
their biophysical characteristics (rainfall, temperatures, 
vegetation cover, soil types, topography, etc.).   
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Areas with high potential impact of drought were 
dominant (72.3% of the territory) and corresponded to 
both agricultural zones, rangelands as well as the desert 
areas in the south of Morocco. For these areas, the impact 
of drought episodes frequencies combined with 
inadequate soil texture resulted in a loss of agricultural 
yields and consequently loss of income.  

The last category concerns the rangelands in the 
Oriental region, Draa and some southern and 
southeastern provinces where the potential impact of 
drought was very high. For these zones, vegetation 
development is strongly dependent on precipitation. 

 

3.2.4 Adaptive capacity 
 
In Morocco, the department in charge of population 

planning (HCP) has traditionally measured the poverty 
rate using the monetary approach, which assesses a 
household's income and expenditure. This monetary 
approach, initially developed by the World Bank, has 
reached its limits because poverty is more than just a lack 
of money. Recent efforts have shifted towards adopting a 
multidimensional approach that takes into account other 
indicators such as education, health, housing, and access 
to basic services [41].  

 
 

 
Figure 6. Map of the adaptive capacity to drought. 

 
The methodology adopted by the HCP to calculate and 

monitor the poverty rate is based on a global approach 
including both monetary and a multidimensional 
approach. Since poverty affects people’s daily lives and 
well-being in many ways, this global approach consists of 
identifying deprivations based on unsatisfied needs in 
education, health and living conditions (food security, 

access to clean water and electricity, housing conditions) 
from the analysis of the 2014 general population census 
results. The adopted approach recognizes that poverty 
affects individuals differently depending on their gender, 
age group or living in urban vs rural area. A score 
aggregating the different deprivations is then established 
by assigning weights to each of the three main categories 
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(1/3 for education, 1/3 for health and 1/3 for living 
conditions). This scoring system allows for better 
understanding of the multifaceted nature of poverty and 
its underlying causes. 

In the present study, we used a global poverty index 
that was defined by the HCP based on a typology of the 
general population census results corresponding to the 
2004-2014 period. In Morocco, these results are 
available at the regional, provincial and communal levels 
in tabular format. The data corresponding to the poverty 
index at communal scale was retrieved, spatialized and 
reclassified into levels of socio-economic vulnerability. 
According to the HCP, a population group is considered 
multi-dimensionally poor if his deprivation score is 
above the poverty line, set by convention at 33% [35].  

Figure 6 illustrates the distribution of the different 
socio-economic vulnerability classes at the communal 
level. To these gridded poverty classes were defined 
targeted groups of population with different adaptive 
capacity to drought conditions.  

Figure 6 shows that the municipalities and the 
communes located next to the big cities presented a very 
low poverty rate and consequently they had a very high 
adaptive capacity. These 407 communes covered only 
6% of the national territory.  

The HCP figures indicated also that more than 43% of 
the national territory (739 communes) was vulnerable to 
poverty but under the conventional poverty line. This 
concerned all the areas where agriculture, industry, 
tourism and artisanal activities contributed in different 
proportions to the population income. These rural 
communes with medium vulnerability presented a high 
capacity of adaptation to reduce drought impacts.  

Concerning the communities above the national 
poverty line, 260 rural communes were considered 
highly vulnerable to drought and presented a medium 
adaptive capacity to address climate change impacts. 
This class of socio-economic vulnerability corresponded 
to a poverty rate between 33 and 50% and covered about 
32% of the national territory.  

Finally, the communes with a very high level of 
vulnerability covered about 10% of the national territory 
(93 communes) and were located in the provinces of 
Oriental, Atlas Mountains and other zones in the south. 
These very high vulnerable communes had a low 
adaptive capacity to alleviate drought impacts. For 
example, the rural commune "Oulad Mhammed" in 
Taourirt province had a poverty rate in 2014 of 90.1% 
and the rural commune "Tabaroucht" in Azilal province 
had a poverty rate of 85.6%. This explains the absence of 
the majority of the living conditions for the population in 
these two communes. In case of prolonged periods of 
drought in these vulnerable communities, the impacts 
would be heavily devastating on natural resources (crop 
yields and livestock losses, limited access to drinking 
water, land degradation and consequently 
desertification). 

The contribution of the global poverty index in the 
study of structural vulnerability to drought is very 
important in two different ways. On one hand, it allows 
identifying communities with high adaptive capacity to 
climate hazards in order to mitigate the potential 

impacts, and on the other hand, this parameter highlights 
areas where drought can have adverse impacts on the 
poorest populations. In other words, groups in low and 
medium vulnerability classes (and who have permanent 
and non-agricultural incomes) are generally more 
resilient to climate changes. This adaptive capacity 
reduces the potential impact of climate effects and 
therefore mitigates vulnerability to drought. On the other 
hand, poor and highly vulnerable populations are the 
first to suffer the impacts of drought and constitute a 
pressure factor that threatens natural resources. 

The combination between the potential impact and 
adaptive capacity maps to generate the synthetic 
structural drought vulnerability map is presented in the 
following. 

 

4. Results and discussion 
 

This section of the study consists in generating a 
composite drought vulnerability index by aggregating 
the potential impact and adaptive capacity. The gridded 
representation of this index involves analyzing and 
mapping the susceptibility of different communities to 
the impacts of a drought event. This process takes into 
account all the factors described above namely; climate 
conditions, soil characteristics, land cover classes and 
global poverty index.  

The methodology adopted to generate this structural 
vulnerability index was based on an aggregation of the 
composite indicator of potential impact with adaptive 
capacity using a visual overlay analysis.  

All the indicators used in this study to calculate the 
potential impact were aligned in the same way. 
Concerning the adaptive capacity aggregation with the 
potential impact, it is important to take into account the 
offsetting between these two components. Indeed, 
adaptive capacity has a positive influence on 
vulnerability to drought. It reflects the ability of 
population to adapt to and recover from drought when it 
occurs.  

According to the vulnerability sourcebook [12], high 
values for adaptive capacity (rich communities) can 
offset high drought impact values, and this leads to low 
vulnerability values in spite of high potential impact. In 
the same way, areas with high potential impact and low 
adaptive capacity can be considered as vulnerable areas 
to drought (hotspots).  

Unlike the methodology adopted for the other 
components of the vulnerability (Exposure, Sensitivity 
and potential impact) which is based on the weighted 
arithmetic aggregation, the visual overlay analysis 
consists in applying GIS functionalities (Map Algebra, 
Raster calculator) to generate a map where areas 
corresponding to different combinations between the 
potential impact and the adaptive capacity components 
can be highlighted graphically.  

The Moroccan adaptive capacity layer includes more 
than 1500 polygons representing the rural communes 
and municipalities with values corresponding to the four 
socio-economic vulnerability classes. Both adaptive 
capacity and potential impact layers are first 
standardized per unit area (pixel size) and then 
combined to generate the resulting vulnerability map. 
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For each of the potential impact (P.I.) levels, Table 2 
shows the proportion of the national territory 
corresponding to each of the adaptive capacity (A.C.) 
classes.  

By identifying areas more susceptible to drought, 
planners can prepare mitigation strategies, targeted 

responses and resources distribution plans that address 
the specific needs of the risk. The mapping process could 
also indicate where additional data collection efforts may 
be necessary in order to provide assistance before, 
during or after an actual occurrence.  

 
Table 2. Proportions of the territory for each potential impact and adaptive capacity combination. 

Potential Impact (P.I.) 
Adaptive Capacity (A.C.) 

Very high A.C. (%) High A.C. (%) Medium A.C. (%) Low A.C. (%) A.C. (no data) (%) 
Low P.I. 0.15 1.01 0.43 0.24 0 

Medium P.I. 1.99 7.41 4.80 2.96 0 
High P.I. 3.63 32.59 22.84 5.23 8.01 

Very high P.I. 0.27 2.46 3.49 2.10 0.38 

 

 
Figure 7. Map of the structural vulnerability to drought in Morocco. Four levels of vulnerability: (1) green: low score, 

(2) yellow: medium, (3) orange: high and (4) red: very high level of vulnerability to drought. 
 

The different combinations shown in Table 2 were 
grouped into four main levels of vulnerability to drought. 
Low vulnerability values correspond to the combination 
of low to medium potential impact and high to very high 
adaptive capacity and vice versa, high vulnerability 

values result from the union of high to very high impact 
and low adaptive capacity. Table 2 shows also the 
intermediate vulnerability levels resulting from the 
mixture between different intermediate potential impact 
and adaptive capacity classes. The graphic 
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representation of these merged classes of the structural 
vulnerability to drought in Morocco is illustrated in 
Figure 7. 

The geographic distribution of the four vulnerability 
classes at national scale (Figure 7) shows a slight 
dominance of areas with high to very high vulnerability 
to drought. Indeed, these two classes (3 and 4) cover 
about 53% of the national territory (331.425 km²) and 
extend from the northeast to the south. With this 
proportion, it means that a substantial portion of 
agricultural land is at a risk. 

The Oriental provinces and some areas in the Atlas 
and in the south of the country are very highly vulnerable 
to drought, representing around 14% of the national 
territory. In these areas, land cover is dominated by bare 
soils and rangelands on unfavorable soils (loam-sands 
and sand-clay-loams), which are reliant upon rainfall. 
Moreover, these zones are characterized by a very low 
adaptive capacity, which increase considerably the 
vulnerability to drought and to climate change in general.  

Areas with high vulnerability to drought (class 3) 
represent about 39% of the national territory and 
concern almost the totality of the provinces located in the 
east and southeastern boundary. These regions are 
characterized by low amount of precipitation and high 
temperatures coupled with pressures of population 
growth and poverty. The spatial variation of this level of 
vulnerability affects desert areas as well as rain-fed 
agricultural zones. 

On the other hand, areas with low to medium 
vulnerability to drought (classes 1 and 2) represent 
about 47% of the Moroccan territory (294.700 km²). This 
concerns the main irrigated areas (Gharb, Loukkos and 
northwest, Tadla, Doukkala, Al Haouz, Souss-Massa, 
Ouarzazate, Tafilalet and Moulouya) as well as forests 
(Rif and Atlas), oasis zones (Draa, Tafilalet) and some 
coastal zones.  

Areas with low vulnerability to drought (class 1) 
represent only 10.6% of the national territory (66,175 
km²) and correspond essentially to irrigated zones 
where irrigation had become increasingly popular as a 
means of combating dry spells and helping farmers 

control water distribution precisely. Similarly, forest 
areas are more resistant to drought and can be impacted 
only after a long period of rainfall deficit.  

However, although the favorable components of the 
vulnerability chain for these zones (high adaptive 
capacity offsetting the impact of drought), agriculture 
and livestock remain vulnerable to droughts. In addition, 
some forests of the Rif and the Atlas Mountains are in a 
very worrying state of degradation (forest fires, health 
attacks, overexploitation of wood, etc.), which increases 
the level of vulnerability of these ecosystems to drought 
and climate hazards in general.  

Locally, the Oriental region is the most affected by the 
highest drought vulnerability level. Indeed, about 60% of 
the region is categorized very highly vulnerable to 
drought and a little more than 20% of the region is highly 
vulnerable. This part of the region is dominated by 
rangelands, rainfed agriculture and bare soils. Only 20% 
of the region is located in low to medium vulnerable 
areas to drought and this concern the coastal areas, the 
Moulouya irrigation perimeter and nearby the principal 
cities (Oujda, Saidia and Nador).  

Similarly, the Draa-Tafilalet region is also dominated 
by areas of high and very high vulnerability to drought, 
occupying respectively 45.8% and 19% of the regional 
territory. The western part of the region presents a low 
to medium vulnerability to drought, and it is mainly 
covered by oases of Draa-Tafilalet and by the Ouarzazate 
and Tafilalet irrigated perimeters. 

Concerning Beni Mellal-Khenifra, about 59% of the 
region presents a high to very high vulnerability to 
drought nearby Khouribga, Khenifra and Azilal 
provinces. The low (10.2%) to medium (31.2%) 
vulnerability classes cover the Tadla irrigated perimeter 
(Beni Mellal and Fquih Ben Saleh provinces). 

The eastern part of Fez-Meknes region is dominated 
by areas categorized high to very high vulnerable to 
drought, presenting about 48% of its territory 
(Boulemane province) in the proximity of the Oriental 
rangelands. The provinces of Fez, Meknes, Ifrane, Sefrou 
and partly the province of Taounate present a low to 
medium vulnerability to drought.  

 
Table 3. Proportions of drought vulnerability areas per region. 

Regions of Morocco 
Levels of vulnerability to drought 

Low (%) Medium (%) High (%) Very high (%) 
Tanger-Tetouan-AlHoceima 47.88 35.02 15.47 1.63 

Oriental 7.45 13.16 20.29 59.10 
Fes-Meknes 22.48 29.33 37.50 10.68 

Rabat-Sale-Kenitra 40.52 39.30 18.65 1.53 
Benimellal-Khenifra 10.24 31.20 25.28 33.27 

Casablanca-Settat 14.17 81.55 4.28 0 
Marrakech-Safi 13.92 54.66 23.11 8.30 
Draa-Tafilalet 10.11 25.02 45.83 19.03 
Souss-Massa 8.60 34.99 44.49 11.91 

Guelmim-Oued-Noun 11.11 21.42 41.11 26.36 
LaayouneBoujdour-Sakia-Al-Hamra 8.49 40.20 49.89 1.42 

Eddakhla-Oued-Eddahab 0.62 49.94 47.30 2.13 

 
 

The three regions in the northwest (Tangier-Tetouan-
Al-Hoceima, Rabat-Sale-Kenitra and Casablanca -Settat) 
are characterized by favorable weather conditions, 

advantageous soil textures, adequate land covers and a 
high adaptive capacity. Therefore, these regions present 
a high proportion of areas with low to medium 
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vulnerability to drought. The twelve Moroccan regions 
are listed in Table 3, with the values of relative 
proportions of each vulnerability to drought level. 

The high sensitivity to drought poses significant 
challenges for the affected regions and the country as a 
whole. The prolonged areas of drought indicate a 
widespread and persistent problem that demands 
immediate attention. One of the consequences of such 
extensive drought-prone areas is the impact on 
agriculture, as crop yields are likely to be severely 
affected. Moreover, water scarcity has become a pressing 
issue in these drought-prone areas. As rainfall tends to be 
increasingly insufficient, water sources such as rivers, 
lakes, and reservoirs dry up or become critically low. This 
affects not only agricultural irrigation but also it has 
severe implications for drinking water supply and other 
industrial needs.  

 

5. Conclusion  
 

Droughts can have severe impacts on natural 
resources, communities and ecosystems, especially in 
regions already vulnerable due to poverty and/or limited 
resources. Vulnerability to drought can vary greatly 
depending on the adaptive capacity of a community or 
ecosystem. In areas where adaptive capacity is low, 
droughts may lead to food shortages, increased poverty 
rates or even forced migration.  

In Morocco, drought has a significant impact on the 
agricultural productivity because approximately 85% of 
agricultural areas rely on rainfall, making it highly 
susceptible to the effects of climate-related risks. Due to 
its frequent occurrence and long-lasting impact, drought 
is regarded as a structural component of Morocco's 
climate. 

By evaluating the available data, it is evident that 
Morocco is globally vulnerable to drought due to various 
factors such as rainfall deficit, population growth, and 
overuse of water resources. The country's economy is 
heavily dependent on agriculture, which in turn depends 
on rainfall, making it highly susceptible to prolonged dry 
spells specifically during critical agricultural periods.  

This study allowed generating a comprehensive map 
that highlights which areas of the country are most 
susceptible to drought and other weather-related 
disasters. The map of vulnerability to drought is the 
result from the combination of several biophysical 
variables including meteorological factors (precipitation, 
SPI, temperatures and evapotranspiration), remote 
sensing indices (vegetation index, land surface 
temperature and multi-temporal high-resolution 
satellite data to generate land cover maps), soil factor 
and the population status in terms of the poverty 
distribution all over the country. 

The exposure index, which is one of the main 
components of the structural vulnerability to drought, 
allowed us to draw first conclusions about the most 
vulnerable areas. This index has the advantage that it is 
applicable for prospective assessments of drought 
occurrences based mainly on remote sensing data.  

By highlighting vulnerable regions, the maps are 
playing an important role in helping planners and 
decision-makers take proactive measures to mitigate the 

effects of future droughts, develop effective drought 
response plans and allocate resources where they are 
most needed. Therefore, the map of structural 
vulnerability to drought in Morocco constitutes a 
decision support tool for resource management in case of 
drought. 

Concerning the methodological approach, it is 
important to highlight the role of spatial observation, 
which enabled producing indicators that are not only 
simple to compute but also relevant, accurate and easily 
accessible. The generated maps provide a 
comprehensive understanding of drought conditions by 
considering multiple meteorological variables combined 
to other biophysical parameters. This composite 
approach allows capturing the complex interactions 
between these factors and their impact on agricultural 
productivity. Moreover, these global indicators involved 
in the study of vulnerability can be adapted and applied 
to other similar contexts, making this methodology 
highly transferable and valuable. 

Other indicators can be added to enhance the study of 
the structural vulnerability to drought. These may 
include measurements that demonstrate changes in 
ground and surface water resources, the distribution of 
livestock, and the identification of drought-resistant 
crops, etc. By integrating all of these biophysical 
parameters, a more comprehensive and detailed 
mapping of structural vulnerability to drought can be 
achieved. This could serve as a valuable subject for future 
research. 
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 This study presents a Geographic Information Systems (GIS) and Unmanned Aerial Vehicle 
(UAV) based approach to determine suitable roof patches of buildings for solar panel 
installation in Harran University (Şanlıurfa) campus area. Initially, the Solar Radiation 
Potential (SRP) of the study area was calculated using a UAV-based Digital Surface Model 
(DSM) in GIS. Then, a correction process was applied to this theoretically calculated SRP by 
using an adjustment coefficient derived from 5-year measurements of the Solar Power Plant 
(SPP) located in the region. This coefficient was used to adjust the calculated SRP and 
compared with the SPP measurements at a concurrent period. The rooftop objects were 
segmented by textural analysis to determine the suitable panel installation patches on the 
buildings. Then, the obtained suitable patches are divided into four different classes 
considering the adjusted total SRP to find panel installation priority. Finally, the calculated 
electricity potential of the suitable roof patches could meet approximately 65% of the yearly 
consumption of campus buildings. This paper reveals that in GIS-based SRP studies, it is 
necessary to detect the rooftop objects to obtain the solar panel installation area more 
accurately, and a correction should be applied to approximate the theoretically calculated SRP 
values to the actual values.   

Research Article 
 
Received: 23.01.2024 
Revised:  12.03.2024 
Accepted: 17.03.2024 
Published: 25.07.2024 
 

 

 
 
 

1. Introduction  
 

In today's world, energy usage is perceived as an 
indicator of technological development and high welfare 
levels for developed countries. All fundamental and 
essential aspects of life, such as industry, trade, housing 
and transportation, depend on energy. However, the 
primary energy resources of the world such as water and 
fossil-based fuels, are in continual depletion. This 
depletion affects human life as well as energy production 
directly. Moreover, the usage of these primary energy 
resources causes ecological damages such as drought, air 
and soil pollution, etc. This has driven many countries to 
use clean and renewable energy sources such as wind, 
geothermal and solar [1]. In the past few decades, these 
alternative renewable energy resources made a rapid 
change, especially in rural settlements [2].  According to 
Elliot et al. [3], any kind of renewable energy source 
provides opportunities for electricity generation at a 
public service scale, village and farm needs, and off-grid 
independent energy generation. At this point, some 
parameters such as energy demand, environmental 

conditions and especially power station locations should 
be considered to establish alternative power systems [4]. 
In this context, solar energy has the potential to become 
more popular than other renewable energy sources with 
its accessibility, economic advantage, and ease of use.  

Estimating solar energy is a valuable tool for 
developing energy strategies, designing facilities and 
urban planning [5-9].  As it is known the fundamental 
consideration for solar energy is to detect Solar Radiation 
Potential (SRP) both spatially and temporally. This 
potential can obtain either meteorology station 
measurements (used to estimate the solar radiation 
through interpolation in the areas) or Geographic 
Information Systems (GIS) based Digital Surface Model 
(DSM) approach [10].  A meteorological station based 
study was performed by Nematollahi and Kim  [11]. They 
calculated the yearly horizontal radiation of 24 
meteorology stations for five years to get a feasibility 
report for new Solar Power Plants (SPP). Meteorology 
stations may not always be used for several reasons such 
as inconvenient location, insufficient station number, 
incompatible technology and missing parameters [12]. 

https://dergipark.org.tr/en/pub/ijeg
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Due to the scarcity of meteorology stations, GIS-based 
studies are more abundant in scientific literature. In 
these kinds of studies, DSM is an essential input for the 
SRP calculation based on the hemispherical model. The 
spatial resolution of the DSM is important and depends 
on the generation methods. For instance, while a DSM 
(~1 m) generated with Light Detection and Ranging 
(LiDAR) data may be sufficient to get the slope and 
orientation of rooftops in terms of spatial resolution, a 
Shuttle Radar Topography Mission (SRTM) elevation 
data (~30 m) could not be used for this purpose. 
Therefore, high resolution data is required for solar 
panel installation studies. 

The roof of a building is the most suitable patch for 
solar panel installation. Thus, SRP calculation becomes 
more complicated due to the requirement for 
comprehensive knowledge of the geometric and physical 
conditions of rooftop structures [13]. Generally, in city-
scale studies, a LiDAR-based DSM is used to calculate the 
SRP of the entire city surface. Subsequently, the building 
footprints and directions are used as constraints to 
obtain rooftop SRP values [14]. Kucuksari et al. [15] 
followed a similar procedure and used airborne LiDAR 
data with GIS in a campus area to calculate SRP using 
slope, aspect, elevation and insolation as input 
parameters. Then, to get the long-term net profit of 
rooftop solar panel installations, electricity potential was 
examined in consideration of possible costs. Huang et al. 
[14] proposed a Graphical Processing Unit-based SRP 
calculation model with LiDAR data using GIS. The 
suitable roofs were decided according to the yearly 
average total radiation, slope, and aspect. Verso et al. [16] 
applied a multi-criteria approach based on GIS and DSM 
to calculate the SRP. Then several criteria were applied 
such as building shapes, types, annual solar potential and 
panel size to detect suitable roofs. 

Determining the appropriate roof patches and 
evaluating their SRP is important for solar panel 
installation [15]. Depending on the complexity of the 
urban area, the accuracy and resolution of the spatial 
data may vary. The high-resolution DSM can be obtained 
by satellite imagery and laser systems, but it is not 
efficient in terms of economy, time, and updating. In this 
context, DSMs with different spatial accuracy and 
resolution can be produced using Structure-from-Motion 
(SfM) based Unmanned Aerial Vehicle (UAV) 
photogrammetry. This approach, which has been used 
extensively in the last two decades, brings great 
advantages. It provides cheaper and higher spatial 
resolution DSM in comparison with LiDAR, especially for 
local city areas [17]. 

Compared to conventional manned aerial 
photogrammetry, UAV photogrammetry has serious 
advantages in areas such as flight altitude, cost, time, 
repetitive use, and image processing [18]. It is also 
suitable for photogrammetric flights. Especially the SfM 
approach used in the processing of aerial photographs 
obtained by UAV gives very successful results. This 
approach is an innovative, user beneficial and low-cost 
photogrammetric technique, which has been used widely 
over the last few years [19].  

Besides, the possibility of re-use of UAV systems, 
being automatic, portable, and easy to use in the urban 
area makes it more advantageous [20]. Thus, UAV-based 
DSMs can be used in SRP studies for urban areas. In this 
regard, Shao et al. [21] applied a UAV-based procedure to 
get high resolution data on roofs. They classified the 
building types and building roofs (flat, non-flat) to make 
a better decision for panel installation. Dewanto et al. 
[22], calculated rooftop SRP from UAV-based DSM and 
overlaid it on a three-dimensional (3D) model of campus 
buildings using a web-based GIS environment. Fuentes et 
al. [23], calculated the SRP of an individual building roof 
with UAV-based DSM. After solar panel installation, the 
generated electricity production was compared with the 
calculated potential for a year. 

There are two common gaps in the mentioned SRP 
studies: (1) the rooftop objects were not considered and 
(2) the SRP is based on theoretical calculations. 
Generally, in GIS-based studies, the entire rooftop is 
considered a potential solar panel installation area. 
However, this assumption may deviate considerably in 
the real world, especially in cases of different roof types 
(flat, non-flat). Moreover, rooftops may be occupied by 
different objects such as chimneys, air conditioners, 
ventilation, antennas, or solar water heating panels. In 
such cases, a detailed analysis of the rooftop is required 
to calculate accurate SRP. For this analysis, an high-
resolution DSM (e.g., pixel < 25 cm) is needed. Thus, 
rooftop objects can be eliminated and the most suitable 
areas for solar panel installation can be determined by 
segmenting roofs in more detail. Although in some 
studies segmentation is used to detect the roof planes, 
the rooftop objects on the segmented planes were 
ignored. Furthermore, SRP calculation performed in 
hemispherical based GIS software gives approximate 
results since it does not contain real meteorological 
factors. This situation causes the calculated SRP to be 
different from the actual Solar Radiation (SR). While a 
comparison between generated electricity and GIS-based 
calculated energy was performed in some studies, no 
adjustment process mentioned calculated SRP.  

The objectives of this study are twofold: first, it 
attempts to determine the most suitable roof patches for 
solar panel installation; second, it attempts to adjust the 
calculated SRP. For this purpose, a textural analysis was 
performed using high-resolution DSM to detect the 
rooftop objects. Then, monthly, seasonal and annual 
coefficients were calculated with the data (for 5 years) 
obtained from the SPP in the study area and the most 
suitable coefficient was used to adjust the calculated SRP. 

 

2. Method 
 

The study was held in the Harran University 
Osmanbey Campus located in Şanlıurfa which is in 
southeast Turkey (Figure 1). The annual average (last 30 
years) of the sunshine duration of the city is over 8.5 h/d 
[24]. According to the long-term average of SR reported 
in Global Solar Atlas [25], Şanlıurfa has one of the highest 
SRP in the country. 

The SR of a particular point on the earth depends on 
the orientation and elevation [26]. Thus, the SRP of that 
point is mainly calculated according to the hemispherical 
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viewshed algorithm. A DSM can supply necessary 
information about the surrounding topography including 
the obstacle and shadow area of that point [27]. Although 
DSM is sufficient for SRP calculation, various parameters 
such as meteorological station data [14], classified 
satellite images [28] and topographic maps [29] can be 
used as inputs depending on the purpose of the study. In 
our case, the building footprints, SPP measurements and 
UAV based DSM were used as input. The workflow of the 
study is given in Figure 2. 

In the study, a workflow including photogrammetric 
UAV flight, SfM, textural analysis and GIS based SRP 
calculation was carried out. There are several important 
and specific steps within this workflow. First, the high-
resolution DSM of the region was produced using SfM-
based UAV photogrammetry. Second, textural analysis 
was performed on high resolution DSM to detect rooftop 
objects. Third, is the coefficient calculation for the SRP 
adjustment. Finally, the electricity potential was 
calculated according to the suitable roof patches and was 
compared with the actual consumption. 

 

 
Figure 1. The study area. 

 

 
Figure 2. The workflow of the study. 
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2.1. UAV photogrammetry 
 

There are some differences between SfM and 
traditional photogrammetry in terms of mathematical 
and statistical approaches. Traditional photogrammetry 
looks for solutions by using global consistency, 
compatibility, the accuracy of measurements and model 
validity. On the other hand, SfM is an image matching 
technique that generates a 3D model of an object by 
automatically aligning positions, camera parameters and 
3D geometry of the object with an appropriate overlap 
rate through a photogrammetric approach [30]. Then, a 
photogrammetric bundle block adjustment is used to 
build a local model with all generated 3D points. Today, 
several SfM-based image processing software can 
generate high resolution DSM and orthophoto from 
aerial images captured with UAV platforms [20]. Lucieer 
et al. [31] managed to generate a 2 cm resolution DSM to 
get microtopography with Agisoft software. Toprak et al. 
[18] reached under cm accuracy in a rocky archeological 
site with the SfM approach. Besides, due to the high 
spatial resolution data of UAV systems, they can be used 
in biomass estimation and yield prediction [32], cotton 
plant height [33] and accurate extraction of buildings in 
a complex urban area [34]. 

 
2.2. Textural analysis 

 
The purpose of texture analysis is to identify flat areas 

suitable for panel installation. At this point, texture 
analysis aims to detect objects that disrupt the flatness of 
a roof section and could obstruct panel installation, such 
as air conditioning units, antennas, or chimneys. 

Images are generally described with color values, 
brightness and pixel size. On the other hand, texture 
parameters such as variance, dissimilarity and entropy 
are rarely used. A pixel of an image can contain color and 
brightness values. However, the texture becomes 
meaningful with a set of neighboring pixels. 
Mathematically, the Gray Level Co-Occurrence Matrix 
(GLCM) is used to get a two-dimensional histogram of the 
gray levels of a neighboring pixel pair. In other words, 
GLCM displays the frequency of pixel pair apparency in 
an image. GLCM is used to calculate texture parameters 
which are suggested by Haralick et al. [35]. In this study, 
the GLCM-based variance parameter was used to detect 
rooftop object segments. Briefly, variance defines the 
heterogeneity of pixel neighboring. Equation 1 is used to 
calculate the variance parameter. 

∑ (𝑖 − 𝑀)2𝑃(𝑖)

𝑁𝑔−1

𝑖=0

 (1) 

 
where: 

• P(i) denotes pixel probability. 
• Ng refers to pixels' gray value. 
• M is the mean pixel value obtained from input 

DSM. 
 

2.3. GIS-based calculation of solar radiation 
potential 

 

It is a fact that the amount of SR emitted from the sun 
is different from the amount reaching the earth's surface 
by passing through the atmosphere. Ŝúri and Hofierka 
[36] reported three main elements that affect SR: Earth’s 
position, Earth’s topography, and atmospheric 
conditions. In a GIS-based SRP calculation, above 
mentioned elements are used as solar parameters, DSM 
and atmospheric conditions (absorption and dispersion) 
respectively. DSM is used to determine the maximum 
possible obstruction angle in consideration of all 
directions around the geographical location of the study 
area [27]. The detected angles allow us to get a 
hemispherical viewshed that consists of both visible and 
blocked directions in the sky [26]. This sky map is used 
to calculate the diffuse SR (caused by the scattering of 
sunlight in the atmosphere) received at a particular 
location in DSM. Then, the sun map is produced 
according to the position change of the sun over time 
(hour, day and month) considering the position of the 
study area. The sun map is used to estimate the amount 
of direct SR received by a particular location in DSM [37]. 

The generated viewshed, sun map, and sky map are 
used to calculate direct and diffuse SR for every single 
pixel of DSM in GIS [38]. The whole amount of SRP which 
is called the global SR (𝐺𝑙𝑜𝑏𝑎𝑙𝑇) is derived from the sum 
of the total direct SR (𝐷𝑖𝑟𝑇) and total diffuse SR (𝐷𝑖𝑓𝑇) 
(Equation 2) [39]. 
 

𝐺𝑙𝑜𝑏𝑎𝑙𝑇 = 𝐷𝑖𝑟𝑇 + 𝐷𝑖𝑓𝑇 (2) 
 

The total direct SR (𝐷𝑖𝑟𝑇) of a particular location on 
the earth's surface is the sum of the direct SR from all 
directions of the sun map (Equation 3) [27].  

 

 

𝐷𝑖𝑟𝑇 = ∑ 𝑆𝐶𝑜𝑛𝑠𝑡 ∗ 𝛽𝑚(𝜃) ∗ 𝑆𝑢𝑛𝐷𝑢𝑟𝜃,𝛼 ∗ 𝑆𝑢𝑛𝐺𝑎𝑝𝜃,𝛼 ∗ cos(𝐴𝑛𝑔𝑙𝑛𝜃,𝛼) (3) 

 
where: 
• 𝜃 – with a centroid at a zenith angle. 
• 𝛼 – azimuth angle. 
• 𝑆𝐶𝑜𝑛𝑠𝑡 — The solar flux constant (1367 W/m2) 

[40]. 
• 𝛽 —The atmosphere transmissivity for the 

shortest path in the zenith direction. 
• 𝑚(𝜃) — The relative optical path length. 

• 𝑆𝑢𝑛𝐷𝑢𝑟𝜃,𝛼 — The time duration of the sky map. 

• 𝑆𝑢𝑛𝐺𝑎𝑝𝜃,𝛼 — The gap fraction for the sun map. 

• 𝐴𝑛𝑔𝑙𝑛𝜃,𝛼 — The angle of incidence between the 

axis normal to the surface and the centroid of the 
sky sector (tilt angle). 

 
Diffuse radiation (𝐷𝑖𝑓𝑇) is calculated using Equation 

(4) [27]: 
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𝐷𝑖𝑓𝑇 = 𝑅𝑔𝑙𝑏 ∗ 𝑃𝑑𝑖𝑓 ∗ 𝐷𝑢𝑟 ∗ 𝑆𝑘𝑦𝐺𝑎𝑝𝜃,𝛼 ∗ 𝑊𝑒𝑖𝑔ℎ𝑡𝜃,𝛼 ∗ cos(𝐴𝑛𝑔𝑙𝑛𝜃,𝛼) (4) 
 

where: 
• 𝜃 – with a centroid at a zenith angle. 
• 𝛼 – azimuth angle. 
• 𝑅𝑔𝑙𝑏 — The global normal solar radiation. 

• 𝑃𝑑𝑖𝑓 — The proportion of global normal 

radiation flux that is diffused. It is approximately 
0.2 for very clear sky conditions and 0.7 for very 
cloudy sky conditions. 

• 𝐷𝑢𝑟 — The time interval for analysis. 
• 𝑆𝑘𝑦𝐺𝑎𝑝𝜃,𝛼 — The gap fraction for the sky map. 

• 𝑊𝑒𝑖𝑔ℎ𝑡𝜃,𝛼— The proportion of diffuse radiation 
originating in each sky sector relative to all 
directions. 

• 𝐴𝑛𝑔𝑙𝑛𝜃,𝛼— The angle of incidence between the 
intercepting surface and the centroid of the sky 
sector (tilt angle). 

 
In equations for both diffuse (3) and direct solar 

radiation (4), the variables 𝜃, 𝛼 and 𝐴𝑛𝑔𝑙𝑛𝜃,𝛼 —which 
represent the zenith, azimuth, and tilt angles, 
respectively—are dependent on the Earth's position and 
vary over time. Latitude plays a significant role in solar 
geometry, influencing these parameters in relation to the 
sun's position. 

 
2.4. Estimation of adjustment coefficient 

 
As mentioned in Section 1, GIS-based calculated SRP 

varies from actual SR. Thus, an adjustment process is 
needed. For this purpose, monthly average SR data for 6 
years were obtained from the SPP located in the study 
area. 5-years of SR data (2015-2020) were used for the 
Adjustment Coefficient (AC) estimation and the 
remaining 1-year (2021) SR data were used for control 
purposes. The 5-year SR data were grouped into time 
intervals as monthly, seasonal and yearly and their 
averages were obtained. Similarly, the calculated SRP 
data for 2021 were grouped as monthly, seasonal and 
yearly. The 5-year average of SR values was 
proportioned to the 2021 calculated SRP values and then 
monthly, seasonal and annual coefficients were 
calculated. In the end, 3 different types (monthly, 
seasonal and annual) of ACs were obtained by using 
Equation 5. 

 

𝐴𝐶𝑡 =

(∑ 𝑆𝑅𝑡𝑖

2020

𝑖=2015
) 5⁄

𝑆𝑅𝑃2021𝑡

 
(5) 

 
where: 
• 𝐴𝐶 is the Adjustment Coefficient. 
• 𝑡 – is the time interval (e.g., January for monthly, 

Spring for seasonal and year for annual 
adjustment calculation 𝑡 = 𝑖). 

• 𝑖 – is the measured year of the SPP data. 
• 𝑆𝑅 – is the solar radiation value of the 

corresponding year. 
• 𝑆𝑅𝑃 – is the calculated solar radiation potential 

from GIS. 

By applying these ACs to 2021 calculated SRP, 
monthly, seasonal and annually corrected SRP values 
were obtained. The corrected SRP values were compared 
with 1-year (2021) of measured SR data to determine the 
most suitable AC. Thus, the GIS-based calculated SRP 
values are approximate to the real values by using the 
most suitable AC. 

For AC calculation, it is necessary to have a monthly 
average SR measurement collected from near the region 
of interest. Since meteorological conditions directly 
affect the sunshine duration during the day, hourly SR 
measurements must be obtained for a reliable monthly 
average SR measurement. In addition, the location of the 
study area directly affects the SR value. Any significant 
changes in these parameters will require a recalculation 
of AC. 

 
2.5. Identifying suitable roof patches 

 
All the roof patches of a building cannot be suitable 

for solar panel installation due to the above-mentioned 
rooftop objects. Thus, all roof patches were determined 
as suggested in Section 2.2. Consequently, rooftop 
objects were detected, and several parameters were used 
to identify suitable roof patches. 

The first parameter is the minimum installation area. 
This parameter should be decided according to the solar 
panel dimensions and orientations to be installed. That 
means this parameter may vary depending on the project 
requirements, panel and building type. Although Khanna  
[41] reported that less than 30 m2 of building roof 
patches may not be suitable for panel installation, Palmer 
et al. [42] used 8 m2 for houses and Huang et al.  [14]  used 
10 m2 for urban buildings. We used this value as 30 m2 in 
consideration of large faculty buildings and panel 
dimensions. The second parameter is the slope. It is not 
feasible to install panels over a 45-degree slope. So, a 
lower than 45-degree slope is used as a parameter in this 
study. The third parameter is the aspect. The study area 
is located in the northern hemisphere. Therefore, the 
amount of SRP is inadequate for the north facing roof 
patches. So, these patches were removed. The last 
parameter is the minimum amount of the yearly average 
SRP of the patches. This parameter was used as a yearly 
minimum of 800 kWh/m2. 

 
2.6. Estimation of electricity potential 

 
Spatial variations of solar panel installations on the 

roof are critical to understanding the SRP [43]. 
Calculating the electricity potential from SRP depends on 
the installation scenarios of the panels and the panel 
properties [44]. In this context, tilt and panel area affect 
the total number of panels, while efficiency and 
performance ratio values affect the total electricity 
potential. For this reason, creating building-based 
scenarios may give more accurate results. However, this 
approach is not effective in urban areas with many 
buildings. Additionally, there is no need for spaces and 
access roads between the solar panels on a roof, unlike 
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the solar panels installed in the open area according to an 
expert opinion from the SPP. Therefore, in our case, it has 
been assumed that all suitable roof patches are installed 
with similar solar panels (25% tilt and 1.67 m2 panel 
area) of SPP in the region. Hence, the same panel 
parameters namely efficiency and performance ratio 

values were used for electricity potential calculation. To 
determine electricity potential Equation 6 was used [13]. 

In this study, the SR value refers to the adjusted SRP 
(kWh/m2), the efficiency of the solar panel is 16% and 
the performance ratio of the solar panel is 88%. The 
efficiency and performance ratio of the panel were 
obtained from the manufacturer of the panels. 

 
𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 = 𝑆𝑅 𝑣𝑎𝑙𝑢𝑒 × 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 × 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑅𝑎𝑡𝑖𝑜 (6) 

 
3. Results and discussion 
 

In the study, ten different photogrammetric flight 
plans were prepared, and UAV (DJI Mavic 2 Pro) flights 
were performed to create a high-resolution DSM.  For the 
flight parameters, the elevation was decided as 100 m for 
70% overlaps both forward and literal. 1019 suitable 
aerial images were captured for the 4.16 km2 area. The 
calculated ground sample distance was 3.7 cm. In the 
end, the orthophoto and a 25 cm spatial resolution DSM 
were generated for the study area (Figure 3). All 
photogrammetric products were generated in Pix4D 
software. 

Before textural analysis, the DSM was masked with 
building footprints. Then the texture-based variance 
parameter was generated by using masked DSM and the 
segments of the rooftop objects were obtained. Sample 
buildings with original and segmented footprints are 
given in Figure 4. 

As seen in Figure 4, the rooftop objects such as air 
conditioner parts, antenna, chimney and elevator room 
were detected successfully. Thus, 147 parts of the 
original building footprints were segmented into 699 
parts. This situation allows us to investigate all 
segmented roof patches in detail for panel installation. 

 
 

 
Figure 3. Orthophoto and DSM of the study area. 

 

 
Figure 4. Sample buildings with original and segmented footprints. 

 
After the rooftop segmentation, comparison and 

adjustment were performed between calculated SRP and 
SPP measurements. To find a suitable AC, three different 
SR data were used (Table 1). The first one is the 
calculated SRP of the study area from March 2021 to 
February 2022. Second is the monthly measurements of 
the SPP for a continuous period of 5 years from March 

2015 to February 2020. This data was used to calculate 
ACs. The third one is the SPP measurement from March 
2021 to February 2022. This data was used to compare 
adjusted SRP values. 

In Table 1, the total of the 1-year SPP measurements 
(2021-2022) is close to the total of the 5-year SPP 
measurements (2015-2020). However, the total of the 
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calculated 1-year SRP (2021-2022) significantly differs 
from these measurements. Therefore, the 5-year SPP 
measurements were compared with calculated SRP 
utilizing monthly, seasonal and annual periods. 
According to this comparison, three types of ACs were 
calculated regarding Equation 5 (Table 2).  

 
Table 1. Monthly averages of solar radiation values 

(kWh/m2). 

Month 
Calculated 

SRP 
(2021-2022) 

SPP  
Meas. 

(2015-2020) 

SPP  
Meas. 

(2021-2022) 
March 105.13 141.24 123.47 
April 139.86 181.14 158.52 
May 172.32 211.36 218.13 
June 176.11 239.88 219.35 
July 178.44 248.62 236.21 

August 156.46 219.42 225.46 
September 116.07 176.70 208.40 

October 79.35 127.97 152.70 
November 47.08 85.98 130.99 
December 33.96 65.41 72.23 

January 43.12 71.49 91.25 
February 63.47 92.18 97.96 

Total 1311.37 1861.37 1934.66 

 
Table 2. Calculated Acs. 

Month 
Adjustment Coefficients 

Monthly Seasonal Annual 

March 1.343 

1.288 

1.502 

April 1.295 

May 1.227 

June 1.362 

1.386 July 1.393 

August 1.402 

September 1.522 

1.654 October 1.613 

November 1.826 

December 1.926 

1.679 January 1.658 

February 1.452 

 
The calculated coefficients were used to adjust the 

SRP values. In order to examine the effects of the 
coefficients, the calculated and adjusted SRP values for 

2021-2022 were compared with SPP measurements for 
2021-2022 (Figure 5). 

Although there is not a big difference in trend (similar 
fluctuation) between the SPP measurement (turquoise) 
and the calculated SRP (blue), there is a considerable 
difference in quantity. The main reason for this is the lack 
of meteorological models in GIS-based approach. The 
theoretical values are approximated to the actual values 
with the calculated ACs. As seen in Figure 5, the annual 
adjusted SRP values show the highest deviation from the 
SPP measurement. Even though the monthly adjusted 
SRP values were improved, the seasonal adjusted SRP 
(green) more significantly approached SPP 
measurement. To express this situation metrically, the 
averages of monthly differences between all the SRP 
values and SPP measurements given in Figure 5 were 
examined (Table 3). 

In Table 3, the difference between SPP measurement 
and seasonal adjusted SRP is the lowest. Therefore, the 
seasonal coefficient was selected for SRP adjustment. The 
comparison of averages of yearly total values for 
calculated SRP, SPP measurement and adjusted SRP 
values were given in Table 4. 

 
Table 3. The averages of monthly differences 

(kWh/m2). 
  Adjusted SRP 

Difference 
Between 

Calculated 
SRP 

Monthly Seasonal Annual 

SPP Meas. 
(2021-2022) 

51.94 18.33 17.97 32.60 

 
Table 4. The averages of the yearly total (kWh/m2). 

 Calculated 
SRP 

SPP 
Measurements 

Adjusted  
SRP 

2021-2022 1311.37 1934.66 1882.86 

 
According to the averages of yearly total values given 

in Table 4, the difference between the calculated SRP and 
the SPP measurement values is approximately 46%. This 
difference decreases to 3% after the adjustment is 
applied. In this case, a 43% improvement was achieved 
by using AC. Thus, the seasonal AC was used to adjust the 
SRP values of roof patches. The seasonal adjusted total 
SRP for buildings is given in Figure 6. 

 

 
Figure 5. The comparison of monthly solar radiation average values. 
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Figure 6. The adjusted total SRP for buildings. 

 

 
Figure 7. Suitability classes of roof patches for solar panel installation. 

 

 
Figure 8. Suitability of the sample buildings. 
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In this study, 262 suitable roof patches were selected 
from all segmented parts regarding the parameters given 
in section 2.5. Also, a suitability classification was 
produced according to adjusted total SRP values to find 
the priority of the roof patches (Figure 7). Thus, 
flexibility has been provided in terms of which suitable 
roof patches should be preferred primarily in solar panel 
installation projects. 

According to the results, the yearly SRP values for 
suitable patches varied from 901 to 2014 kWh/m2 and 
the average SRP value of the whole suitable roof patches 
was calculated as 1715 kWh/m2. The Capable class has 
the lowest area (13%) according to the whole suitable 
area. Similarly, the best class which has the highest SRP 
values covers 31% of the suitable area. In general, 87% 
of the suitable areas were highly efficient (yearly over 
1655 kWh/m2) for panel installation. A close view of the 
suitability of the sample buildings is given in Figure 8. 

Rooftop segmentation and suitability classification 
provided detailed information for panel installation. For 
instance, when Figure 8 was examined, multiple 
suitability classes can be seen in an individual building 
due to the segmentation. Thus, it can be easily decided 
primarily on the installation patch for every building. 
Additionally, the unsuitable roof patches for solar panel 
installation were eliminated. It should be noted that the 
material for the construction of roofs is not investigated 
in the study. This situation needs to be considered in the 
installation process. 

For further analysis, the adjusted SRP of usable roof 
patches was converted to the electricity potential. To 
achieve this, the same installation features of the SPP 
(25% tilt and 1.67 m2 panel area) located in the study 
area were utilized. According to the panel 
manufacturer's 16% efficiency and 88% performance 
ratio values, the yearly theoretical electricity generation 
potential was calculated as 13 GWh. This calculated 
amount meets approximately 65% of campus 
consumption in 2021. 

 

4. Conclusion  
 

Today, traditional energy sources are declining, while 
energy demand is increasing. This trend is leading people 
to seek renewable energy sources. As a renewable energy 
source, solar energy has become more popular due to the 
wide range of accessibility from all around the world. At 
this point, the first step to establishing a facility is to 
determine SRP for the interested area. This process is 
easier for an open area, but it is complicated for rooftops. 
In this study, a workflow including photogrammetric 
UAV flight (DJI Mavic 2 Pro), SfM, image processing and 
GIS was used to detect both SRP and suitable roof patches 
for solar panel installation. 

In the study, the UAV-based high-resolution DSM and 
SRP were generated for the study area. Then, three types 
of ACs were calculated based on long term SPP 
measurements. These ACs have been applied to the 
calculated values and compared with the 2021 
measurements.  Seasonal AC was chosen as it most 
closely approximates the GIS-based calculated values to 
the SPP measurements. This AC was used to adjust the 
SRP values of roof patches. To select suitable areas, the 

segmented roof patches and adjusted SRP were 
examined in consideration of the given installation 
parameters. Consequently, the selected roof patches 
were classified to find the priority of panel installation. 
According to the results, 87% of suitable roof patches 
were identified as highly efficient (yearly over 1655 
kWh/m2) for solar panel installation. For a solid 
example, the adjusted SRP is converted to the electricity 
potential and compared with campus electricity 
consumption for 2021. It is seen that the potential of 
suitable roof patches corresponds to 65% of the actual 
electricity consumption for 2021. 

It is necessary to visit each roof manually when UAV 
and GIS are not used to determine suitable areas for 
panel installation. In these manual visits, suitable areas 
for installation should be determined by considering the 
area of the roof, roof objects, and shadow areas. This is 
time consuming, costly, and labor-intensive when 
multiple buildings are involved. On the other hand, when 
UAV is used, roof areas and roof objects are obtained 
precisely, economically, and quickly, without making any 
building visits with high resolution orthophoto and DSM 
of the study area. In addition, the SRP values of the roofs 
that cannot be obtained by manual building visits can be 
calculated using GIS. In this way, suitable roof patches for 
panel installation and their priorities were determined. 
As a result, the UAV and GIS methods are more practical 
and effective than the manual method in terms of SRP 
calculation, data recording, time and personal safety, 
especially for local areas. Besides, the rooftop 
segmentation facilitates the detection of suitable areas 
for solar panel installation. In GIS-based SRP studies, 
values may deviate from the actual value due to multi-
parametric algorithms. At this point, regional ACs may be 
used to correct the SRP values. In future studies, under 
which conditions and how much the AC value changes 
from region to region will be examined. 
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1. Introduction  
 

Remote sensing is a technology used to reduce costs 
and time by adopting automation [1]. The Radar Shuttle 
Radar Topography Mission (SRTM) collects 
interferometric radar data to produce near-global 
topographic products [2]. SRTM data are the main source 
of global topographic data, which depend on orbital 
navigation parameters to compute the space coordinates 
of the ground surface in addition to predefined ground 
control points (GCPs) for verification. The accuracy of the 
SRTM data varies from place to place, owing to the 
difference between the system reference properties and 
the proposed local reference properties. The accuracy of 
the SRTM DEM has been thoroughly investigated allover 
of the world in many countries [3]. Many trials have been 
conducted to achieve the best performance of the SRTM 
DEM for use in engineering applications, for example, not 
for exclusion of the following research works. Su and Guo 

[4] developed a practical way to correct the SRTM DEM 
in vegetated areas based on light detection and ranging 
(LiDAR) data. A similar investigation was conducted by 
Su et al. [5] but optical satellite images were added as a 
source for validation. Ochoa et al. [6] developed a 
methodology for the correction of digital elevation 
models for plain topography based on ground control 
points using a traditional methodology. Zhou et al. [7] 
investigated an adaptive terrain-dependent 
methodology for SRTM DEM correction for hard 
topography based on the M-estimator. Julzarika, 
Harintaka and Kartika [8] fused multiple DEM data 
sources, including SRTM DEM, to reach the optimum 
representation of vegetation areas. The use of artificial 
intelligence (AI) in remote sensing is an important 
modern aspect [9]. Deep artificial neural networks 
(DANN) provide good results in the processing and 
optimization of remote sensing data [10]. In addition to 
the previous literature, some research handle DEM from 
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different point of view, such as: Altunel [11] who studied 
the effect of DEM resolution on topographic wetness 
index. Bildirici and Abbak [12] studied the accuracy of 
SRTM DEM in comparison to local data within Turkey. 
Çubukçu et. al., [13] studied digital elevation modeling 
using artificial neural networks from the side of 
deterministic and geostatistical interpolation methods. 
Yakar [14] who studied Digital elevation model 
generation using robotic total station. Yalçın [15] studied 
DEM and GIS-based assessment of structural elements in 
the collision zone with a case study. Yılmaz and Erdogan 
[16] studied Designing high resolution countrywide DEM 
for Turkey. Yakar [17] investigated the effect of the grid 
resolution on the description of the surface. While 
Sarıturk [18] study on object detection and classification 
are among the most popular topics in Photogrammetry 
and Remote Sensing studies. Yakar et. al., [19] studied the 
performance of photogrammetric and terrestrial laser 
scanning methods in volume computing of excavation 
and filling sites. non-invasive, and inexpensive data 
collection technique [20] Yılmaz  studied  on examination  
the role of erosion of the surrounding soil by using  
Digital Elevation Model (DEM) [21]. 

This study attempts to find a practical approach to 
refine and register the SRTM DEM to the global reference 
to produce a corrected local one. To accomplish this 
research objective, one must understand the source of 
the SRTM DEM error. The error sources may vary in 
effect and value; therefore, we mention only the most 
effective and sensible sources according to the common 
literature. “conclusion” and they should be written in 10 
font size, justify, bold and capital letters.  

 
2. SRTM DEM error sources 

 
SRTM DEM error sources can be abstracted to the 

baseline roll, phase, beam differential, timing, and 
position of the platform [2]. Figure 1 shows the SERTM 
error sources in abstracted form. The errors in 
interferometric measurements can be divided into two 
types: static and dynamic (time-varying) errors. The 
static errors were constant over the data collection 
period.  

Because of their behavior, they can be calibrated 
using GCPs. Dynamic errors result from the motion of the 
interferometric mast and changes in the beam steering. 
Owing to their nature, dynamic errors can be partially 
waged by dynamic calibration and mosaicking. The 
SRTM error sources can be explained as follows. Baseline 
Roll Errors: These errors are caused by a lack of 
knowledge of the baseline roll angle, which induces a 
cross-track slope error in the proposed topography; 

therefore, its magnitude is equal to the roll error. Phase 
Errors: These errors are caused by both thermal or 
differential speckle noise and systematic phase changes 
owing to antenna pattern mismatches of the instrument 
electronics. Beam Differential Errors: Systematic phase 
differences between the SRTM beams induce height 
differences at beam overlaps. This difference can be time 
dynamic because the beam steering angles vary 
according to the topography to maintain the swath 
constant. Timing and Position Errors: These are caused 
by uncompensated delays in the system or errors in the 
estimated baseline position, resulting in geolocation 
errors. These errors were treated using targets with 
known positions that can be identified in the radar image 
or topography. Figure 2 shows the SRTM Measurement 
Geometry used to emphasize the nature and behavior of 
the interferometric data acquisition system. 

To clarify the source of errors in SRTM data, one 
needs to understand the geometry of the interferometric 
measurement and attitude and orbit determination 
avionics (AODA). The main measurement vectors are B, 
the vector of the interferometric baseline; P, the vector 
from the origin of the WGS84-fixed origin to the phase 
center of the inboard antenna; V, the platform velocity 
vector; PG, the vector from the WGS84-fixed origin to the 
GPS antenna in the outboard frame; G, the vector from 
the outboard origin to the GPS antenna; Po, the vector 
from the outboard origin to the outboard phase center 
GPS antenna; A, the vector from the  inboard origin to the 
outboard origin; and Pi, the vector from the inboard 
origin to the phase center of the inboard. The 
interferometric baseline B and the position of the 
inboard antenna phase center P can be determined by 
Equation 1-2. 

 
B = A − Pi + Po (1) 

  
P = PG − (G+ A − Pi) (2) 

 
Where: 
A: the vector measured from the origin of the inboard 

system to the origin of the outboard system. 
Pi: the vector measured from the origin of the inboard 

system to the phase center of the inboard antenna. 
Po: the vector measured from the origin of the 

outboard system to the phase center of the outboard 
antenna. 

PG: the vector measured from the Earth-fixed frame to 
a GPS receiver in the outboard antenna. 

G: the vector measured from the origin of the 
outboard system to the GPS receiver. 

 
 

 
Figure 1. SRTM error sources. 
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Figure 2. SRTM measurement geometry. 

 
The error propagation of the interferometry can be 

deduced from the two Equations (1 and 2).  Each error 
source has its own behavior and effect on the overall 
accuracy of the final DEM. Therefore, each error source 
had its own correction formulation. This study proposes 
an agglomerative methodology to express all error 
sources and their correction by applying a DANN in its 
supervised form. SRTM DEM correction can be carried 
out using many approaches, according to the literature. 
The most common general approach is mentioned in the 
previous section. 

 
3. Method  

 
This research is a trial to achieve a better 

representation of the SRTM DEM by applying 
registration using DANN. The methodology depends on 
using well-defined ground control points (GCPs) as a 
target for the DANN. While the SRTM DEM points are the 
input to the DANN, optimization can be carried out to 
achieve an output near the target GCPs. A selected group 
of points was chosen in both the SRTM DEM and the 
output DEM to verify the registration performance. 
Software is used to perform the tasks necessary to 
achieve the research objective. ENVI (by L3HARRIS) and 
DANNDO, which were developed by Serwa in [22, 23] are 

used to apply the necessary tasks in the developed 
system. A detailed description of the developed system is 
presented in the next section. 

 
3.1. System overview 

 
Figure 3 shows a systematic diagram of the proposed 

system. The system starts with the input of both the 
original SRTM DEM and a group of well-defined GPS 
points (GCPs) in the ENVI environment. Then, ENVI is 
used to perform the primitive task of determining the 
coordinates of the GCPs in the original SRTM DEM. At this 
stage, the GCPs have two coordinate values: the first 
belongs to the original SRTM DEM reference, while the 
second belongs to the GPS reference. Theoretically, both 
systems have the same reference in datum and 
projection (WGS 84), but practically, they are not the 
same because of the difference in conditions and data 
acquisition methodology. SRTM DEM depends on 
multiple sources such as KGPS distributed in large areas 
in addition to GEO-SAR and Ocean GCPs stations. The 
user depends directly on GPS in engineering applications. 
DANNDO software was then used to apply the DANN 
algorithm developed and refined by Serwa [10]. The 
result of this stage is the DANN SRTM DEM coordinates, 
which should be compared with the GPS reference 
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coordinates to adopt the accuracy assessment. To stand 
on a heavy base, other coordinates were obtained using 
the SRTM polynomials (first order) by assigning GPS 

coordinates as a destination (target) and SRTM DEM 
coordinates as the source (input). Therefore, a tri-tier 
comparison was adopted. 

 

 
Figure 3. Systematic diagram of the research work. 

 
3.2. Research data 

 
The study area is part of the Aswan government in 

southern Egypt. SRTM DEM data of the research area 
were selected as the main data. Figure 4 shows the 
research area with the SRTM coverage. Four SRTM parts 
were required to cover the study area, so a mosaic was 
created. Eleven GCPs were selected for the study area, as 
shown in Figure 5. Ten virtual lines were used from each 
point to verify the linear accuracy of the registration 
process. 

It is known that all requirements to obtain high 
measuring accuracy are taken such GCPs position 
selection, suitable measuring time 3–5 h, clear weather, 
etc. The selection of the GDOP in the GPS unit settings is 
necessary to obtain good accuracy even if there are more 
satellites.  

Post-processing was performed to guarantee high 
accuracy. The distribution of GCPs is uniform and well 
defined. The measured coordinates of the 11 GCPs on the 
SRTM DEM model are tabulated in Table 1. 

Each of the two GCPs is connected to form a virtual 
line, so we have fifty-five virtual lines 
(10+9+8+7+6+5+4+3+2+1). The tested fifty-five lines 
(L1 to L55) are tabulated as the first and second points in 
Table 2. The 1st refers to the starting point of the line and 
2nd refers to the end point of the line. All the fifty-five 
lines were required to examine the distortion of the 
SRTM DEM as relative positioning. The coordinates of the 
11 points were used to examine the distortion as 
absolute positioning. Both coordinates and lines were 
used to measure the performance level of the developed 
registration method. The values (coordinates and 
lengths) obtained from the GPS RTK devices were 
compared to the corresponding values obtained from the 
SRTM DEM (before and after registration). The values 
obtained from the GPS RTK were considered as the 
reference for this study. One must note that the tested 
lines varied in length to guarantee the generality of the 
study. The lines are used to express the relative accuracy 
of the selected GCPs and to examine the possible 
distortion of the registration process that may happen. 
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Figure 4. Study area with SRTM coverage. 

 

 
Figure 5. Distribution of GCPs in the study area. 
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Table 1. Coordinates of the GPS RTK coordinates of GCPs. 

Pt # X(m) Y(m) Z(m) 

1 4894706.557 3225058.685 2506843.692 

2 4873970.238 3179726.309 2602051.813 

3 4889028.873 3203812.701 2544410.157 

4 4876272.598 3184869.959 2591490.078 

5 4932975.348 3167873.758 2504372.125 

6 4936967.961 3139491.269 2531845.863 

7 4844461.177 3174284.116 2662790.544 

8 4924124.074 3118209.851 2582091.044 

9 4923969.782 3149010.829 2544998.351 

10 4892962.537 3124899.017 2632605.538 

11 4896745.246 3164032.431 2578557.316 

 
Table 2. List of the tested 55 lines. 

  Start 
 

 

End 

1 2 3 4 5 6 7 8 9 10 11 

1 NA L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 
2 NA NA L11 L12 L13 L14 L15 L16 L17 L18 L19 
3 NA NA NA L20 L21 L22 L23 L24 L25 L26 L27 
4 NA NA NA NA L28 L29 L30 L31 L32 L33 L34 
5 NA NA NA NA NA L35 L36 L37 L38 L39 L40 
6 NA NA NA NA NA NA L41 L42 L43 L44 L45 
7 NA NA NA NA NA NA NA L46 L47 L48 L49 
8 NA NA NA NA NA NA NA NA L50 L51 L52 
9 NA NA NA NA NA NA NA NA NA L53 L54 

10 NA NA NA NA NA NA NA NA NA NA L55 
11 NA NA NA NA NA NA NA NA NA NA NA 

 
 
3.3 DANN algorithm  

 
In this study, DANN is adopted in the architecture of a 

multilayer perceptron (MLP), which is famous for such 
applications, and the algorithm of back propagation 
neural networks (BPNN) is adopted. The final presented 
algorithm is known as the DANN. The DANNDO software 
package of DANNDO is used to apply the required 
algorithms. One must be stabilized to declare any debate 
concerning the optimization process. The architecture of 
the DANN consists of an input layer (q) which represents 
the inputs, hidden layers (t, k, etc.) that represent the 
processing points of the input data and responsible for 
delivering the final processing to the output layer, and an 
output layer (m) which is responsible for producing the 
final network output, as indicated in Figure 6. In first 
(learning stage), the input vector Xq is the raw SRTM 
DEM point. The output vector Om is the corresponding 
computed value of the network. The structure of the 
DANN was selected after many trials to achieve a stable 
structure. 

The DANN with BPNN was described by Serwa and 
Saleh [1].  

The process of deep BPNN for remote sensing 
classification problems can be explained in the following 
steps: 

Step 1: Input SRTM DEM coordinates.  
Step 2: Input GPS coordinates for the selected GCPs. 
Step 3: setting up training and testing data sets. 

Step 4: Input SRTM DEM data vector to the input unit 
in the input layer. 

Step 5: Get the output value of each neuron in the 
input layer. 

Step 6: Get the input value for each neuron in the first 
hidden layer. 

Step 7: Get the output value for each neuron in the 
first hidden layer. 

Step 8: Get the input value for each neuron in the next 
hidden layer. 

Step 9: Get the output value for each neuron in the 
current hidden layer. 

Step 10: Repeat step 8 and Step 9 for all hidden layers. 
Step11: Get the input value for each neuron in the 

output layer (the final output). 
Step 12: Get the network error value using. 
Step 13: Investigate if the error limit is exceeded or all 

pixels is entered go to step 22 otherwise continue. 
Step 14: Get the error value in the output unit using. 
Step 15: Update the weights between the output layer 

and the final hidden layer. 
Step 16: Get the error in the hidden unit. 
Step 17: Update the weights between the last hidden 

layer and the previous one. 
Step 18: Repeat Step 16 and 17 for all intermediate 

hidden layers. 
Step 19: Compute the error value in the first hidden 

layer neuron. 
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Step 20: Update the weights between the input layer 
and the first hidden layer. 

Step 21: Go to step 4. 
Step 22: Store the final weights. 
Step 23: Apply steps 4 to 11 for all SRTM DEM data 

except training dataset. 

Detailed information regarding the DANN algorithm 
is available in Serwa [10].  Figure 7 shows the main 
interface of DANNDO SW, which was used to apply the 
DANN with the BPNN algorithm. The tested network 
structure was 3,7,8 and 3 for the input, hidden, and 
output layers, respectively. 

 

 
Figure 6. DANN architecture -input layer (q), hidden layers (t and k) and output layer (m). 

 

 
Figure 7. DANNDO SW interface. 

 
4. Results  
 

After the DANN is stabilized, it can be used to obtain 
the final output of the SRTM DEM coordinates. Table 3 
shows the final errors in both DANN and SRTM DEM 
polynomials (1st order). While Table 4 lists the 
coordinates of the GCPs obtained from the GPS RTK 
Trimble device with the corresponding DANN SRTM 
DEM coordinates in addition to the SRTM DEM 
polynomials (1st order). GCPs have high precision (*. 
###) and it reaches mms. The coordinates of the GCPs 
were obtained by following the necessary requirements 
for using the GPS RTK device.  

The SRTM DEM coordinates of the selected GCPs were 
obtained by registration using the DANN on DANNDO 
SW. The SRTM DEM polynomials was obtained by 
calculation using the solver in Excel. The SRTM DEM 
coordinates are the inputs for the DANN algorithm, 
whereas the GPS RTK coordinates are the target for the 
network output.  

The results are summarized in Tables 4 and 5, for the 
X direction, σx= 21.990m with an average absolute error 
of 16.631m. For the Y direction, σy= 18.168m with an 
average absolute error of 14.129m. For the Z direction, 
σz= 28.707m with an average absolute error of 21.662m. 
For R, the space vector σR= 40.469m with an average 
absolute error of 34.217m.
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Table 3. Coordinates of DANN SRTM DEM and SRTM DEM polynomials. 
Point # 

 
Errors in DANN Coordinates Errors in Polynomials Coordinates 

X(m) Y(m) Z(m) X(m) Y(m) Z(m) 
1 -46.302 -38.720 -8.997 -13.306 -32.120 11.511 
2 -22.533 -3.023 2.251 -9.457 5.508 -10.419 
3 8.767 -10.372 -67.198 35.043 -3.938 -58.323 
4 -5.360 -11.895 22.904 9.907 -3.557 13.893 
5 -3.475 -19.319 -63.205 48.841 -28.197 -17.804 
6 -54.784 4.291 -60.991 -3.243 -8.099 -18.807 
7 -2.109 -27.894 34.791 -9.58 -11.753 -9.088 
8 -23.515 -8.025 -27.431 16.611 -18.664 -3.912 
9 -52.207 -10.607 -19.145 -8.486 -18.567 11.982 

10 -6.420 24.096 -40.972 13.15 22.655 -47.83 
11 -42.056 1.470 28.011 -15.315 2.3696 34.720 

 
 

Table 4. Coordinates of the GCPs in both GPS RTK, DANN SRTM DEM and SRTM DEM polynomials. 

Point # 
GPS RTK DANN SRTM DEM SRTM DEM Polynomials 

X(m) Y(m) Z(m) X(m) Y(m) Z(m) X(m) Y(m) Z(m) 

1 4894706.557 3225058.685 2506843.692 4894719.864 3225090.806 2506832.181 4894752.86 3225097.405 2506852.689 
2 4873970.238 3179726.309 2602051.813 4873979.695 3179720.801 2602062.232 4873992.771 3179729.332 2602049.561 
3 4889028.873 3203812.701 2544410.157 4888993.83 3203816.64 2544468.48 4889020.105 3203823.073 2544477.356 
4 4876272.598 3184869.959 2591490.078 4876262.691 3184873.516 2591476.185 4876277.958 3184881.855 2591467.173 
5 4932975.348 3167873.758 2504372.125 4932926.507 3167901.956 2504389.93 4932978.824 3167893.077 2504435.331 
6 4936967.961 3139491.269 2531845.863 4936971.205 3139499.368 2531864.671 4937022.745 3139486.977 2531906.854 
7 4844461.177 3174284.116 2662790.544 4844470.757 3174295.869 2662799.632 4844463.287 3174312.01 2662755.753 
8 4924124.074 3118209.851 2582091.044 4924107.463 3118228.515 2582094.956 4924147.589 3118217.877 2582118.475 
9 4923969.782 3149010.829 2544998.351 4923978.268 3149029.396 2544986.369 4924021.989 3149021.436 2545017.497 

10 4892962.537 3124899.017 2632605.538 4892949.387 3124876.362 2632653.368 4892968.958 3124874.92 2632646.51 
11 4896745.246 3164032.431 2578557.316 4896760.561 3164030.061 2578522.595 4896787.302 3164030.96 2578529.304 

 
Table 5. Results summary. 

 σx(m) dX Avg(m) σy(m) dY Avg(m) σz(m) dZ Avg(m) σR(m) dR Avg(m) 
DANN SRTM DEM 21.990 16.631 18.168 14.129 28.707 21.662 40.469 34.217 

SRTM DEM Polynomials 32.959 24.321 19.201 14.519 41.992 34.172 56.731 51.259 

 
 

X, Y, Z, and R express the absolute positioning of the 
space coordinates. The results for the lengths (relative 
positioning) for all 55 lines are σL = 37.263m with an 
average absolute error of 30.032m. For the SRTM 
polynomials, σx=22.763m (not better than DANN) with 
average absolute error =24.321m, σy=19.201m (worse 
than DANN) with average absolute error= 14.519m, 
σz=41.992m (better than DANN) with average absolute 
error=34.172m, and σR=56.731m (worse than DANN) 
with average absolute error=51.259m. A 2¬nd order 
polynomials is applied but it gives a worst result. To 
determine the potential of the DANN registration 
methodology, a statistical test of hypothesis was 
conducted. The performance of the DANN registration 
can be measured in many ways.  The most significant 
method was to test the hypothesis. Assuming a 95% level 
of confidence, the first hypothesis is that there is no 
significant difference between the true (reference) GPS 
RTK measurements and the resulting DANN-registered 
measurements, which indicates success. The alternative 
is that there is a significant difference between them, 
which indicates failure of the DANN registration process. 
The testing sample is 11 in the case of X, Y, Z, and R 
(absolute position) < 30, so that the degree of freedom 
for is 10 for both hypotheses. Using a 95% level of 
significance, a critical value of ±2σ can be obtained as the 
acceptance limit for all measurements. It is obvious that 
all average absolute error values for all measurements 
are less than 2σ or even less than σ (68% level of 
significance). Therefore, we must accept the hypothesis 

that there is no significant difference between GPS RTK 
measurements and DANN-registered measurements. 
The alternative hypothesis must be rejected, and 
registration using DANN is reliable. Figure 8 shows the 
final registered SRTM DEM with GCPs. 

 
5. Conclusion  
 

The results show that using DANN is feasible due to 
the enhancement in accuracy compared with the classical 
napping polynomials. Referring to the research objective, 
it can be concluded that using the DANN registration 
methodology is the most effective. The reason behind the 
effectiveness is obtaining a good (small) acceptable 
distortion in both absolute positioning (X, Y, Z, and R) and 
relative positioning (lengths). It should be noted that 
there is no need to compare the research results with any 
other registration method because of the dependence on 
high-accuracy GPS-RTK GCPs. In other words, the ground 
reference is very accurate, and the DANN registration 
results show no significant difference. Although the 
DANN algorithm is very sensitive to the initial network 
weights, it provides good results in this research because 
of the use of a high-accuracy network target (GPS RTK 
GCPs). Accordingly, it is recommended to use the DANN 
registration methodology with high-accuracy GPS-RTK 
GCPs. When using a first-order polynomials to register 
the SRTM DEM, it is obvious that it is not better at all 
because most errors in all directions are higher than 
DANN method. Even applying 2nd order polynomials, it is 
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not better than DANN. One important note concerning 
the limitations of this study is that it can be considered as 
a local system for a certain part of the earth’s surface. The 
reason is the errors and distortions that are dependent 

on the size of the area may increase. The behavior in such 
a case cannot be predicted. 

For future recommendations, one should consider 
using deep learning algorithms (e.g. convolution neural 
networks, deep belief neural networks etc.).  

 

 
Figure 8. The final registered DEM with GCPs shown. 
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 Architectural documentation not only plays a critical role in the conservation of historical 
structures, but also enables their detailed comprehension of the structure. This study aims to 
assess the most effective methods for drawing and modeling architectural structures and 
present their advantages and disadvantages. Measurements play a significant role in this 
context, and today's technology offers the potential to accelerate this process and enhance 
accuracy. However, the application of these technologies can impose additional burdens such 
as elevated expenses, the requisite for specialized personnel, and the management of 
substantial data volumes. Therefore, determining the appropriate measurement method in 
line with the quality of architectural documentation is essential. For this study, the Mosque of 
Kurşunlu Complex in Eskişehir was selected for its historical and topographical attributes 
which enabled all methods to be examined. The data produced via terrestrial laser scanning, 
aerial photogrammetry and terrestrial photogrammetry methods were examined in terms of 
the production of drawings and models for different analysis methods such as structure, 
daylight and building acoustics, as well as survey drawings required for the architectural 
documentation processes of the building. The study concluded that no single method could 
produce holistic data on its own, and the best results for comprehensive documentation were 
achieved by integrating terrestrial laser scanning and aerial photogrammetry. Furthermore, 
for products that do not require comprehensive data, photogrammetric methods were more 
efficient.   
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1. Introduction  
 

Historically, structures have not only provided 
functional spaces but have also been expressions of 
humanity's engineering and aesthetic capabilities. The 
long-term and effective use of these structures requires 
maintenance, repair, enhancement, and restoration. 
Consequently, the need for drawings of the structure is 
essential, serving as guides that enables us to understand 
and manage the building. However, in some cases, two-
dimensional architectural drawings do not suffice. For 
example, when analyzing building physics such as statics, 
lighting, sound, ventilation, heating, etc., in a digital 
environment, three-dimensional models are also 
required. Also the use of 3D drawings is of great 
importance for both academic studies and applied 
conservation studies. They play a crucial role in 
restoration planning, improving stakeholders' 

understanding and contributing to the archiving and 
reconstruction of cultural heritage [1, 2]. The 
measurement process is crucial in achieving the 
precision required for the drawing or model production 
to meet specific needs. Comprehensive architectural 
documentation, for instance, can prevent the building 
from performing its original function throughout the 
documentation process, or, if the building is a cultural 
heritage, it may not be accessible for visitors during this 
process. To prevent such situations documentation 
should be executed with minimal intervention. 
Therefore, it is essential to keep the process short and 
minimize contact with the structure to obtain accurate 
data. 

Non-invasive technology methods contribute 
significantly to architectural measurement in terms of 
speed and precision [3]. However, these methods can 
pose disadvantages in some cases due to their high cost, 
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the need for skilled personnel, and large data sizes [4]. 
Furthermore, in architectural documentation, the 
location of the building, surrounding structures or 
objects, architectural features of the building, current 
functionality, and even ornamental details directly 
impact the choice of documentation method. 
Consequently, it is important to determine a method that 
is suitable for all these conditions before starting an 
architectural documentation project. This study 
attempts to determine the most effective non-invasive 
methods offered by technology for different types of 
drawings and solid model productions required by 
various methods of analysis. 

 
2. Method 

 
2.1. Measurement methods 

 
Recent advancements in technology have facilitated 

the effective utilization of digital measurement methods 
in the documentation of cultural heritages [5]. These 
developments have brought significant progress in terms 
of precision and accuracy, strengthening efforts in the 
conservation of historical and cultural heritage. These 
methods, which basically detect three-dimensional depth 
using light, are divided into active and passive methods 
throughout literature. Active methods, which generate 
their own energy, include techniques such as lidar, radar, 
tomography, and holography. Passive methods that rely 
on measuring light without an independent energy 
source include photogrammetry, shape from focus, and 
microscopy. These methods are diverse in their 
application depending on the characteristics of the object 
to be documented [6]. 

Both active and passive methods are effectively used 
in the documentation processes of cultural heritage 
assets, each with its own set of advantages and 
disadvantages. Therefore, these methods have been 
integrated to capitalize on their respective strengths. In 
architectural documentation, the most preferred 
methods are laser scanning and photogrammetric 
techniques, which are also evaluated in this study. 

Utilized since the early 1980s, terrestrial laser 
scanning technologies offer the advantage of rapidly 

generating large volumes of data. However, they have a 
limited capacity to produce precise data from the upper 
surfaces of tall structures and sharp corners, as well as 
limitations in documenting the visible light range. 
Consequently, additional photogrammetric 
measurements may be required for color data 
acquisition [7]. 

Photogrammetric methods offer solutions that are 
much more affordable. They can provide better results in 
terms of documentation of texture and colors, but 
require expertise in the stages of data production and 
processing [8]. Besides, the data production density and 
sensitivity are lower than laser scanning [7]. 

 
2.2. Study area 

 
To compare the measurement methods, the Mosque 

of Kurşunlu Complex, a 16th century structure located in 
the historic district of Odunpazarı in Eskişehir, Turkiye, 
was selected. This structure was chosen because it 
presents different levels of challenges for measurements 
to be carried out with the aforementioned methods. The 
building is still in use as a mosque, and it is located in a 
historical area, therefore having a constant flow of 
visitors. This directly affects the day and time range of 
the measurements. The mosque is also located within a 
courtyard of a complex with trees of different heights and 
buildings with different functions. These elements were 
also effective in the selection of the tools to be used for 
the measurement. The topography of the building, its 
architectural details, its single entrance and ornamental 
details were all factors in determining the suitable 
measurement method. With this ensemble of distinctive 
features, the Kurşunlu Complex Mosque was ideal for 
testing different measurement methods (Figure 1). 

The application of non-invasive measurement 
methods such as optical measurement, aerial 
photogrammetry, and terrestrial photogrammetry were 
used to investigate the most effective method for 
producing drawings and models of the building that are 
required as input by different analysis methods. The 
work plan for this process and the software used are 
presented in Figure 2. 

 

 
Figure 1. Aerial view of the Kurşunlu Complex [9]. 
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Figure 2. Software used in the study and the workflow. 

 
3. Data collection 

 
3.1. Terrestrial laser scanner  

 
Terrestrial laser scanners can process a large amount 

of data in a very short time. Modern versions are easily 
portable and operate without a separate computer, 
thanks to integrated operating systems [10]. However, 
these scanners are expensive and require trained 
personnel to operate [11]. 

The scanning of Kurşunlu Mosque was conducted 
using a Riegl VZ-2000 model 3D terrestrial laser scanner. 
This laser scanner operates based on the principle of 
time-of-flight. Under the normal light and reflection 

conditions, it exhibits a sensitivity of 5 mm at 50 meters 
and can measure within the range of 1 to 2000 meters. 
The emitted laser beam from the scanner falls within the 
near-infrared spectrum, with a wavelength ranging from 
0.7 μm to 1.3 μm. The scanner has the capability to rotate 
along a 100° vertical axis and a 360° horizontal axis. The 
angular resolution of the device can be increased up to 
0.001°, and it has the capacity to acquire 400,000 point 
data per second [12]. The exterior facades and interior 
volume of the structure were scanned from a total of 20 
stations, each with a 0.040° angular resolution. The 
Kurşunlu Complex site's dense tree coverage and 
surrounding buildings effect the positioning of the 
scanning stations around the mosque. For the exterior 
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facades, scanning was conducted from 11 different 
stations. However, as there was no platform which 
provided a comprehensive view of the dome surface, 
sufficient data from the superstructure could not be 
captured. To produce comprehensive data, it is essential 
to integrate measurements from both the interior and 
exterior of the structure. The laser scanner's software, 
Riscan Pro, allows for the integration of point clouds 
without the use of reflectors. To achieve this, a sufficient 
amount of common identifiable surfaces between 
positions is required. The presence of only one door in 
the mosque inhibits the positioning of a sufficient 
common surface between the last externally scanned 
position and the first internally scanned position. To 
address this issue, 10 reflectors with a 5 cm diameter 
were strategically placed in the last external and first 
internal positions to connect the two groups of point 
clouds. As for the interior volume of the structure, 
scanning was conducted from 6 different stations, 
resulting in 9 scans in total. The aspect ratio of the 
structure and the height of the dome prevent the entire 
dome from being captured from a single perspective. 
Therefore, to gather data of the upper structure, three 
stations were set up with a vertical angle of 45°. The 
entire measurement process was completed in 45 
minutes, and an average of 7.5 million points were 
collected from each position, resulting in a total of 
222,448,595 points measured. 

 
3.2. Photogrammetric documentation 

 
The photogrammetry method is the process of taking 

photographs with standard cameras and subjecting them 
to various corrections to transform them into map-like, 
measurable images. Photogrammetry is classified based 
on the location where the image is taken, evaluation 
methods, or application area. In these methods, 
essentially, high overlap sequential photographs are 
taken, allowing for the generation of 3D models and 
orthophotos. The calibration values of the cameras are of 
great importance, as well as ensuring that the 
consecutive photographs taken have at least a 60% 
overlap ratio [13]. In this study, Kurşunlu Mosque was 
measured using both aerial photogrammetry and 
terrestrial photogrammetric methods. 

 
3.2.1. Aerial photogrammetry 

 
Unmanned aerial vehicles (UAVs) are able to perform 

both pre-planned automated flights and user-controlled 
flights. Pre-planning variables such as flight altitude, 
flight path, image overlap ratio, and the number of 
captured photographs, facilitate faster and more precise 
acquisition of data. However, conducting automated 
flights, especially within dense urban environments, is 
not always feasible due to varying heights and 
surrounding structures. Manual flight control also 
requires skilled personnel. UAVs enable the rapid 
imaging of extensive areas and are more cost-effective 
compared to terrestrial laser scanners [14]. 

The planning for the documentation process using the 
UAV began with the DJI Phantom Professional 3 model. It 

can be controlled remotely or programmed for various 
flight modes [15]. As Kurşunlu Complex is a densely 
populated area and one of the most visited regions in 
Eskişehir, flight time and day were meticulously 
determined to minimize any potential hazards. The flight 
took place around 09:15, after ensuring that a group of 
visiting students had left the area. To prevent pilot-
related errors, the automated flight followed a 
predetermined route. The circular flight mode, which 
captures photographs with the object of interest at the 
center, was selected. To avoid accidents, the flight 
altitude of the vehicle was set at 35 meters; 3 meters 
above the minaret, which is the tallest structure in the 
complex. 

The flight plan was uploaded to the UAV, and the flight 
was initiated. However, due to an oversight in planning 
the starting point location, the UAV crashed into the 
minaret between the “home point” and the “starting 
point”, causing damage to the UAV, with its debris 
scattering across the complex. Thanks to the accurate 
determination of the flight day and time, no living beings 
were harmed. Nevertheless, the documentation could 
not be carried out. 

A second flight was conducted using the DJI Phantom 
4 Professional model UAV [16]. As in the first attempt, the 
most suitable day and time for the complex were chosen 
for the flight. The flight for the exterior of the mosque was 
completed at 10:08 AM. However, it was not possible to 
collect data from the interior of the structure using the 
UAV. Although the UAV was able to enter the building 
through its single door, its movement was obstructed by 
the chandelier, preventing comprehensive 
photographing. Additionally, the camera mounted 
underneath the UAV can only move vertically up to 45 
degrees; rendering it impossible to gather data from the 
interior's upper structure. 

 
3.2.2. Terrestrial photogrammetry 

 
The number of equipment available for terrestrial 

photogrammetry studies is increasing. Photogrammetry 
software can produce map-like, measurable data not only 
from SLR cameras but also from mobile phone cameras 
[17]. To obtain these data, it is important not only to be 
able to identify the calibration values of the equipment 
used but also to capture photographs with the correct 
overlap ratio. Therefore, this measurement method can 
be described as the most cost-effective. 

In the study, a Nikon D5100 camera was used with a 
Nikkor 18-300 mm lens. With a camera resolution of 
16MP, 80 high-overlap images were obtained from inside 
the structure and 140 images from outside. 

 
4. Data modelling 

 
Data collected from the field was processed using 

different software programs based on the method used. 
Data generated with the terrestrial laser scanner were 
georeferenced, merged, and processed into a 
comprehensive point cloud using its proprietary 
software, “Riscan Pro”. The aerial and ground-based 
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photographs were photogrammetrically processed using 
“Agisoft Metashape” software. 

 
4.1. Terrestrial laser scanner 

 
Point clouds generated with the terrestrial laser 

scanner were processed individually for each position. 

The point clouds were colorized using undistorted 
images captured by the scanner's camera, and objects 
around the mosque, as well as reflection noises, were all 
removed. When the interior and exterior scanning 
positions were connected, a comprehensive point cloud 
consisting of a total of 116,821,366 points was generated 
(Figure 3). 

 

 
Figure 3. A cross section of point clouds generated with the terrestrial laser scanner. 

 
4.2. Aerial photogrammetry 

 
After the data obtained by the unmanned aerial 

vehicle (UAV) was subjected to photogrammetric 
processing, a point cloud consisting of a total of 
21,023,345 points was produced in the final product. Due 
to the obstruction of the surrounding structures and tall 
trees, sufficient images could not be produced from the 
entrance section and southern facade of the building. In 
Figure 4, large gaps are seen in these sections where data 
was insufficient in the point cloud. 

 
4.3. Terrestrial photogrammetry 

 
In documentation with a camera, objects around the 

building also prevented the entire facade being 
photographed from every point and from the same 
distance to the building. This caused the overlap rates 

between consecutive frames to decrease and prevented 
the production of a comprehensive point cloud. 

Inside the building, 80 frames of photos were 
processed with different depth filtering settings offered 
by the software in an attempt to produce a dense point 
cloud that could be used as a base. In this process, the 
data was first processed with the aggressive depth filter 
and a point cloud of 5,232,512 points was produced, but 
there was too much noise to allow the reading of the 
model. Subsequently, low-quality photos were deleted, 
and light and contrast adjustments were made on the 
remaining 63 images. In the newly created point cloud, 
the noise decreased, but it was evident that no points 
were produced on white surfaces. To produce points in 
these areas as well, the depth filter was lowered by one 
step and the photos were reprocessed with the moderate 
filter. It was concluded that the noise in the final product 
was caused by the inability to detect depth in the white 
surfaces (Figure 5). 
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Figure 4. The point clouds generated with the data obtained from UAV. 

 

 
Figure 5. Point clouds are generated from camera images with different depth filter settings. a. processed with 
aggressive filtering using all photos, b. processed with aggressive filtering using best photos, c. processed with 

moderate filtering using best photos. 
 
5. Results 

 
5.1. Measurement sensitivity 

 
For comparison, measurements of identical spaces 

were conducted both on the output obtained as well as 
conventional measurements. The diagonal 
measurements of the ground and the measurements of 

the west facade, which are common to all three methods, 
were taken as references in the comprehensive models 
produced. These measurements were compared with 
those made with a steel tape measure on site. When the 
results in Table 1 are examined, it is evident that the 
measurements made with non-invasive methods have 
sufficient accuracy for architectural drawing and 
modeling. 
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Table 1. Comparative measurements carried out on the western facade of the building. 
 In-situ measurements (cm) TLS (cm) AP (cm) TP (cm) 

a. Left window jamb, short side 166 166,3 166 166 
b. Left window jamb, long side 183 183,4 182,8 182,6 
c. Right window jamb diagonal 212 212,8 212,5 211,9 

d. Length of the Facade 1445 1444 1445 1444 
e. Height of the facade 771 772,4 772,8 772,2 

f. Diagonal measurements of the interior floor 2070 2074 - - 

 
5.2. Evaluation of outputs according to different 

analyses 
 
As previously mentioned, drawings and models of 

architectural structures are needed for different reasons 
and the structure of outputs to be produced also varies 
as a result. Therefore, in addition to the drawing base for 
architectural surveying, solid models were also 
generated from the collected data for acoustic, structural, 
and daylight analyses; each requiring specific levels of 
detail. 

It is important to note that no single method alone can 
generate a comprehensive model. While terrestrial laser 
scanning provided detailed data of the building's facades 
and interiors, it produced very few data points from the 
roof level. Conversely, the unmanned aerial vehicle 
generated detailed data from the roof level but was 
limited in capturing data from within the structure. The 
documentation work carried out with the camera also 
did not yield a cohesive result for model generation. 
Therefore, integrating measurement results obtained 
through different methods is required for 
comprehensive modeling. Integration was performed 
using “CloudCompare,” an open-source software that 
effectively processes point clouds. With this software, 
common points in the existing point clouds were 
manually marked, allowing the alignment of two-point 
cloud data sets from the same area, resulting in a 
comprehensive dataset. 

 
5.2.1. Drawing bases for architectural surveys 

 
Architectural survey drawings are cross-sections and 

elevations that encompass all the details of a structure. 
Therefore, architectural survey drawings include plans 
of different levels as well as facade drawings [18]. Facade 
drawings require a greater level of information to 
visualize architectural details on surfaces. Orthophotos 
are photogrammetric outputs that provide both 
measurable and photographic information of these 
details. An orthophoto is a photograph or a set of 
photographs in which geometric and perspective 
distortions caused by differences in height, tilt, and 
curvature are corrected, resulting in a fixed scale image 
[19, 20]. It is possible to obtain orthophoto outputs with 
all the methods used in the study. However, data could 
not be generated from every point of the building using 
these methods. Therefore, only the west facade, which 
serves as a common surface for data generation, was 
used in orthophoto production. 

Orthophoto production from terrestrial laser 
scanning data was performed using the orthophoto 
extension of the “Riscan Pro” software. For this process, 
the software requires models created by the 

triangulation method from positions that view the area 
where orthophotos will be produced. After these models 
are created, the 'undistortion' process, which corrects 
lens-induced distortions, is applied. Then, the 
orthophoto of the relevant area can be produced. 
Although the general details of the facade can be read, the 
low resolution due to the production of the orthophoto 
negatively affects its use as a base (Figure 6). 

The steps for orthophoto production from data 
obtained with the camera and the UAV are identical. A 3D 
model was produced from the dense point clouds created 
in the “Agisoft Metashape” software. Then, the 
orthophoto of the west facade was produced using the 
software's orthomosaic tool. In both methods, the details 
of the structure can be easily read in the orthophotos. 
The UAV-sourced orthophoto has the advantage of 
including information regarding the upper structure, 
enabling the creation of a complete image which includes 
the drum area. Data could not be produced from the 
upper levels in the orthophoto sourced from the camera, 
as in the terrestrial laser scanner; but the visual quality 
of the produced orthophoto is higher than that of both 
methods (Figure 7). 

When the generated orthophotos are evaluated as a 
base for architectural survey drawings, significant 
differences can be observed, especially in terms of 
material degradation details. In Figure 8, details of stone 
degradation, located near the left window on the second 
floor of the structure, are presented from the produced 
orthophotos. Although the degradation is discernible in 
all three methods, only the orthophoto produced with 
terrestrial photogrammetry provides a drawable level of 
detail. Many other deteriorations on the facade are also 
depicted in detail in the drawing based on this 
orthophoto. 

With the floor plans, the only effective method 
capable of documenting both the interior and exterior of 
the structure was terrestrial laser scanning. They are 
therefore the only effective method for plan drawings 
which include wall thickness. However, the limited data 
generated for the roof structure hinders the production 
of the roof plan and sections. For this reason, integrated 
data was used. The generated point clouds were indexed 
in “Autodesk ReCap” software. This allows data 
containing a large number of points to be seamlessly 
used as a base in Autodesk Software Corporation’s other 
software programs. The indexed point clouds were 
opened in “Autodesk AutoCAD” software, sections of 
desired thicknesses from different elevations were 
taken, and floor plans were created. Since it was possible 
to create vertical sections in the desired axis of the 
structure, elevation sections could also be quickly 
generated. 
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Figure 6. The orthophoto of the west facade produced from TLS data. 

 

 
Figure 7. Orthophotos of the west façade. a. produced from UAV and b. produced from TF. 

 

 
Figure 8. Details of the deterioration near the second-floor left window of the building. a. produced by laser scanning, 

b. produced by UAV, c produced by terrestrial photogrammetry method and d. survey drawing produced from 
terrestrial photogrammetric sourced orthophoto. 
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There are notable differences between plan drawings 
produced with the collected data and those used in 
publications. In publications related to the structure, the 
transition element to the dome is described as a squinch 
but drawn as semi domes in the plans.  A squinch is a 
transitional element placed at the corners of a square-
plan structure, transforming it into an octagonal shape 
and providing a more favorable surface for the dome to 
rest on [21]. A squinch consists of two arches at right 
angles to each other, which both ensure the load transfer 
of the system. In a semi-dome, which is essentially a 

continuous arch form, load transfer occurs through all 
surfaces. In other words, these two architectural 
elements function entirely differently from each other, 
and it is crucial for them to be accurately represented in 
architectural drawings. Slicing the comprehensive point 
cloud parallel to the ground at 10 cm intervals reveals 
how the squinch should be represented in plan drawings. 
Figure 9 shows sections taken from the point cloud 
following the plan used in publications and the plan 
drawn on top of this section. 

 
 

 
Figure 9. Plan drawings a. Drawing from publications [22], b. Horizontal sections from point cloud c. Plan drawing with 

the help of sections. 
 
5.2.2. Solid model production for different 

analyses 
 

To analyze structural elements in the computer 
environment, digital solid models are required. However, 
each analysis requires model production in different 
forms and details. Some require precise measurements 
of details such as wall thicknesses and arch spans, while 
others require simpler models. This directly influences 
the choice of measurement methods. Choosing the right 
measurement methods for accurate analyses directly 
impacts the time and cost of projects. The data produced 
from the measurement methods in this study were 
utilized to create models for acoustic, structural, and 
daylight analyses. Ultimately, the study aimed to 
determine the documentation methods required for 
model production at different levels. 

Indoor daylight analyses were carried out with 
“Autodesk Revit” software. Since “Revit” is an Autodesk 
product, it can easily use the point clouds indexed in the 
“Recap” software as a base. In daylight analysis, it is 
crucial for window positions to be accurate in the 
models, for models to be sealed with no openings other 
than the windows, and for wall thicknesses to be 
included. Therefore, the models must be comprehensive 
and solid. With the indexed point cloud used as a base in 
the software, solid model generation was easily achieved, 
and daylight analysis was successfully conducted. 

“Abaqus CAE” software was used as a reference for 
structural analyses. In these, all structural elements are 
drawn separately, and each element's materials and 
properties are be individually processed. With the help of 

“Revit,” even the most complex geometric structures, 
such as the main dome and squinches, were seamlessly 
created and transferred to “Abaqus CAE” software. 

The “Odeon” software was used for the acoustic 
analysis. In such analyses, it is preferable to use models 
that are as simple as possible, composed of surfaces, with 
no gaps [23]. In this case, modeling only the inner 
surfaces of the structure in a shell-like form was 
sufficient. Terrestrial laser scanning provides these 
conditions per se. However, modeling the complex 
geometric structures of masonry architecture for the 
software poses some challenges. Particularly, models 
must not have gaps at points where circular elements like 
domes, half-domes, and squinches meet the angled body 
walls. Although solid models in different formats can be 
imported to “Odeon” software, a plug-in has been 
produced for “SketchUp.” For this reason, the model for 
acoustic analysis was produced in “SketchUp” software. 
The model was transferred to “Odeon” and tested using a 
validation tool, confirming the absence of any gaps. 
 
6. Discussion and conclusions 
 

The most prominent result in this study is the 
significant differences between conventional methods 
and non-invasive technology methods. With 
conventional methods, it is necessary to conduct field 
work during daylight hours, transfer measurement 
results to paper overnight, and make corrections on-site 
the next day [24]. This could mean spending at least two 
days in the field. Even with terrestrial laser scanning, 
which requires the longest time spent on site, both 
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interior and exterior measurements of the structure 
were completed in a total of 1 hour and 40 minutes. For 
facade surveys, the photography process for 
photogrammetric production was completed in just a 
few minutes. 

For conventional methods, three people usually need 
to be positioned on different parts of the field. While two 
people fix the measuring instrument, one person 
performs the readings [24]. In this study, all 
measurements were carried out by a single person. 

The drawing error in the published floorplans of the 
structure emphasizes the importance of incorporating 
non-invasive technology methods into measurement 
processes. The fact that the dome transition element, a 
squinch, is represented as a semi-dome in plan drawings, 
have directly affected scientific studies to date. 
Documentation methods involved in the process should 
also be valued for preventing human errors. 

In conclusion, no documentation method alone can 
collect enough data to produce a comprehensive model. 
Unless the terrestrial laser scanner is elevated from the 
ground, it cannot collect data from the outside the 
building or the superstructure. Although Kurşunlu 
Mosque is located on a quite hilly topography, there is no 
elevation allowing for this measurement. In addition, this 
mosque is relatively small in scale compared to other 
Ottoman structures of the period. Therefore, the 
terrestrial laser scanner alone is not sufficient for 
comprehensive documentation of monumental 
structures. With unmanned aerial vehicles, terrain 

conditions caused serious problems. Surrounding 
buildings and natural obstacles prevented the complete 
documentation of the mosque. Nevertheless, sensitive 
data production for modeling was provided from the 
outer wall and the superstructure. In data processing, a 
loss of precision was observed, especially in the corners 
of the building. With the terrestrial photogrammetric 
methods, it was not possible to evaluate the data 
obtained from inside the building. The large number of 
single-colored and prolonged surfaces within the 
building caused problems in creating the final outputs. 
To conclude, it is not quite possible to use a single 
method for a comprehensive documentation of a 
monumental architectural structure. Therefore, it is 
important to determine the methods to be used based on 
the characteristics of the structure and the type of 
desired final product before starting documentation 
studies. 

Terrestrial laser scanning has come closest to 
producing comprehensive data. However, it was less 
successful in orthophoto production compared to other 
methods. The quality of the produced orthophoto is so 
low that it is not possible to draw on it. The inability to 
read details on the facade and the gaps in some places 
affected the quality and production speed of the result 
drawing. In the terrestrial laser scanner software, there 
is a long data processing time for orthophoto production. 
Considering the cost, it falls behind other methods, 
especially in orthophoto production. 

 
 

 
Figure 10. Comparison of methods according to the outputs and relevant suggestions. 
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For data generation and processing, UAV and camera 
documentation have the same photogrammetric 
foundations [25-27]. Therefore, the same software and 
data processing methods have been used for both. 
However, the resulting orthophotos show differences. 
Among the three products, documentation conducted 
with a camera produced orthophotos are most suitable 
for reading facade details and for drawing on. However, 
some distortions have been observed in the orthophoto 
from documentation with a camera, especially towards 
the north side of the facade. The absence of distortions in 
the southern part indicates the necessity of taking 
photographs perpendicular to the surface. Large trees in 
the northern corner of the facade obstructed the 
capturing of images directly facing this area. 
Uncontrolled adjustment of the overlap ratio in the 
images and a limited number of photos resulted in empty 
spaces and distortions in the produced orthophoto. In the 
production of a facade survey base, terrestrial 
photogrammetry is the most efficient method in terms of 
time and cost. However, achieving sufficient accuracy 
and precision requires expertise in fieldwork.  

The orthophoto produced from data obtained 
through UAV is clear and legible, allowing for easy 
drawing. The method's high overlap ratio in the photos 
and its ability to capture more data from the upper 
corners have reduced distortion. In the initial 
documentation, an accident led to the destruction of the 
UAV, but the chosen flight time ensured no significant 
damage was caused. This incident demonstrates that 
uncontrolled UAV use in large and densely populated 
cities carries critical risks. 

Upon evaluating all these data, despite its 
disadvantages in terms of cost, speed, and the need for 
expertise, it is apparent that utilizing UAVs is the most 
effective method for facade survey due to the accuracy of 
the resulting output. 

Methods that can be preferred depending on the 
nature of the analysis have been presented with 
strengths and weaknesses. In Figure 10, positive and 
negative aspects of each method are listed according to 
the desired output, and recommended methods are 
specified separately. 

 

Acknowledgement 
 

This paper was extracted from an MSc thesis entitled 
“Comparison of Advanced Technology Methods in the 
Creation of Architectural Models,” conducted by Serhan 
Tuncer at Eskisehir Technical University under the 
supervision of Prof. Dr. Uğur Avdan. 
 
Author contributions 
 
Serhan Tuncer: Conceptualization, Methodology, Data 
Collection, Analysis, Investigation, Writing - Original 
Draft, Writing - Review & Editing  
Uğur Avdan: Supervision, Validation, Writing - Review & 
Editing 
 
Conflicts of interest 
 

The authors declare no conflicts of interest. 

References  
 

 

1. Özendi, M. (2022). Kültür varlıklarının yersel lazer 
tarama yöntemi ile dijital dokümantasyonu: 
Zonguldak Uzun Mehmet Anıtı örneği. Geomatik, 7(2), 
139-148. 
https://doi.org/10.29128/geomatik.917528 

2. Uslu, A., & Uysal, M. (2017). Arkeolojik eserlerin 
fotogrametri yöntemi ile 3 boyutlu modellenmesi: 
Demeter Heykeli örneği. Geomatik, 2(2), 60-65. 
https://doi.org/10.29128/geomatik.319279 

3. Sarıtaş, B., Aydar, U., & Karademir, B. (2023). The Use 
of Terrestrial Laser Scanning Technology in the 
Documentation of Cultural Heritage: The Case of 
Bezmialem Valide Sultan Fountain. Advanced 
LiDAR, 3(2), 62-69. 

4. Köse, S., & Us, H. (2023). Application of Terrestrial 
Laser Scanning (TLS) Technology for Documentation 
of Cultural Heritage Buildings and Structures: A Case 
Study Sarı İsmail Sultan Tomb. Advanced LiDAR, 3(1), 
35-40. 

5. Doğan, Y., & Yakar, M. (2018). GIS and three-
dimensional modeling for cultural heritages. 
International Journal of Engineering and Geosciences, 
3(2), 50-55. 
https://doi.org/10.26833/ijeg.378257 

6. Pavlidis, G., & Royo, S. (2017). 3D Depth Scanning. 
Digital Techniques for Documenting and Preserving 
Cultural Heritage: Arc Humanities Press, 195-198. 

7. Bertellini, B., Gottardi, C., & Vernier, P. (2020). 3D 
survey techniques for the conservation and the 
enhancement of a Venetian historical 
architecture. Applied Geomatics, 12, 53-68. 
https://doi.org/10.1007/s12518-019-00267-6 

8. Guery, J., Hess, M., & Mathys, A. (2017). 
Photogrammetry. Digital Techniques for 
Documenting and Preserving Cultural Heritage: Arc 
Humanities, 229-235. 

9. www.kulturportali.gov.tr 
10. Yaman, A., & Yılmaz, H. M. (2017). The effect of object 

surface colors on terrestrial laser scanners. 
International Journal of Engineering and Geosciences, 
2(2), 68-74. 
https://doi.org/10.26833/ijeg.296835 

11. Reznicek, J., & Pavelka, K. (2008). New low-cost 3d 
scanning techniques for cultural heritage 
documentation. The International Archives of the 
Photogrammetry, Remote Sensing and Spatial 
Information Sciences, 37, 5298-5301. 

12. Riegl, M. (2015). General Description and Data 
Interfaces. Horn: Riegl Laser Measurement Systems. 

13. Hanke, K., & Grussenmeyer, P. (2002). Architectural 
Photogrammetry: Basic Theory, Procedures, Tools. 
ISPRS Commission, 5. 

14. Jo, Y. H., & Hong, S. (2019). Three-dimensional digital 
documentation of cultural heritage site based on the 
convergence of terrestrial laser scanning and 
unmanned aerial vehicle photogrammetry. ISPRS 
International Journal of Geo-Information, 8(2), 53. 
https://doi.org/10.3390/ijgi8020053 

15. DJI, M. (2016). DJI Phantom 3 User Manual: DJI. 
16. DJI, M. (2016). DJI Pahntom 4 User Manual: DJI. 

https://doi.org/10.29128/geomatik.917528
https://doi.org/10.29128/geomatik.319279
https://doi.org/10.26833/ijeg.378257
https://doi.org/10.1007/s12518-019-00267-6
http://www.kulturportali.gov.tr/
https://doi.org/10.26833/ijeg.296835
https://doi.org/10.3390/ijgi8020053


International Journal of Engineering and Geosciences, 2024, 9(2), 302-313 
 

313 
 

17. Asadpour, A. (2021). Documenting historic tileworks 
using smartphone-based photogrammetry. Mersin 
Photogrammetry Journal, 3(1), 15-20. 
https://doi.org/10.53093/mephoj.899432 

18. Pellegri, G. (2015). Survey and drawing 
representation of architecture and environment: 
different teaching approach for architects and 
engineers. Procedia-Social and Behavioral Sciences, 
174, 4090-4095. 
https://doi.org/10.1016/j.sbspro.2015.01.1159 

19. Özbalmumcu, M. (2007). Fotogrametrik yöntemle 
ortofoto harita üretiminin temel esasları, ortofotonun 
yararları ve kullanım alanları. TUFUAB IX. Teknik 
Sempozyumu, İstanbul. 

20. Xiang, H., & Tian, L. (2011). Method for automatic 
georeferencing aerial remote sensing (RS) images 
from an unmanned aerial vehicle (UAV) 
platform. Biosystems Engineering, 108(2), 104-113. 
https://doi.org/10.1016/j.biosystemseng.2010.11.0
03 

21. Harris, C. M. (2006). Dictionary of Architecture and 
Construction. New York: McGraw-Hill Book Company 

22. İnce, K. (2011). Eskişehir Kurşunlu Külliyesi. Ankara: 
Bilgin Kültür Sanat. 

23. Christensen, C. L., & Koutsouris, G. (2013). ODEON 
Room Acoustics Software. Denmark: Scion DTU 

24. Ahunbay, Z. (2016). Tarihi Çevre Koruma ve 
Restorasyon. İstanbul: YEM Yayın. 

25. Doğan, Y. (2019). 3D Modelling of Bridges by UAV 
Photogrammetry Method. Mersin Photogrammetry 
Journal, 1(1), 7-11. 

26. Aktan, N., Çolak, A., & Yılmaz, H. M. (2022). Production 
of orthophoto by UAV data: Yaprakhisar example. 
Advanced UAV, 2(1), 17-23. 

27. Karataş, L., Alptekin, A., Karabacak, A., Yakar, M. 
(2022). Detection and documentation of stone 
material deterioration in historical masonry 
buildings using UAV photogrammetry: A case study of 
Mersin Sarisih Inn. Mersin Photogrammetry Journal, 
4(2), 53-61. 
https://doi.org/10.53093/mephoj.1198605 

 

 
 

 
© Author(s) 2024. This work is distributed under https://creativecommons.org/licenses/by-sa/4.0/ 

 

https://doi.org/10.53093/mephoj.899432
https://doi.org/10.1016/j.sbspro.2015.01.1159
https://doi.org/10.1016/j.biosystemseng.2010.11.003
https://doi.org/10.1016/j.biosystemseng.2010.11.003
https://creativecommons.org/licenses/by-sa/4.0/

	Kapak.pdf
	111.pdf

	Sayi Tam Dosyasi.pdf
	1son.pdf
	2sonyeni.pdf
	3son.pdf
	4son.pdf
	5son.pdf
	6son.pdf
	7son.pdf
	8son.pdf
	9son.pdf
	10son.pdf
	11son.pdf
	12son.pdf
	13son.pdf
	14son2.pdf

