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ABSTRACT

The aim of this paper is to analyze the effects of carbon emission, ecological footprint, which 
takes into account the demand side of the environment, and load capacity factor, which takes 
into account both the supply and demand sides of the environment, on health expenditures 
with conventional and quantile methods. According to the conventional co-integration ap-
proach, there is no relationship between the environment and health expenditures. The other 
side, the findings obtained from the quantile co-integration method, which can give robust 
results in the presence of tailed distributions and possible endogeneity problems and consider 
the asymmetric structure in the data set, show the existence of a long-term relationship be-
tween the variables. According to the coefficient estimates, while carbon emission and ecolog-
ical footprint increase health expenditures, the load capacity factor decreases.

Cite this article as: Ersin Yavuz, Emre Kılıç, Fatih Akcay. What is the role of environmental 
stress on public health? Asymmetric evidence on carbon emissions, ecological footprint, and 
load capacity factor. Environ Res Tec 2024;7(3)291–302.

INTRODUCTION

Although a clean environment is indispensable for human 
health and well-being, environmental problems increase 
the pressure on human health day by day. For example, air 
pollution, one of the main environmental problems, has 
reached unsustainable levels. Today, almost all of the global 
population (99%) is breathing highly polluted air exceed-
ing the limits in the World Health Organization (WHO) 
guideline clearly reveals the extent of the danger [1]. When 
all environmental issues are taken into account, more strik-
ing statistics are reached. For example, one in four deaths 
(13.7 million) in 2016 was caused by environmental risks. 
In addition, evidence has been presented that environmen-
tal degradation causes many health problems such as heart 

diseases, chronic respiratory diseases, cancer, stroke, infec-
tious diseases, and allergenic diseases [2, 3]. According to 
WHO, which is a projection for the future, in the 2030–
2050 period, in addition to the deaths directly caused by 
environmental pollution, 250 thousand additional deaths 
may occur due to reasons such as malnutrition, diarrhea, 
and heat stress due to climate change [4].

Environmental factors are one of the main determinants of 
human health after genetic susceptibility. These controlla-
ble factors can lead to various health consequences directly 
or indirectly (Decrease in the supply of food products due 
to deforestation and desertification, widespread malnutri-
tion, damage to biodiversity, emergence of zoonotic diseas-
es such as COVID-19, dramatic increases in the number of 
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disasters caused by environmental degradation, etc.) [5–7]. 
Governments have great duties in combating health prob-
lems caused by environmental problems. For this purpose, 
governments apply many fiscal policy instruments such as 
environmental taxes, environmental protection expendi-
tures, and green budget. However, it may not be sufficient in 
terms of targets to deal with environmental problems only 
by governments. Because, in the historical process, envi-
ronmental challenges such as water and air pollution at the 
local level spread to regional dimensions in the following 
periods. However, numerous environmental disasters in re-
cent years reveal that environmental pollution has become 
global [8]. Therefore, there is a need for international coop-
eration as well as national-scale policies.

International developments in the relationship between 
environmental problems and health are discussed at many 
international conferences and summits held by the Unit-
ed Nations (UN), dating back nearly half a century. For 
example, at the 1972-Stockholm Conference, participants 
emphasized that clean air, water, shelter, and health needs 
are indispensable needs and rights for human beings [9]. 
At the 1992-Rio Conference, “Protection and Promotion of 
Human Health” was discussed as a separate section and sug-
gestions were presented [10]. The 2000-New York Millenni-
um Summit document emphasized goals such as combating 
diseases, fighting malaria, ensuring environmental sustain-
ability, etc. [11]. Policies for promoting global public health 
were discussed at the Millennium Development Goals Sum-
mit held in the same city in 2010 [12]. At the 2015-Paris UN 
Climate Change Conference (Conference of the Parties-21), 
the right to health, especially environmental problems, was 
discussed, and countries made commitments for the steps to 
be taken [13, 14]. Finally, in 2022, at the Stockholm+50 and 
Sharm El-Sheikh COP27, important decisions were taken 
for environmental damage to human and planetary health, 
and the results of the policies produced so far were evaluated 
[15, 16]. In addition, one of the 17 Sustainable Development 
Goals (SDGs) determined by the UN has been established 
as “Ensure healthy lives and promote well-being for all at 
all ages”. According to SDG-3.9, it is targeted to minimize 
the number of deaths and diseases caused by air, soil, water 
pollution, and hazardous chemicals by 2030 [17].

Similar to international regulations, some documents in 
Türkiye include the environment-health relationship. First-
ly, according to Article 56 of the 1982 Constitution, “Every-
one has the right to live in a healthy and balanced environ-
ment. It is the duty of the State and citizens to improve the 
natural environment, to protect the environmental health, 
and to prevent environmental pollution.” This regulation 
points to the responsibility of both governments and citi-
zens to tackle environmental problems. Secondly, the effects 
of declining environmental quality on health are mentioned 
in many documents by the Ministry of Health, which pro-
vides the highest level of service in this field. For example, 
according to the “National Program and Action Plan for Re-
ducing the Negative Effects of Climate Change on Health” 
prepared by the Türkiye Public Health Institution, which is 

part of the Ministry, the number of injuries, illnesses, and 
deaths caused by weather events such as droughts, heat 
waves, storms, floods, and fires may increase due to environ-
mental problems that also cover climate change [18]. In the 
SWOT (Strengths, Weaknesses, Opportunities, and Threats) 
analysis included in the 2019–2023 Strategic Plan, which is 
a different document prepared by the Ministry, “increasing 
environmental pollution and global warming” are reported 
among external threats. In the same document, PESTLE 
(Political, Economic, Social, Technology, Legal, and Envi-
ronmental) analysis states that environmental pollution 
threatens to increase chronic diseases [19].

Analyzing environmental problems caused by human ac-
tivities and discussing solutions is essential [20]. Because 
environmental degradation, which has become both a local 
and global problem, has consequences for human health, 
such as many diseases, injuries, and deaths, and also puts 
pressure on an upward trend in health expenditures (HE). 
WHO estimates that by 2030, the direct cost of environ-
mental degradation to human health will be between $2 
and $4 billion [4]. In this context, researchers prefer the 
HE indicator, which provides information about the entire 
health system, in the environment-health literature [21–
24]. Empirical studies on the environment-health link shed 
light on the planning of the upcoming process. Because the 
analysis of the economic cost of health problems caused by 
environmental stress is critical in terms of providing con-
crete information for the environmental policies that gov-
ernments will design [25].

This paper examines the effects of environmental indicators 
on HE in Türkiye. The study aims to contribute to the litera-
ture in two ways. First, there are two environmental pollution 
indicators (carbon emission (CO2) and ecological footprint 
(EF)) and one environmental quality indicator (load capac-
ity factor (LCF)) representing the environment in the study. 
In the environmental literature, the more comprehensive EF 
has become popular in recent years [26–29], while research-
ers often prefer CO2 [30]. However, the study on LCF, which 
measures environmental pollution and environmental sup-
ply together, is limited [31–34]. To the best of our knowl-
edge, this study is the first attempt for Türkiye to analyze the 
effects of EF and LCF indicators on HE. Therefore, the study 
confirms the empirical consistency of the results by compar-
ing the findings of three different environmental indicators 
as well as presenting evidence to politicians in terms of new 
environmental indicators. Secondly, the study offers a me-
thodically different perspective to the environmental-health 
literature with the Quantile Co-integration Regression 
(QCR) method proposed by Xiao [35] as well as the con-
ventional method. The quantile co-integration method has 
many advantages over conventional co-integration methods. 
Conventional approaches have strict assumptions such as a 
normal distribution and no endogeneity. However, the QCR 
test may give resistant results in the presence of a non-nor-
mal distribution and possible end-of-endogeny. This method 
also provides a theoretical basis for examining positive and 
negative shocks by distinguishing between them.
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The rest of the paper is organized as follows: The first sec-
tion examines, in detail, the literature on environmental 
indicators and HE. The second section presents informa-
tion about the dataset, descriptive statistics, and empirical 
methods in the analysis. The third section discusses the 
findings regarding conventional and quantile methods. The 
final section assesses the impact of environmental indica-
tors on HE and provides policy recommendations.

Literature Review
The effects of air pollution on health have been the subject 
of intense research in the past, and there have been stud-
ies linking air pollution and changes in health in the short 
term and studies that track those exposed to pollution over 
time [36]. In one of the first studies to empirically address 
the relationship between environment and HE, Jerrett et 
al. [37] estimated a two-stage regression model using the 
1991–1992 cross-sectional data for 49 counties in the Ca-
nadian province of Ontario. After controlling for other 
variables that may affect HE, it was concluded that HE is 
also high in counties where total toxic pollution output is 
high and lower in counties with higher environmental pro-
tection expenditures. A large part of the literature on the 
relationship between environmental pollution/quality and 
health expenditures in the following periods analyzes the 
effects of economic, financial, social, institutional, techno-
logical, and energy variables on environmental degradation 
by considering pollution indicators (such as CO2, EF) and 
on environmental quality by considering the pollution in-
dicators as the environmental quality variable [38–43]. The 
findings of these studies differ according to the countries, 
time period, and especially the method applied.

CO2 emissions, one of the most important indicators of 
environmental pollution, negatively affect environmental 
quality and health, resulting in higher healthcare expenses 
for both individuals and the public [44]. Therefore, the de-
mand for health services may increase health expenditures. 
Environmental degradation, on the one hand, may lead to an 
increase in the share of the environmental protection budget 
and a decrease in the share that can be allocated to health 
services. At this point, the results of the health-pollution re-
lationship may change in the short and long term [45]. The 
analyses generally use one of the environmental pollution 
indicators such as CO2 emissions and EF. When it comes to 
sustainability, CO2 and EF, which reveal the demand side of 
the environment, are not enough to explain environmental 
quality and sustainability [32, 46]. The LCF, which is calcu-
lated as dividing the EF by biocapacity, considering both the 
demand and supply sides of the environment, as proposed 
by Siche et al. [47], is used in recent studies in terms of envi-
ronmental quality and sustainability [33, 48–54].

Although there is a large body of literature on the nexus 
between CO2 emissions and HE, there are very few studies 
on the relationship between HE and EF [22, 24, 31, 55–57]. 
Yang and Usman [22] analyzes the period 1995–2018 for 
the 10 countries with the highest HE and finds evidence 
of a bidirectional causality between the two variables, with 

EF increasing HE. There are also studies considering CO2 
emissions and EF variables together. For example, Alimi 
and Ajide [58] examine the nexus among CO2 emissions, 
EF, and HE in SSA countries between 1996 and 2016. CO2 
emissions and EF increase the cost of HE, but the impact of 
CO2 emissions is greater. Similarly, there are few papers in 
the literature that analyze the relationship between HE and 
LCF. Shang et al. [23] examine the link between HE, renew-
able energy, income, and LCF for ASEAN countries. The 
long-term effect of renewable energy and HE on the LCF 
is significant and positive, while income affects the LCF 
negatively. Adebayo and Samour [59] examine the nexus 
between fiscal policy and LCF for the BRICS countries be-
tween 1990 and 2018 in terms of using the public variable, 
even without health expenditures. There is a strong link 
between tax revenues, public expenditures variables, and 
the LCF. Panel causality findings show a one-way causality 
from public expenditures and tax revenues to the LCF.
There are two papers in the literature examining the re-
lationship between HE and the environment for Türkiye. 
According to Demir et al. [60] examines the period from 
1975 to 2018 using the NARDL method. According to the 
findings, positive shocks in CO2 increase HE. Aydin and 
Bozatli [61] explore the same period with Fourier Shin and 
Frequency Domain Causality approaches. The findings in-
dicate that the variables are cointegrated. In addition, the 
study suggests bidirectional causality between CO2 and 
HE. Together with these papers, there are also panel stud-
ies covering Türkiye in the literature. From these studies, 
Chaabouni and Saidi [21], Benli [45] for developed coun-
tries, and Demir et al. [60] provide evidence that CO2 pro-
motes HE. However, Benli [45] for developing countries 
also provides findings supporting negative effects. Also, 
Erdogan et al. [62] observed unidirectional causality from 
CO2 to HE, while Khan et al. [63] detects bidirectional cau-
sality between CO2 and HE. In summary, the limited num-
ber of investigations of the environment-HE connection 
for Türkiye in the literature and only through CO2 indicates 
that new evidence is needed in this area. This study aims to 
contribute to the gap in the literature by analyzing the ef-
fects of CO2, with a special emphasis on EF and LCF, on HE.
Another striking point in the literature is the use of con-
ventional approaches in most of the studies. Conventional 
methods are based on some solid assumptions and consid-
er the relationship between variables as a whole. Howev-
er, the nexus between variables may change over time. The 
quantile methods can be useful with their features, such as 
examining relationships that may change over time, giving 
resistant results against non-normal distributions, and tak-
ing into account the possible internality problem. In the lit-
erature examining the environment-health link, the use of 
quantile methods has become widespread in recent years. 
When the studies using the quantile method are examined, 
it is seen that some analyze CO2 emissions [40, 64–66]; and 
some analyze LCF [48, 54, 67, 68]. Therefore, this study dif-
fers significantly from the literature by analyzing the nexus 
between CO2 emissions, EF, LCF, and health expenditures 
for Türkiye with quantile methods.
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DATA, MODEL, AND METHODOLOGY

In this section, the data set used in the study, the formula-
tion of the established models, and the econometric meth-
odology related to the methods used in the empirical anal-
ysis are explained.

Data Set
Three different models are established in the study, and the 
share of health expenditures in GDP is used as the depen-
dent variable in all models. On the other hand, the explana-
tory variables CO2, EF, and LCF are included in the models 
to represent the environment. Explanatory variables in the 
first two models, namely CO2 (Model 1) and EF (Model 2), 
reflect environmental pollution, while the explanatory vari-
able LCF in the third model reflects environmental quality. 
CO2 is one of the most frequently used pollution indicators 
in the literature, providing information on environmental 
degradation. EF, another pollution indicator, has attracted 
attention in recent years. EF, including carbon footprint, 
consists of six components (carbon, forest products, agri-
culture, pasture, fisheries, and residential areas) and pro-
vides more information about environmental pollution 
when compared to CO2 [69]. The LCF variable in Model 
3, developed by Siche et al. [47], differs from the other two 
variables because it is an environmental quality indicator. 
The LCF value obtained by dividing the biocapacity, which 
reflects the supply side of the environment, by the EF, which 
reflects the demand side of the environment, indicates en-
vironmental sustainability if it is 1 and above. Values below 
1 indicate that there is an ecological deficit, that is, environ-

mental degradation is more dominant [46]. Therefore, anal-
yses focused only on environmental pollution may present 
incomplete or misleading findings because they neglect the 
environmental supply. From this point of view, this study 
investigates more holistic evidence about the environment 
by comparing the findings on environmental pollution 
variables with the findings in the LCF model.

Due to data availability, the sampling periods taken into 
account in the models differ. In this framework, while the 
1975–2020 period is considered in the model established 
for the CO2 variable, the 1975–2018 period is examined in 
the models established for the ecological footprint and LCF 
variables. Annual data is used as the data frequency. Due 
to the scale differences in the variables, the data are used in 
logarithmic form. The definition and source information of 
the data are shown in detail in Table 1. Analyses were car-
ried out with the GAUSS-21 program.1

Table 2 lists descriptive statistics for the variables. The 
results of the Jarque and Bera [73] test show that health 
expenditures have a non-normal distribution, while oth-
er variables have a normal distribution. Positive skewness 
values in the series indicate the presence of a right-tailed 
distribution, and negative values indicate the presence of 
a left-tailed distribution. The presence of a platykurtic dis-
tribution is indicated by a kurtosis value less than 3, that 
is, an extremely negative kurtosis, and leptokurtic distri-
bution, i.e. an extremely positive kurtosis, is indicated by a 
value greater than 3. In light of this information, it is seen 
that the skewness values for all variables are greater than 
zero. In this context, there is a right-tailed structure in 

Table 1. Definition of variables

Variables Abbreviation Definition Data source

Dependent variable

Health expenditures HE Share of health expenditures in GDP (%) OECD [70]

Independent variable

Environmental pollution indicators CO2 Carbon emission (tonne) OWID [71]

 EF Ecological footprint (global hectare) GFN [72]

Environmental quality indicator LCF Load capacity factor (biocapacity/ecological footprint)

Table 2. Descriptive statistics

       Test of normality

Variables Mean Max. Min. SD S K JB  Prob.

HE (%) 3.43 5.49 1.49 1.27 0.14 1.42 4.73 0.090c

CO2 (million tonne) 218.48 430.22 65.42 114.90 0.35 1.86 3.43 0.180

EF (million gha) 164.08 286.20 81.35 60.64 0.35 1.90 3.11 0.210

LCF (%) 0.70 1.07 0.38 0.21 0.14 1.68 3.31 0.190

HE: Health expenditures; EF: Ecological footprint; LCF: Load capacity factor. JB refers to Jarque and Bera [73] normality test. S skewness, K kurtosis, and 
SD standard deviation. a, b, and c denote the significance level at 1%, 5%, and 10%, respectively. The statistics in the table are calculated with raw data. 
Descriptive statistics for HE are taken into account for the period 1975–2018.

 The unit root tests were conducted with TSPDLIB developed by Nazlioglu [83].
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the distribution of variables. Kurtosis values are less than 
3 for all variables. These statistics show the existence of a 
platykurtic distribution, which expresses negative extreme 
kurtosis in the variables.

When the development of statistics regarding the variables 
in Table 2 is examined, it is seen that HE has an average 3.4% 
share of GDP. HE, which was below the level of 3% until the 
second half of the 1990s, increased to levels of 4–5%, espe-
cially in the post-2000 period. In the same period, the EF 
increased by more than 250%, from 81 million to 286 million 
global hectares. On the other hand, the increase in bioca-
pacity was limited to approximately 25%. Therefore, Türki-
ye has been experiencing a growing ecological deficit since 
the 1980s. This resulted in a dramatic decrease in the LCF. 
The LCF value, which permanently decreased below 1 in the 
post-1980 period, has decreased below the level of 0.4 in re-
cent years, revealing that the ecological balance is unsustain-
able. Finally, the CO2 indicator increased from 65 million 
tonnes to 430 million tonnes in the related period, increasing 
by approximately 560%. This statistic reveals strikingly the 
extent of environmental degradation in Türkiye.

Figure 1 shows the change in HE and environmental in-
dicators over time. Accordingly, it is seen that health ex-
penditures and environmental indicators act in harmony 
with each other. Although the relationship seems to break 
from time to time, it is slowly getting back into balance. The 
ruptures occurring at various periods show that the long-
term relationship may change in the process. This situation 
causes a possible co-integration to change over time. At this 
point, it is important to use methods that allow the regres-

sion coefficient to change over time, such as the quantile 
approach, in order to better explain the data set.

Model
Increasing environmental pollution potentially causes in-
creased HE, putting increasing pressure on government 
budgets [74]. Jerrett et al. [37] conducted a discussion on 
the link between environmental government policies and 
controlling costs in the health system. For this reason, it is 
important to examine the relationship between health ex-
penditures and environmental pollution.

In this study, the relationship between HE and environmen-
tal pollution is examined in Türkiye. There are many vari-
ables that explain environmental pollution. In this context, 
three environmental indicators that are prominent and fre-
quently used in explaining environmental pollution in the 
relevant literature are taken into consideration. The fact that 
EF includes CO2 and LCF is a ratio of EF causes the problem 
of multicollinearity. For this reason, the relationship of each 
indicator with health expenditures is examined separately.

The specifications for the established models are as shown 
in Equations 1, 2, and 3:

Model 1: lnHEt=α1+β1 lnCO2t+ε1t (1)

Model 2: lnHEt=α2+β2 lnEFt+ε2t (2)

Model 3: lnHEt=α3+β3 lnLCFt+ε3t (3)

where α is the constant term, β1, β2 and β3 are the regression 
parameters, ln is the operation of the logarithm, t is the time 
dimension, and εt is the error term.

Figure 1. Time-based coherence of health expenditures and environmental indicators.
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Methodology
The link between HE and the environment (CO2, EF, and 
LCF) can be analyzed with the co-integration approach. 
Co-integration tests differ in terms of their assumptions. 
Traditional co-integration tests (For example, Engle and 
Granger (EG) [75]) are based on the assumption of a 
Gaussian distribution. However, Koenker and Xiao [76] 
show that in the presence of heavy-tailed distributions, 
conventional tests have weak power properties. In addition, 
traditional methods assume that there is no endogeneity 
problem in the model. However, models established for ex-
amining the relationship between economic variables may 
face the problem of endogeneity. This situation may cause 
deviations in the estimates [77].

Xiao [35] developed the QCR test, which can examine the 
asymmetric structure in the data set in detail and is resis-
tant to the endogeneity problem. QCR testing extends the 
traditional co-integration model to a more general class of 
models that allow β to change over time. This test allows 
the relationship between variables to be analyzed by divid-
ing them into quantiles. Syed et al. [78] state that the rela-
tionship between economic variables changes in different 
quantiles. In this regard, it offers a theoretical framework 
to explore the impact of positive and negative shocks by 
dissecting the asymmetric structure in the dataset into 
quantiles. In this context, methods that yield results on the 
basis of quantiles are useful in order to examine the asym-
metric structure in detail.

The initial model in the QCR test is given by Equation 4.

yt=α+βXt+εt (4) 

The expanded version of Equation 4 by allowing β to change 
over time is shown in Equation 5:

yt=α+βtXt+εt (5)

where εt shows the errors for each quantile is expressed with 
Fε (∙). In accordance with the methodology of Xiao [35], the 
τ th conditional quantile of yt is given by Equation 6.

 
(6)

where β(τ) is the co-integration coefficient, which is differ-
ent for each quantile. K denotes the leads of ∆Xt, and -K 
denotes the lags. To overcome the problem of endogeneity, 

leads and lags are included in the model. In order to deter-
mine the existence of the co-integration, the γn statistics are 
calculated. The formulation for the γn statistic is as shown 
in Equation 7:

 
(7)

where  denotes the long-run variance of ψτ (εjτ). εjτ is 
the errors obtained from quantile co-integration regres-
sion. The H0 (null) hypothesis reveals that there is co-inte-
gration between variables, and HA (alternative) hypothesis 
reveals that there is no co-integration between variables. If 
the γn statistic is greater than the critical values of t-table, 
H0 hypothesis is rejected, and it is decided that there is no 
co-integration.

FINDINGS

In the empirical analysis, firstly, whether the series contains 
a unit root or not is examined with the Augmented Dickey 
and Fuller (ADF) [79] test. Table 3 shows that the series 
contain unit roots at levels but become stationary when 
the first difference is taken (I(1)). Co-integration analysis 
is used to examine the relationship between non-stationary 
series. At this point, firstly, the effects of environmental in-
dicators on HE is examined with the traditional co-integra-
tion test in order to make a comparison.
According to the EG co-integration test results, the null hy-
pothesis that there is no co-integration in all models cannot 
be rejected. In other words, there is no relationship between 
HE and environmental indicators in Türkiye.
Then, the co-integration relationship between the series is 
examined with the QCR test, which allows to observe the 
time-varying co-integration, examines the effects of posi-
tive and negative shocks in detail, and gives a resistant esti-
mate in the case of a non-normal distribution and possible 
endogeneity problems. The results are listed in Table 4.
First, the existence of a co-integration between the vari-
ables is examined on a model basis. When the γn sta-
tistics of the models in Table 4 are examined, the null 
hypothesis that there is a co-integration relationship for 
all models cannot be rejected. In other words, according 
to the results of the QCR test, contrary to the EG test, it 

Table 3. Unit root and co-integration analysis results

   ADF (1979)    EG (1987)

 Level  First diffence

Variables Statistic Prob. Statistic Prob.  Model Statistic Prob.

lnHEt -1.051(0) 0.726 -6.977(0)a 0.000  lnSHt&lnCO2t -2.050(0) 0.508

lnCO2t -1.581(0) 0.484 -6.273(0)a 0.000  lnSHt&lnEAt -2.085(0) 0.491

lnEFt -0.024(2) 0.951 -7.384(1)a 0.000  lnSHt&lnYKFt -1.895(0) 0.587

lnLCFt 0.727(2) 0.991 -7.347(1)a 0.000

HE: Health expenditures; EF: Ecological footprint; LCF: Load capacity factor. The maximum lag length is set to 2 due to the use of annual data. The 
t-statistics criteria was used to determine the appropriate number of lags. The values in brackets give the appropriate lag length.
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is determined that health expenditures (lnSHt) and en-
vironmental indicators move together in the long term 
in Türkiye.

After the determination of the co-integration relationship, 
long-term coefficient estimates are made in order to de-
termine the size and direction of the relationship. One of 
the most important advantages of quantile approaches is 
that they allow us to analyze this relationship on a quan-
tile basis. In this context, coefficient estimates for each 
quantile are listed in Table 4. First of all, when the signs of 
the coefficients are examined, it is seen that the increases 
in CO2 and EF in all quantiles increase the HE, while the 
increase in the LCF decreases the HE (Fig. 2). These re-
sults are in line with expectations. As the threat to human 
health from environmental pollution increases day by day, 
it plays a triggering role in health services and, thus, in 
HE. On the other hand, the decreasing effect of the LCF, 
namely the increase in environmental quality, on HE as 
a result of positive effects on human health supports the 
findings of CO2 and EF on HE. When the coefficient sizes 
are examined in general, while CO2 increases HE by 0.35% 
in negative shocks, this effect doubles when the direction 
of the shock changes. The coefficients of extreme negative 
and positive shocks in the EF are greater compared to the 
middle quantiles. Finally, there is no significant difference 
in the coefficient sizes for positive and negative shocks for 
the LCF, and the effect of the LCF on HE is higher for ex-
treme positive shocks.

RESULTS AND DISCUSSION

The response to the question of how the environment af-
fects HE in Türkiye differs on the basis of empirical ap-
proaches. According to the analysis results, the conven-
tional co-integration (EG) test results reveal that there is 
no long-term relationship in the models. However, the 
models are cointegrated according to the QCR quantile 
co-integration method, which can better explain the data 
structure and give resistant estimates in cases of a non-nor-
mal distribution and possible endogeneity problem. This 
result supports the studies of Aydin and Bozatli [61], who 
discovered the co-integration between different environ-
mental indicators and HE. The coefficient estimates of the 
method on the basis of quantiles show that the CO2 and 
EF variables affect HE positively. In the literature, Demir 

Table 4. Quantile co-integration analysis results

   0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Independent variables

 lnCO2t

   0.351a 0.481a 0.488a 0.491a 0.528a 0.609a 0.664a 0.611a 0.583a

  SD 0.132 0.101 0.098 0.102 0.098 0.110 0.105 0.095 0.090

  t-stat. 2.658 4.744 4.961 4.817 5.390 5.554 6.349 6.407 6.488

 lnEFt

   1.059a 0.906a 0.916a 0.843a 0.828a 0.873a 1.068a 0.963a 0.945a

  SD 0.162 0.159 0.180 0.175 0.174 0.166 0.152 0.130 0.132

  t-stat. 6.556 5.714 5.094 4.817 4.757 5.271 7.047 7.433 7.141

 lnLCFt

   -1.157a -0.947a -0.999a -0.971a -1.054a -1.116a -1.172a -1.273a -1.275a

  SD 0.186 0.174 0.164 0.168 0.180 0.192 0.196 0.200 0.223

  t-stat. -6.224 -5.442 -6.082 -5.772 -5.849 -5.811 -5.968 -6.374 -5.726

   Test stat. (γn) Prob. %1 %5 %10

Models

 lnHEt&lnCO2t 0.935 0.936 1.79 1.60 1.52

 lnHEt&lnEFt 0.986 0.939 1.93 1.66 1.60

 lnHEt&lnLCFt 1.248 0.386 1.89 1.60 1.51

HE: Health expenditures; EF: Ecological footprint; LCF: Load capacity factor. Where the γn statistic is used to examine the existence of a co-integration, 
0.1, …, 0.9 represent quantiles. SD represents a standard deviation. 1,645, 1,960, and 2,578 are t-table values expressing significance at 10%, 5%, and 1%, 
respectively. The probability values for the γn statistics were generated with 1,000 replications.

Figure 2. QCR test based coefficient signs of environmental 
indicators.
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et al. [60] studies reached similar findings. On the other 
hand, coefficient estimates provide evidence that the LCF 
variable negatively affects EH. When the findings of the 
three models are compared, the effects of environmental 
indicators on EH are consistent. The finding that environ-
mental pollution increases HE and environmental quality 
decreases HE supports the expectations in the literature.

When the overall coefficient (0.5 quantile) results are ex-
amined, EF negatively affects HE 63.7% more than CO2. 
Based on the average of the analysis period, the carbon 
footprint in EF represents 50.7% [69]. The fact that these 
two ratios are close to each other strengthens the reliability 
of the analysis’s results. In addition, the coefficients for LCF, 
which provides the most comprehensive information about 
the environment among the models, are larger compared to 
other indicators. Considering biocapacity in the LCF model 
transforms the degrading effect of the environment on HE 
into a curative effect.

The study finally analyzes the quantile-based results for all 
models. Accordingly, the coefficients for CO2 increase from 
negative shocks to positive shocks. This demonstrates the 
positive pressure of increases in CO2 on HE. On the oth-
er hand, EF increases HE more in extremely large negative 
and positive shocks. Environmental pollution increases EH 
in positive shocks, which is in line with the expectations 
in the literature. However, the repulsive effect of negative 
shocks in EF on HE is a surprising finding. The reason for 
this result can be explained with the help of Figure 1. Ac-
cordingly, during the 2001 and 2008 economic crisis pe-
riods, human-induced EF declined due to the decrease in 
production and demand. However, in the same periods, in-
stead of a decrease in HE, the course of increase continues. 
In times of crisis, the assumption that social stress is higher 
and the need for healthcare services increases may partly 
explain the increases in HE. Findings for LCF in the third 
model are similar to those for EF in terms of quantile-based 
coefficient change. In addition, LCF coefficient values are 
higher than those of CO2 and EF. Therefore, the increase 
in environmental quality provides benefits beyond com-
pensating for the increase in HE caused by environmental 
pollution. In positive shocks of LCF, the reducing effect of 
environmental quality on HE increases its severity.

CONCLUSION

The paper explores the effect of environmental indica-
tors on HE with conventional and quantile co-integration 
methods. For this purpose, three models are created in the 
study. In the first two models, CO2 and EF variables rep-
resent environmental pollution. In the third model, LCF, 
which has become popular recently and measures environ-
mental quality, is preferred. Incorporating environmental 
supply over biocapacity into the calculation as well as en-
vironmental pollution, LCF provides holistic evidence and 
new perspectives on the effects of the environment on HE. 
Analyzing three environmental models in the study allows 
for comparison of findings and evaluation of consistency.

Among the empirical findings, firstly, the EG test finds no 
relationship between environmental indicators and HE, 
while the QCR test discovers different levels of relation-
ship in the models. The quantile approach offers evidence 
through three models that, on the one hand, environmen-
tal degradation (CO2 and EF models) encourages HE and, 
on the other hand, environmental improvement (LCF 
model) minimizes the need for HE. In addition, it con-
firms the existence of an asymmetric structure by reveal-
ing that the coefficients of the models change in negative 
and positive shocks.

Findings from all models indicate that for sustainable 
HE, governments should both combat environmental 
degradation and develop policies to increase environ-
mental supply, namely biocapacity. In this context, some 
policy recommendations that will improve environ-
mental quality and reduce HE can be listed as follows: 
Firstly, the share of renewable energy sources should 
be increased by minimizing fossil fuel consumption. As 
of 2019, the share of renewable energy consumption in 
Türkiye is only 14.1% of the total [80]. An increase in 
this rate will also contribute to the reduction of CO2, 
which is the most important cause of environmental 
pollution. Secondly, public transportation should be 
encouraged instead of personal transportation vehi-
cles, whose number is increasing day by day, especially 
in metropolitan cities. While the number of motor land 
vehicles in Türkiye was approximately 786 thousand in 
1975, it increased approximately 32 times and reached 
26.4 million in 2022 [81]. During the same period, the 
population increased by only 111% [82]. Therefore, new 
policies based on a sustainable environment, especially 
taxation, are needed for motor vehicles emitting CO2. 
Third, governments should strive to spread healthy 
lifestyles among the population. Individuals should be 
encouraged to walk and eat healthy instead of using ve-
hicles when appropriate. The policies governments de-
velop in response to these three recommendations, in 
accordance with WHO, can prevent 7 million premature 
deaths globally each year [3]. Fourthly, environmentally 
friendly production should be encouraged by taxes and 
subsidy instruments in sectors that directly concern hu-
man health, especially agriculture. On the other hand, 
the prohibition of sectors with more environmental 
damage or the implementation of deterrent policies will 
improve the environment and human health. Finally, 
legislative arrangements should be made to prevent bio-
capacity resources such as rivers, lakes, seas, forests, and 
grasslands, which are known as common goods in the 
fiscal literature, from being damaged or destroyed due to 
excessive consumption. Because only reducing pollution 
is not enough for a sustainable environment, environ-
mental supply sources need to be developed.

For further studies, researchers may prefer new and inclu-
sive environmental indicators such as LCF and up-to-date 
empirical methods that take into account the characteris-
tics of the data structure.



Environ Res Tec, Vol. 7, Issue. 3, pp. 291–302, September 2024 299

DATA AVAILABILITY STATEMENT
The author confirm that the data that supports the findings 
of this study are available within the article. Raw data that 
support the finding of this study are available from the cor-
responding author, upon reasonable request.

CONFLICT OF INTEREST
The author declared no potential conflicts of interest with 
respect to the research, authorship, and/or publication of 
this article.

USE OF AI FOR WRITING ASSISTANCE
Not declared.

ETHICS
There are no ethical issues with the publication of this man-
uscript.

REFERENCES

[1] World Health Organization, “Air pollution,” 
https://www.who.int/health-topics/air-pollu-
tion#tab=tab_1 Accessed on Jan 17, 2023.

[2] EEA, “European Environment Agency, 2023. https://
www.eea.europa.eu/themes/human/intro Accessed 
on Jan 10, 2023.

[3] World Health Organization, “Environmental 
health,” https://www.who.int/health-topics/environ-
mental-health#tab=tab_2 Accessed on Jan 17, 2023.

[4] World Health Organization, “Climate change,” 
h t t p s : / / w w w. w h o . i n t / h e a l t h - t o p i c s / c l i -
mate-change#tab=tab_1, World Health Organiza-
tion website. Accessed on Jan 17, 2023.

[5] I. L. Pepper, C. P. Gerba, and M. L. Brusseau, “The 
Extent of Global Pollution,” I. L. Pepper, C. P. Ger-
ba, and M. L. Brusseau, (Eds.), Environmental and 
pollution science. Academic Press, Elsevier Inc., pp. 
3–12, 2006.

[6] UN, “United Nations,” 2023, https://www.un.org/
sustainabledevelopment/biodiversity/ Accessed on 
Jan 10, 2023.

[7] World Meteorological Organization. https://pub-
lic.wmo.int/en/media/press-release/weather-relat-
ed-disasters-increase-over-past-50-years-causing-
more-damage-fewer Accessed on Jan 10, 2023.

[8] M. J. Ahern, and A. J. McMichael, “Global environ-
mental changes and human health,” R. E. Hester, 
and R. M. Harrison, (Eds.), Global environmental 
change-issues in environmental science and tech-
nology. The Royal Society of Chemistry, Cambridge, 
2002. [CrossRef]

[9] United Nations, “Report of the United Nations con-
ference on the human environment, “Stockholm, 
5-16 June 1972, United Nations, New York, 1973.

[10] United Nations, “Report of the United Nations con-
ference on environment and development,” Rio de 
Janeiro, 3-14 June 1992, United Nations, New York, 
1993.

[11] United Nations, “United Nations millennium decla-
ration, resolution adopted by the general assembly,” 
Fifty-Fifth Session Agenda Item 60 (b), General As-
sembly, United Nations, 2000.

[12] United Nations, “Keeping The Promise: United to 
Achieve The Millennium Development Goals,” Res-
olution Adopted by The General Assembly on 22 
September 2010, Fifty-Fifth Session Agenda Item 13 
and 115, General Assembly, United Nations, 2010.

[13] United Nations, “Paris aggrement, https://unfccc.
int/sites/default/files/english_paris_agreement.pdf, 
2015.

[14] United Nations, “Climate change Paris-agreement,” 
https://www.un.org/en/climatechange/paris-agree-
ment. Accessed on Jan 22, 2023.

[15] United Nations, “Stockholm+50: a healthy planet for 
the prosperity of all – our responsibility, our oppor-
tunity,” https://www.stockholm50.global/ Accessed 
on Jan 22, 2023.

[16] United Nations, “United Nations Framework Con-
vention on Climate Change,” https://unfccc.int/
cop27, Accessed on Jan 22, 2023.

[17] UN, “UN Department of Economic and Social Af-
fairs, Sustainable Development,” https://sdgs.un-
.org/goals/goal3 Accessed on Jan 10, 2023.

[18] Ministry of Health. National Program and Action 
Plan for Reducing the Negative Effects of Climate 
Change on Health, Turkiye Public Health Institu-
tion, Department of Environmental Health, Minis-
try Publication No: 998, 2015.

[19] Ministry of Health. 2019-2023 Strategic plan (Up-
dated version-2022), Publication No: 1223, 2022.

[20] A. Çelekli, and Ö. E. Zariç, “From emissions to 
environmental impact: understanding the carbon 
footprint,” International Journal of Environment 
and Geoinformatics, Vol. 10(4), pp. 146–156, 
2023. [CrossRef]

[21] S. Chaabouni, and K. Saidi, “The dynamic links 
between carbon dioxide (CO2) emissions, health 
spending and GDP growth: A case study for 51 
countries,” Environmental Research, Vol. 158, pp. 
137–144, 2017. [CrossRef]

[22] B. Yang, and M. Usman, “Do industrialization, eco-
nomic growth and globalization processes influence 
the ecological footprint and healthcare expendi-
tures? Fresh insights based on the STIRPAT model 
for countries with the highest healthcare expendi-
tures,” Sustainable Production and Consumption, 
Vol. 28, pp. 893–910, 2021. [CrossRef]

[23] Y. Shang, A. Razzaq, S. Chupradit, N. B. An, and Z. 
Abdul-Samad, “The role of renewable energy con-
sumption and health expenditures in improving 
load capacity factor in ASEAN countries: Exploring 
new paradigm using advance panel models,” Renew-
able Energy, Vol. 191, pp. 715–722, 2022. [CrossRef]

[24] B. N. Abbasi, Z. Luo, A. Sohail, L. Yang, L. Huim-
in, and C. Rongrong, “Global Shocks of Education, 
Health, and Environmental Footprint on Nation-

https://doi.org/10.1039/9781847550972-00139
https://doi.org/10.30897/ijegeo.1383311
https://doi.org/10.1016/j.envres.2017.05.041
https://doi.org/10.1016/j.spc.2021.07.020
https://doi.org/10.1016/j.renene.2022.04.013


Environ Res Tec, Vol. 7, Issue. 3, pp. 291–302, September 2024300

al Development in the Twenty-First Century: A 
Threshold Structural VAR Analysis,” Journal of the 
Knowledge Economy, pp. 1–37, 2023. [CrossRef]

[25] OECD (2001). “OECD Environmental Outlook - 
Human Health and the Environment,” OECD Publi-
cations, 2001.

[26] N. Kongbuamai, Q. Bui, H. M. A. U. Yousaf, and Y. 
Liu, “The impact of tourism and natural resources 
on the ecological footprint: a case study of ASEAN 
countries,” Environmental Science and Pollution 
Research, Vol. 27, pp. 19251–19264, 2020. [CrossRef]

[27] A. E. Caglar, E. Yavuz, M. Mert, and E. Kilic, “The 
ecological footprint facing asymmetric natural re-
sources challenges: evidence from the USA,” Envi-
ronmental Science and Pollution Research, Vol. 29, 
pp. 10521–10534, 2022. [CrossRef]

[28] Z. Wang, H. Chen, and Y. P. Teng, “Role of greener 
energies, high tech-industries and financial expan-
sion for ecological footprints: Implications from 
sustainable development perspective,” Renewable 
Energy, Vol. 202, pp. 1424–1435, 2023. [CrossRef]

[29] E. Yavuz, E. Ergen, T. Avci, F. Akcay, and E. Kilic, 
“Do the effects of aggregate and disaggregate ener-
gy consumption on different environmental quality 
indicators change in the transition to sustainable de-
velopment? Evidence from wavelet coherence analy-
sis,” Environmental Science and Pollution Research, 
pp. 1–21, 2023. [CrossRef]

[30] M. Shahbaz, and A. Sinha, “Environmental Kuznets 
curve for CO2 emissions: a literature survey,” Jour-
nal of Economic Studies, Vol. 46(1), pp. 106–168, 
2019. [CrossRef]

[31] U. K. Pata, M. Aydin, and I. Haouas, “Are natural re-
sources abundance and human development a solu-
tion for environmental pressure? Evidence from top 
ten countries with the largest ecological footprint,” Re-
sources Policy, Vol. 70, Article 101923, 2021. [CrossRef]

[32] U. K. Pata, and C. Isik, “Determinants of the load 
capacity factor in China: a novel dynamic ARDL ap-
proach for ecological footprint accounting. Resourc-
es Policy, Vol. 74, Article 102313, 2021. [CrossRef]

[33] D. Xu, S. Salem, A. A. Awosusi, G. Abdurakhmano-
va, M. Altuntaş, D. Oluwajana, D. Kirikkaleli, and O. 
Ojekemi, “Load capacity factor and financial global-
ization in Brazil: the role of renewable energy and 
urbanization,” Frontiers in Environmental Science, 
Vol. 9, Article 823185, 2022. [CrossRef]

[34] E. Yavuz, E. Kilic, and A. E. Caglar, “A new hypothe-
sis for the unemployment-environment dilemma: is 
the environmental Phillips curve valid in the frame-
work of load capacity factor in Turkiye?,” Environ-
ment, Development and Sustainability, pp. 1–18, 
2023. [CrossRef]

[35] Z. Xiao, “Quantile cointegrating regression,” Journal 
of Econometrics, Vol. 150(2), pp. 248–260, 2009. 

[36] B. Brunekreef, and S. T. Holgate, “Air pollution and 
health,” The Lancet, Vol. 360(9341), pp. 1233–1242, 
2002. [CrossRef]

[37] M. Jerrett, J. Eyles, C. Dufournaud, and S. Birch, 
“Environmental influences on healthcare expendi-
tures: an exploratory analysis from Ontario, Cana-
da,” Journal of Epidemiology & Community Health, 
Vol. 57(5), pp. 334–338, 2003. [CrossRef]

[38] P. K. Narayan, and S. Narayan, “Does environmen-
tal quality influence health expenditures? Empirical 
evidence from a panel of selected OECD countries,” 
Ecological Economics, Vol. 65(2), pp. 367–374, 
2008. [CrossRef]

[39] H. Abdullah, M. Azam, and S. K. Zakariya, “The 
impact of environmental quality on public health 
expenditure in Malaysia,” Asia Pacific Institute of 
Advanced Research, Vol. 2(2), pp. 365–379, 2016.

[40] N. Apergis, R. Gupta, and C. K. M. Lau, and Z. 
Mukherjee, “US state-level carbon dioxide emis-
sions: does it affect health care expenditure?,” Re-
newable and Sustainable Energy Reviews, Vol. 91, 
pp. 521–530, 2018. [CrossRef]

[41] O. Y. Alimi, K. B. Ajide, and W. A. Isola, “Environ-
mental quality and health expenditure in ECOW-
AS,” Environment, Development and Sustainability, 
Vol. 22, pp. 5105–5127, 2020. [CrossRef]

[42] S. Nasreen, “Association between health expendi-
tures, economic growth and environmental pollu-
tion: Long‐run and causality analysis from Asian 
economies,” The International Journal of Health 
Planning and Management, Vol. 36(3), pp. 925–944, 
2021. [CrossRef]

[43] Z. Xing, and X. Liu, “Health expenditures, environ-
mental quality, and economic development: State-
of-the-art review and findings in the context of 
COP26,” Frontiers in Public Health, Vol. 10, Article 
954080, 2022. [CrossRef]

[44] J. Bu, and K. Ali, “Environmental degradation in 
terms of health expenditure, education and econom-
ic growth. Evidence of novel approach,” Frontiers in 
Environmental Science, Vol. 10, Article 1046213, 
2022. [CrossRef]

[45] M. Benli, “Carbon emission as a determinant of 
health expenditures,” Social Sciences Research Jour-
nal, Vol. 11(2), pp. 250–257, 2022.

[46] U. K. Pata, and A. Samour, “Do renewable and 
nuclear energy enhance environmental quality in 
France? A new EKC approach with the load capacity 
factor,” Progress in Nuclear Energy, Vol. 149, Article 
104249, 2022. [CrossRef]

[47] R. Siche, L. Pereira, F. Agostinho, and E. Ortega, 
“Convergence of ecological footprint and emergy 
analysis as a sustainability indicator of countries: 
Peru as case study,” Communications in Nonlinear 
Science and Numerical Simulation, Vol. 15(10), pp. 
3182–3192, 2010. [CrossRef]

[48] Z. Fareed, S. Salem, T. S. Adebayo, U. K. Pata, and F. 
Shahzad, “Role of export diversification and renewable 
energy on the load capacity factor in Indonesia: a Fou-
rier quantile causality approach,” Frontiers in Environ-
mental Science, Vol. 9, Article 770152, 2021. [CrossRef]

https://doi.org/10.1007/s13132-023-01115-0
https://doi.org/10.1007/s11356-020-08582-x
https://doi.org/10.1007/s11356-021-16406-9
https://doi.org/10.1016/j.renene.2022.12.039
https://doi.org/10.1007/s11356-023-30829-6
https://doi.org/10.1108/JES-09-2017-0249
https://doi.org/10.1016/j.resourpol.2020.101923
https://doi.org/10.1016/j.resourpol.2021.102313
https://doi.org/10.3389/fenvs.2021.823185
https://doi.org/10.1007/s10668-023-04258-x
https://doi.org/10.1016/j.jeconom.2008.12.005
https://doi.org/10.1016/S0140-6736(02)11274-8
https://doi.org/10.1136/jech.57.5.334
https://doi.org/10.1016/j.ecolecon.2007.07.005
https://doi.org/10.1016/j.rser.2018.03.035
https://doi.org/10.1007/s10668-019-00416-2
https://doi.org/10.1002/hpm.3132
https://doi.org/10.3389/fpubh.2022.954080
https://doi.org/10.3389/fenvs.2022.1046213
https://doi.org/10.1016/j.pnucene.2022.104249
https://doi.org/10.1016/j.cnsns.2009.10.027
https://doi.org/10.3389/fenvs.2021.770152


Environ Res Tec, Vol. 7, Issue. 3, pp. 291–302, September 2024 301

[49] X. Liu, V. O. Olanrewaju, E. B. Agyekum, M. F. 
El-Naggar, M. M. Alrashed, and S. Kamel, “De-
terminants of load capacity factor in an emerging 
economy: The role of green energy consumption 
and technological innovation,” Frontiers in Environ-
mental Science, Vol. 10, Article 2071, 2022. [CrossRef]

[50] U. K. Pata, M. T. Kartal, T. S. Adebayo, and S. Ul-
lah, “Enhancing environmental quality in the Unit-
ed States by linking biomass energy consumption 
and load capacity factor,” Geoscience Frontiers, Vol. 
14(3), Article 101531, 2023. [CrossRef]

[51] A. E. Caglar, and E. Yavuz, “The role of environ-
mental protection expenditures and renewable en-
ergy consumption in the context of ecological chal-
lenges: Insights from the European Union with the 
novel panel econometric approach,” Journal of En-
vironmental Management, Vol. 331, Article 117317, 
2023. [CrossRef]

[52] W. X., Zhao, A. Samour, K. Yi, and M. A. S. Al-Fary-
an, “Do technological innovation, natural resources 
and stock market development promote environ-
mental sustainability? Novel evidence based on the 
load capacity factor,” Resources Policy, Vol. 82, Arti-
cle 103397, 2023. [CrossRef]

[53] U. Khan, A. M. Khan, M. S. Khan, P. Ahmed, A. 
Haque, and R. A. Parvin, “Are the impacts of re-
newable energy use on load capacity factors ho-
mogeneous for developed and developing nations? 
Evidence from the G7 and E7 nations,” Environ-
mental Science and Pollution Research, Vol. 30(9), 
pp. 24629–24640, 2023. [CrossRef]

[54] B. Guloglu, A. E. Caglar, and U. K. Pata, “Analyz-
ing the determinants of the load capacity factor in 
OECD countries: Evidence from advanced quantile 
panel data methods,” Gondwana Research, Vol. 118, 
pp. 92–104, 2023. [CrossRef]

[55] M. Gündüz, “Healthcare expenditure and carbon 
footprint in the USA: evidence from hidden co-inte-
gration approach,” The European Journal of Health 
Economics, Vol. 21(5), pp. 801–811, 2020. [CrossRef]

[56] D. Qaiser Gillani, S. A. S. Gillani, M. Z. Naeem, C. 
Spulbar, E. Coker-Farrell, A. Ejaz, and R. Birau, “The 
nexus between sustainable economic development 
and government health expenditure in Asian coun-
tries based on ecological footprint consumption,” Sus-
tainability, Vol. 13(12), Article 6824, 2021. [CrossRef]

[57] R. Triki, B. Kahouli, K. Tissaoui, and H. Tlili, “As-
sessing the link between environmental quality, 
green finance, health expenditure, renewable ener-
gy, and technology innovation,” Sustainability, Vol. 
15(5), Article 4286, 2023. [CrossRef]

[58] O. Y. Alimi, and K. B. Ajide, “The role of institutions 
in environment–health outcomes Nexus: empiri-
cal evidence from sub-Saharan Africa,” Economic 
Change and Restructuring, Vol. 54(4), pp. 1205–
1252, 2021. [CrossRef]

[59] T. S. Adebayo, and A. Samour, “Renewable energy, 
fiscal policy and load capacity factor in BRICS coun-

tries: novel findings from panel nonlinear ARDL 
model,” Environment, Development and Sustain-
ability, pp. 1–25, 2023. [CrossRef]

[60] S. Demir, H. Demir, C. Karaduman, and M. Cetin, 
“Environmental quality and health expenditures ef-
ficiency in Turkiye: The role of natural resources,” 
Environmental Science and Pollution Research, Vol. 
30(6), pp. 15170–15185, 2023. [CrossRef]

[61] M. Aydin, and O. Bozatli, “The impacts of the refugee 
population, renewable energy consumption, carbon 
emissions, and economic growth on health expen-
diture in Turkey: new evidence from Fourier-based 
analyses,” Environmental Science and Pollution Re-
search, Vol. 30(14), pp. 41286–41298, 2023. [CrossRef]

[62] S. Erdogan, M. Kirca, and A. Gedikli, “Is there a rela-
tionship between CO2 emissions and health expen-
ditures? Evidence from BRICS-T countries,” Busi-
ness and Economics Research Journal, Vol. 11(2), 
pp. 293–305, 2020. [CrossRef]

[63] A. Khan, J. Hussain, S. Bano, and Y. Chenggang, 
“The repercussions of foreign direct investment, 
renewable energy and health expenditure on en-
vironmental decay? An econometric analysis of 
B&RI countries,” Journal of Environmental Plan-
ning and Management, Vol. 63(11), pp. 1965–1986, 
2020. [CrossRef]

[64] M. A. Rehman, Z. Fareed, S. Salem, A. Kanwal, and 
U. K. Pata, “Do diversified export, agriculture, and 
cleaner energy consumption induce atmospheric 
pollution in Asia? Application of method of moments 
quantile regression,” Frontiers in Environmental Sci-
ence, Vol. 9, Article 781097, 2021. [CrossRef]

[65] L. Du, H. Jiang, T. S. Adebayo, A. A. Awosusi, and 
A. Razzaq, “Asymmetric effects of high-tech indus-
try and renewable energy on consumption-based 
carbon emissions in MINT countries,” Renewable 
Energy, Vol. 196, pp. 1269-–280, 2022. [CrossRef]

[66] T. S. Adebayo, U. K. Pata, and S. S. Akadiri, “A com-
parison of CO2 emissions, load capacity factor, and 
ecological footprint for Thailand’s environmental 
sustainability,” Environment, Development and Sus-
tainability, Vol. 26, pp. 2203–2223, 2022. [CrossRef]

[67] M. T. Kartal, A. Samour, T. S. Adebayo, and S. K. 
Depren, “Do nuclear energy and renewable energy 
surge environmental quality in the United States? 
New insights from novel bootstrap Fourier Granger 
causality in quantiles approach,” Progress in Nuclear 
Energy, Vol. 155, Article 104509, 2023. [CrossRef]

[68] E. Akhayere, M. T. Kartal, T. S. Adebayo, and D. 
Kavaz, “Role of energy consumption and trade 
openness towards environmental sustainability in 
Turkey,” Environmental Science and Pollution Re-
search, Vol. 30(8), pp. 21156–21168, 2023. [CrossRef]

[69] Global Footprint Network, “Data,” 
h t t p s : / / d a t a . f o o t p r i n t n e t w o r k . o r g / ? _
ga=2.104275776.1558657453.1678090741-
992159244.1678090741#/aboutthe Accessed on Jan 
23, 2023.

https://doi.org/10.3389/fenvs.2022.1028161
https://doi.org/10.1016/j.gsf.2022.101531
https://doi.org/10.1016/j.jenvman.2023.117317
https://doi.org/10.1016/j.resourpol.2023.103397
https://doi.org/10.1007/s11356-022-24002-8
https://doi.org/10.1016/j.gr.2023.02.013
https://doi.org/10.1007/s10198-020-01174-z
https://doi.org/10.3390/su13126824
https://doi.org/10.3390/su15054286
https://doi.org/10.1007/s10644-020-09299-0
https://doi.org/10.1007/s10644-020-09299-0
https://doi.org/10.1007/s11356-022-23187-2
https://doi.org/10.1007/s11356-023-25181-8
https://doi.org/10.20409/berj.2019.231
https://doi.org/10.1080/09640568.2019.1692796
https://doi.org/10.3389/fenvs.2021.781097
https://doi.org/10.1016/j.renene.2022.07.028
https://doi.org/10.1007/s10668-022-02810-9
https://doi.org/10.1016/j.pnucene.2022.104509
https://doi.org/10.1007/s11356-022-23639-9


Environ Res Tec, Vol. 7, Issue. 3, pp. 291–302, September 2024302

[70] OECD, “Organisation for Economic Co-operation 
and Development,” https://data.oecd.org/healthres/
health-spending.htm Accessed on Jan 05, 2023.

[71] “Our World In Data,” https://ourworldindata.org/
co2-emissions Accessed on Jan 05, 2023.

[72] “Global Footprint Network,” https://www.footprint-
network.org/ Accessed on Jan 05, 2023.

[73] C. M. Jarque, and A. K. Bera, “A Test for Normality 
of Observations and Regression Residuals,” Interna-
tional Statistical Review, pp. 163–172, 1987. [CrossRef]

[74] D. W. Pearce, and R. K. Turner, “Economics of Natu-
ral Resources and The Environment, Johns Hopkins 
University Press.

[75] R. F. Engle, and C. W. Granger, “Co-integration and 
error correction: representation, estimation, and 
testing,” Econometrica: Journal of the Econometric 
Society, pp. 251–276, 1987. [CrossRef]

[76] R. Koenker, and Z. Xiao, “Unit root quantile autore-
gression inference,” Journal of The American Statistical 
Association, Vol. 99(467), pp. 775–787, 2004. [CrossRef]

[77] S. Portnoy, “Asymptotic behavior of regression 
quantiles in non-stationary, dependent cases,” Jour-
nal of Multivariate Analysis, Vol. 38(1), pp. 100–113, 

1991. [CrossRef]
[78] Q. R. Syed, W. S. Malik, and B. H. Chang, “Volatil-

ity spillover effect of federal reserve’s balance sheet 
on the financial and goods markets of Indo-Pak re-
gion,” Annals of Financial Economics, Vol. 14(03), 
Article 1950015, 2019. [CrossRef]

[79] D. A. Dickey, and W. A. Fuller, “Distribution of the 
estimators for autoregressive time series with a unit 
root,” Journal of the American Statistical Associa-
tion, Vol. 74(366a), pp. 427–431, 1979. [CrossRef]

[80] “World Bank” https://databank.worldbank.org/
source/world-development-indicators Accessed on 
Jan 25, 2023.

[81] “Turkish Statistical Institute,” https://data.tuik.gov.
tr/Search/Search?text=motorlu%20kara Accessed 
on Jan 24.

[82] “Turkish Statistical Institute,” https://data.tuik.gov.
tr/Kategori/GetKategori?p=Nufus-ve-Demogra-
fi-109, website. [Online]. Accessed on Jan 24.

[83] S. Nazlioglu, TSPDLIB: GAUSS Time Series and 
Panel Data Methods (Version 2.1). Source Code, 
2021. https://github.com/aptech/tspdlib Accessed 
on Jul 17, 2024.

https://doi.org/10.2307/1403192
https://doi.org/10.2307/1913236
https://doi.org/10.1198/016214504000001114
https://doi.org/10.1016/0047-259X(91)90034-Y
https://doi.org/10.1142/S2010495219500155
https://doi.org/10.1080/01621459.1979.10482531


Organophosphate, carbamate and synthetic pyrethroid pesticide residues 
in muscle tissues of fish from Loktak Lake, a Ramsar Site in Manipur, India

Environ Res Tec, Vol. 7, Issue. 3, pp. 303–312, September 2024

Environmental Research and Technology
https://ert.yildiz.edu.tr - https://dergipark.org.tr/tr/pub/ert

DOI: https://10.35208/ert.1391806

Research Article

Maisnam SAPANA DEVI*1 , Thingbaijam Binoy SINGH2 , Abhik GUPTA3

1Thambal Marik College, Oinam, Manipur, India
2Manipur University, Canchipur, Imphal, India

3Assam University, Silchar, Assam, India

*Corresponding author.
*E-mail address: sapana.devi@gmail.com

ARTICLE INFO

Article history
Received: 22 December 2023
Revised: 19 February 2024
Accepted: 20 March 2024

Key words:
Fish; High-performance liquid 
chromatography; Loktak 
Lake; Maximum residue limit; 
Pesticide residues

ABSTRACT

The muscle tissues of Channa punctatus and Anabas testudineus collected from the Loktak 
Lake (a Ramsar site) and its three major feeder rivers in Manipur, Northeastern India, were 
analyzed using high-performance liquid chromatography for the presence of residues of or-
ganophosphorus, carbamate, and synthetic pyrethroid pesticides. Pesticide residues of all the 
three typeswere detected in the fish tissues. Pesticide residues in Channa punctatus ranged 
from 0.002–0.043 µg g-1, and from 0.008–0.027 µg g-1 in Anabas testudineus from Loktak Lake 
in pre-monsoon and post-monsoon seasons. Pesticide residues were detected only in Anabas 
testudineus (0.002–0.078 µg g-1) in Nambul River, while these were detected only in Channa 
puctatus (0.001–0.032 µg g-1) in Moirang River. In Nambol River, pesticide concentrations 
ranged from 0.002–0.026 µg g-1 in Channa punctatus, and from 0.004–0.005 µg g-1 in Anabas 
testudineus. Among the five pesticides detected, concentrations of dichlorvos residues detect-
ed in the present study (0.027 and 0.032 µg g-1 wet weight) exceeded the Codex Alimentarius 
maximum residue limit (MRL) of 0.01 mg kg-1 for animal tissues. The rest of the compounds 
were within the MRL. None of the pesticide residues was detected in the two fish species col-
lected from the control or reference site. The present study indicates that pesticide contamina-
tion is emerging as a threat to the water quality and aquatic biodiversity of Loktak Lake, which 
calls for more detailed studies on the extent and magnitude of these threats.

Cite this article as: Sapana Devi M, Singh TB, Gupta A. Organophosphate, carbamate and 
synthetic pyrethroid pesticide residues in muscle tissues of fish from Loktak Lake, a Ramsar 
Site in Manipur, India. Environ Res Tec 2024;7(3)303–312.

INTRODUCTION

Pesticides, besides killing the target pests, also kill or ad-
versely affect the non-target organisms, contaminate the 
environment, and pose threats to aquatic ecosystems and 
human health [1]. Organophosphates, carbamates and syn-
thetic pyrethroids are among the commonly used pesticides 
known to affect human health and the environment [2]. It 
is well established that organophosphate pesticides are the 

long lasting inhibitors of cholinesterases and a number of 
organophosphates are prohibited in many countries from 
being sold in the market due to their toxicity at low doses 
[3]. The carbamates are known to impair acetylcholinester-
ase (AChE) activity in a way similar to the mode of action of 
organophosphate pesticides. They are also known to cause 
reproductive failure through endocrine disruption and in-
fertility [4]. Synthetic pyrethroids which are fast replacing 
organophosphates are also extremely toxic to fish because 
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of their neurotoxic effects [5, 6]. Therefore, the detection of 
the residues of these pesticides in different environmental 
compartments becomes an issue of global concern.

Pesticides applied in agricultural fields can reach aquatic 
ecosystems via surface runoff and leave harmful residues 
in the ecosystems that can adversely affect aquatic biota, 
particularly fish. The pesticide residues in aquatic ecosys-
tems are often transferred to humans through the food 
chain via phytoplankton, zooplankton and fish [7]. Sever-
al studies have shown that continuous intake of pesticide 
residues through food, even in lowdoses, can cause adverse 
effects on the environment as well as on plants, fish, wild-
life, and other non-target organisms [8]. These effects could 
comprise endocrine disruption, neurological damages, and 
birth defects [9–11]. 

Several organophosphate, carbamate and synthetic pyre-
throid pesticides are being increasingly usedfor controlling 
agricultural pests in Manipur - a state in the northeastern 
region of India - during the past several decades. Many 
studies have suggested that indiscriminate application of 
pesticides in agricultural activities such as in paddy fields 
and other cultivated areas near aquatic ecosystems have 
increased the probability of the entry of pesticide residues 
into the lakes where the rivers finally drain [12–14]. In this 
regard, Loktak Lake in Manipur, which is a “wetland of 
international importance” (Ramsar Site) and the largest 
freshwater Lake in northeast India, is highly vulnerable to 
contamination by pesticide residues through its three ma-
jor feeder rivers: the Nambul, the Moirang and the Nam-
bol [15]. These rivers receive agricultural and domestic 
wastes from inhabited areas to ultimately drain into the 
Loktak Lake, a Ramsar site in Manipur, India. The heavy 
influx of such wastes threatens the biodiversity of the lake, 
especially aquatic macrophytes and indigenous freshwater 
fishes. The situation has been made more precarious by 
the construction of the Ithai barrage, which has obstructed 
the outlet of the lake. This has affected the normal move-
ment of water in the lake, thereby raising the possibility 
of accumulation of pesticide residues in water, sediment 
and biota, particularly fish, in the Lake. It is also pertinent 
to mention here that different species of fish which were 
once abundantly available in the Lake such as (state fish of 
Manipur) etc. are now becoming threatened [16]. It is pos-
sible that reproductive failure due to continuous exposure 
to low concentrations of pesticide residues accumulated in 
the Lake over a period of time could be one of the reasons 
for the decimation of fish fauna in the Lake.

Among aquatic organisms, fish is considered a useful com-
ponent for monitoring environmental contaminants and an 
important source of animal protein to humans. Contamina-
tion of fish by pesticide residues, therefore, has proven to be 
a serious risk to its consumers including humans [17]. The 
two fish species, Channa punctatus and Anabas testudine-
us selected in this study are abundantly available in Lok-
tak Lake, and also comprise favorite food items of the local 
people. While Channa punctatus is a carnivore, Anabas te-
studineus is an omnivore [18, 19].

Several analytical methods have been used for determination 
of pesticide residues in foodstuffs including fisheries products 
[17, 20]. Among these methods, high-performance liquid 
chromatography (HPLC) is regarded as a useful tool in the lab-
oratory because of its highly precise quantitative results, very 
low detection limits and an exceptional degree of selectivity 
for qualitative identifications of target analytes [21]. Moreover, 
HPLC with a diode-array detector (DAD) is considered as an 
advanced method which has the capability of collecting chro-
matographic data and UV spectra simultaneously [22].

In the last few years, several studies have been conducted 
worldwide to analyze the presence of pesticide residues in 
freshwater ecosystems [20, 23–33]. On the other hand, in-
vestigations on detection of pesticide residues in freshwater 
ecosystems in India are relatively rare and more so in the 
freshwater lakes and wetlands of North-east India [34]. In 
this context, this study investigates the presence of pesticide 
residues in two fish species Channa punctatus and Anabas 
testudineus representing two different trophic levels, and 
collected from the Loktak Lake and its three major feeder 
rivers. Six pesticides including three organophosphates (di-
chlorvos, malathion and monocrotophos), one carbamate 
(carbofuran), and two synthetic pyrethroids (deltamethri-
nand cypermethrin), which are commonly used in the 
study area, were selected for analysis and possible detection 
in fish muscle. This is probably the first study that aims to 
ascertain the status of pesticide residues in fish of Loktak 
Lake. The findings are expected to throw light on the status 
of pesticide contamination of Loktak Lake and serve as an 
’early warning report’ of the threats posed by pesticides to 
this important ecosystem along with potential health risks 
to the people of Manipur who are consumers of its fish. 

MATERIALS AND METHODS

Study Sites
Loktak Lake (24o33ʹN 93o47ʹE) of Manipur, North East In-
dia and its three major feeder rivers, viz., the Nambul River 
(northern feeder), the Nambol River (western feeder), and 
the Moirang River (south western feeder), were selected for 
the present study. Loktak Lake, about 45 km from Imphal, 
the capital of Manipur, is a “wetland of international impor-
tance” (Ramsar Site) since 1990 and is well-known for being 
the only natural habitat of the endangered brow-antlered deer 
(Rucervus eldii eldii) (Fig. 1). It is also the largest freshwater 
lake in the northeastern region of India. The central part of 
the lake was selected for the study because most of the central 
areas of the lake are covered by a large number of ‘phumdis’ 
(heterogeneous mass of floating vegetation) due to the con-
struction of the Ithai Barrage across the natural outlet of the 
lake. Hence, the possibility of the concentration of pesticide 
residues was high in this part of the lake. Study sites selected 
in the three tributaries were near their point of entry into the 
lake after traversing extensively cultivated and inhabited areas. 
A fish pond, which was about 5.7 km away from paddy fields 
or other cultivated areas and 35 km away from the study sites 
of Loktak Lake, was selected as the control or reference site. 
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Procurement of Fish, Selection of Sampling Season and 
Experimental Design
Specimens of Channa punctatus and Anabas testudineus 
were collected from the five sampling sites in three sea-
sons, viz., pre-monsoon (April–June), monsoon (July–
September) and post-monsoon (October–December). 
Different types of nets, especially conventional gill nets 
were used to capture the fish with the help of local fish-
ermen. The net was hauled at short intervals and trapped 
fish, if any, were immediately transferred to polythene bags 
containing water of the given site and saturated with extra 
oxygen. Since both the fish species are air-breathing, this 
practice of sampling exerted minimum stress. Fish sam-
ples comprising of six individuals of similar size (length 
and weight 24±1 g and 15±1 cm, respectively, for Channa 
punctatus; 22±1 g and 11±1 cm, respectively, for Anabas 
testudineus) belonging to both species were collected from 
each study site in the three seasons. The fish were brought 
to the laboratory and immediately sacrificed by injecting 
a high dose of Tricaine Methanesulfonate (MS-222) after 
taking their morphometric measurements. Each fish was 
dissected and muscles from the mid dorsal side were col-
lected. The analysis of pesticide residues in the sampled 
fish muscles tissues was conducted by using high-perfor-
mance liquid chromatography (HPLC) with diode-array 
detector (DAD).

High-Performance Liquid Chromatography Analysis of 
Pesticide Residues

Procurement of Pesticide Standards and Reagents
Altogether six (6) pesticide standards belonging to three 
major pesticide groups were purchased from the Sigma-Al-
drich Laborchemikalien GmbH D – 30918 Seelze, Quality 
Management SA-LC. These comprised three organophos-
phates (malathion, monocrotophos, dichlorvos), one car-
bamate (carbofuran), and two synthetic pyrethroid (del-
tamethrin and cypermethrin) pesticides. The purity of all 
these pesticide standards was over 99% except for Cyper-
methrin (94.3%). Besides, HPLC grade water, acetone and 
acetonitrile were also purchased from Merck.

Equipments
The equipments used in various analytical procedures 
were: Shimadzu AUW 220D analytical balance, micropi-
pette 200 μL and 1000 μL (Oxford, Ireland), rotary evap-
orator (Buchi, model 011, Switzerland), centrifuge (Remi 
Instrument Ltd.), and HPLC Agilent 1260 Infinity - DAD 
detector (Germany). 

Procedure for Extraction of Pesticide Residues from Fish 
Muscle Tissues
The pesticide residue extraction procedure was per-
formed by following a slight modification of the stan-
dard protocol of Sun et al. [17]. Six replicates of the two 
fish species Channa punctatus and Anabas testudineus 
collected from each study site were dissected and 2 g 
of muscle tissues for each fish species (either Channa 

punctatus or Anabas testudineus) in a pool were ho-
mogenized in a mortar and pestle with 5 ml of HPLC 
grade acetone. The resultant extracts were centrifuged at 
4000 rpm for 10 minutesto remove all the cell debris and 
unwanted materials [35]. Two ml of the extracts were 
then evaporated to dryness under reduced pressure in 
a rotary evaporator at 40 ºC. Finally, the dry extract was 
dissolved in 2 ml of HPLC grade acetonitrile and the re-
sulting extracts were then centrifuged at 4000 rpm for 10 
minutes and the supernatant was used for HPLC anal-
ysis. The sample preparation or sample extraction was 
repeated thrice to have three replicates of each sample 
from a study site of a particular season.

HPLC Conditions and Analysis
The standards and samples were analyzed for pesticide 
residues by using HPLC Agilent 1260 Infinity having 
DAD detector. Standard calibration curves of each pesti-
cide were drawn with three concentrations i.e. 1 ppm, 50 
ppm and 100 ppm for each standard pesticide (dichlor-
vos, malathion, monocrotophos, carbofuran, deltame-
thrin and cypermethrin) respectively. Identification of 
pesticides was executed by comparing sample retention 
times with those obtained for the standards, while quan-
tification of different pesticides was done by comparing 
the areas of sample peaks with those of their respective 
standards. All the glassware was washed with detergent, 

Figure 1. Map of Loktak Lake showing its feeder rivers of Nam-
bul, Nambol and Moirang along with reference or control site.
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rinsed with HPLC grade water and heated at 180 ºC for 
2 h before use. We tested different wavelengths between 
202 and 290 nm for the optimum identification of pesti-
cides in different samples. The wavelengths of 202 nm for 
deltamethrin, cypermethrin and malathion; 220 nm for 
dichlorvos; and 272 nm for carbofuran and monocroto-
phos were observed to be the optimum. Based on their re-
spective wavelengths detected, pesticides were grouped as 
group 1, group 2 and group 3 employing standard HPLC 
conditions. Group 1 compriseddeltamethrin, cyperme-
thrin and malathion, group 2 dichlorvos, and group 3 car-
bofuran and monocrotophos. The column and injection 
volume for all the three groups were Column (SB-C18), 
250 × 4.6 mm, 5.0 μm and 20 µL, respectively. The flow 
rate was 1 ml min-1 for group 1, and 1.4 ml min-1 for both 
group 2 and 3. Mobile phase ratio for group 1 was acetoni-
trile/water (10% acetonitrile for 5 minutes, gradually in-
creased to 100% acetonitrile within 15 minutes and then 
maintainedat 100% acetonitrile for 5 minutes) with a run 
time of 20 minutes; for both group 2 and 3, it was aceto-
nitrile/water (40:60) with a run time of 10 minutes each. 
Sample analysis of three replicates of a particular fish (C. 
punctatus or A. testudineus) sample from a study site in a 
particular season was done consecutively following above 
conditions of HPLC.

Data Analysis
The data were first checked for normality with the Sha- 
piro-Wilk test. Since the data were not normally dis- 
tributed, these were normalized by log transformation. 
Statistical significance of differences in concentration 
of pesticide residues among the sampling sites and 
fish species were determined by One-Way Analysis of 
Variance (ANOVA) using SPSS 20 software. The results 
were denoted significant at p ≤0.05, and highly signifi- 
cant at p ≤0.01.

RESULTS AND DISCUSSION

Standard Calibration Curves and Chromatogram
Calibration graph of the standard solution concentra-
tions of each pesticide are shown in Appendices 1–6. The 
cal- culations were made following the equation y = mx 
+ b, where m is the regression co-efficient, y is the area, 
x is the amount and b is the residual standard deviation. 
The retention times of the standard pesticides were found 
to be 2.13, 13.55, 0.74, 2.74, 16.28 and 16.14 minutes for 
dichlorvos, malathion, monocrotophos, carbofuran, del-
tamethrin and cypermethrin, respectively. Moreover, the 
standard calibration curves of peak area against concen 
tration as well as chromatograms of dichlorvos, malathi-
on, monocrotophos, carbofuran, deltamethrin and cyper 
methrin are shown in Appendices 1–6.

Pesticide Residue Analysis in Fish Muscle Tissue
The occurrence of the residues of the six pesticides in 
the muscle tissues of Channa punctatus and Anabas te-
studineus are presented in Table 1. Of the three organo-
phosphate pesticides analyzed in the present study, di-
chlorvos residues were detected only in Channa punctatus 
collected from Loktak Lake (0.027±0.0006 µg g-1) and 
Moirang River (0.032±0.0006 µg g-1) during monsoon 
season. Malathion residue was detected in both Chan-
na punctatus and Anabas testudineus collected from 
Loktak Lake (0.002±1E-04**µg g-1; 0.027±0.0006**µg 
g-1, 0.008±5.77E-05**µg g-1), and Nambol River 
(0.002±5.77E-05**µg g-1; 0.004±5.77E-05**µg g-1) during 
pre-monsoon and post-monsoon seasons (p≤0.01), how-
ever, in Moirang River malathion residue was found 
only in Channa punctatus (0.001±5.77E-05**µg g-1) in 
pre-monsoon; Nambul River only in Anabas testudineus 
collected during pre-monsoon (0.019±0.0004**µg g-1) and 
post-monsoon (0.078±0.0004**µg g-1) seasons respec-
tively (Table 1). Monocrotophos residue was not detected 

Table 1. Concentrations of organophosphorus, carbamate and synthetic pyrethroid pesticides (µg g-1 wet weight) in muscles of 
two fish species from Loktak Lake and its three major feeder rivers along with a reference site in three seasons

Concentration in muscle tissue (µg g-1 wet weight)

Fish species 

Channa punctatus

Anabas testudineus

Season 

Pre-monsoon

Monsoon

Post-monsoon

Pre-monsoon

Monsoon

Post-monsoon

Loktak lake 

Mt: 0.002±1E-04**

Dv: 0.027±0.0006

Cf: 0.043±0.0006

Mt: 0.027±0.0006**

Dm: 0.009±5.77E-05*

ND

Mt: 0.008±5.77E-05**

Moirang river 

Mt: 0.001±5.77E-05**

Dv: 0.032±0.0006

ND

ND

ND

ND

Nambol river 

ND

ND

Mt: 0.002±5.77E-05**

Cf: 0.026±0.0006

Cm: 0.004±0.0001*

ND

ND

Mt: 0.004±5.77E-05**

Cf: 0.005±5.77E-05

Nambul river 

ND

ND

ND

Mt: 0.019±0.0004**

Cm: 0.002±5.77E-05*

ND

Mt: 0.078±0.0004**

Ref. 
site

ND

ND

ND

ND

ND

ND

The values represent mean±SD {significance level: p≤0.05(*), p≤0.01(**)}. Ref: Reference; Cf: Carbofuran; Cm: Cypermethrin; Dv: Dichlorvos; Dm: 
Deltamethrin; Mt: Malathion; ND: Not detected.
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in fish collected from any study site in the three seasons. 
Residues of none of the organophosphorus pesticides were 
detected in the samples of the two fish species collected 
from the control or reference site (Table 1).

Dichlorvos residues detected in the present study (0.027 
and 0.032 µg g-1 wet weight) were above the MRL of 0.01 
mg kg-1 in animal tissue and products such as edible mam-
malian offal, eggs, mammalian fats, meat, milk, and fat, 
meat and offal of poultry, as laid down in the Codex Ali-
mentarius [36]. An earlier study revealed that the strongest 
inhibition of brain AChE was found in association with 
high dichlorvos residues [37]. This indicates that the bio-
accumulation of dichlorvos residues in fish tissues in the 
study area even in small quantities may alter or inhibit 
brain AChE- enzyme activities in fish which in turn could 
similarly affect its consumers including larger carnivo-
rous fish, fish-eating mammals like otters, and humans, 
through the food chain. Brodeur et al. [26] also detected 
dichlorvos in tissues of one-sided livebearer fish (Jenynsia 
multidentata) which further revealed an inhibition in the 
activity of ChE in association with reduced body condi-
tion. The Codex limit for malathion in animal products is 
not available, although its concentrations were found to 
be higher on two occasions in Anabas testudineus than the 
MRL prescribed for some plant products such as sweet 
corn and tomato juice (0.02 and 0.01 mg kg-1, respectively) 
[36]. Among all the pesticides, malathion residues were 
detected more frequently and in more study sites and sea-
sons (p≤0.01)in both the fish species (Table 1), reflecting 
the fact that it is one of the most commonly applied pesti-
cide in the study area. Amaraneni and Pillala [38] reported 
the detection of malathion residue in tissues of fish Chan-
na striata and Catla catla collected from Kolleru Lake 
in India where the value was found to be 2.5 µg g-1 wet 
weight, which was considerably higher than the highest 
concentration of malathion residue detected in the pres-
ent study, i.e. 0.078 µg g-1 wet weight in Anabas testudineus 
collected from the Nambul River during post-monsoon 
season (Table 1). Maurano et al. [39] detected malathion 
residues in the muscle tissues of two fish species Carassius 
carassius and Mugil cephalus collected from Sele River in 
SouthItaly where the concentrations were found to be 480 
pg g-1 and 582 pg g-1 wet weight, respectively, which were 
comparatively much less than the lowest concentration of 
malathion residue detected in the present study i.e. 0.001 
µg g-1 wet weight in Channa punctatus collected from the 
Moirang River during pre-monsoon season (Table 1). Pos-
sible reasons for not detecting monocrotophos residues in 
the present study include its rapid hydrolysis and conjuga-
tion in fish tissues [40].

Carbofuran is a broad spectrum carbamate pesticide used 
world-wide to control insects, mites and nematodes, which 
has been widely detected in surface, ground and rain waters 
and is extremely toxic to aquatic organisms including fish 
[20, 41]. In our study, carbofuran was detected in Channa 
punctatus collected from Loktak Lake (0.043±0.0006 µg 
g-1) and Nambol River (0.026±0.0006 µg g-1) and in Anabas 

testudineus collected from Nambol River (0.005±5.77E-05 
µg g-1) during post-monsoon (Table 1). The value of 0.043 
µg g-1 recorded in Channa punctatus in Loktak Lake in 
post-monsoon was close to its Codex MRL of 0.05 µg g-1 in 
animal products such as cattle, goat, sheep, pig and horse 
fat, and offal of cattle, goat, horse, sheep and pig [36]. Thus, 
carbofuran posed a health risk to the consumers of this fish 
in this area. Jabeen et al. [20] detected carbofuran residues 
in muscle tissues of fish Labeo rohita and Channa maru-
lius collected from the Indus River around Mianwali where 
the concentrations ranged from 0.0425–0.066 µg g-1 and 
0.613–0.946 µg g-1, respectively. Carbofuran concentrations 
in Labeo rohita were comparable to its levels in Chana punc-
tatus in our study. Vryzas et al. [42] also mentioned about 
the detection of carbofuran at the highest concentration on 
a regular basis in the three trophic levels: algae, aquatic in-
vertebrates and fish in drainage canals of two transbound-
ary rivers of northeastern Greece, where its extreme con-
centrations were observed just after the occurrence of high 
rainfall during pesticide application, thus posing a threat to 
aquatic organisms and subsequently to the fish-consumers. 
Mahboob et al. [43] also recorded concentrations of carbo-
furan residue in the muscle tissues of fish, Catla catla at 1.23 
and 8.53 µg g-1 lipid-normalized weight. However, carbofu-
ran is known to undergo rapid degradation and elimination 
from fish tissues [40].

In the last two decades, synthetic pyrethroids have been 
replacing organochlorines and organophosphates in India 
for controlling pests to increase agricultural productivity 
[7]. Deltamethrin and cypermethrin are commonly used 
synthetic pyrethroids in agriculture for controlling pests. 
Being type 2 (α-cyano) synthetic pyrethroids, these two py-
rethroids are more potently neurotoxic than the non-cyano 
type 1 [6]. In the present study, deltamethrin residues were 
only recorded in the muscle tissue of Anabas testudineus 
collected from Loktak Lake during the pre-monsoon season 
(p≤0.05) at a concentration of 0.009±5.77E-05*µg g-1 (Table 
1) which was below the maximum residual limit (MRL) of 
0.02 mg kg-1 in poultry offal [36]. Notwithstanding this, it 
may be noted that deltamethrin could disrupt enzyme ac-
tivities and reduce glycogen and protein levels in fish Ana-
bas testudineus at a concentration (0.0007 mg l-1) one order 
of magnitudelower than that recorded in the present study 
(0.009 µg g-1) [44]. On the other hand, cypermethrin resi-
dues were detected in the muscle tissues of Channa punc-
tatus and Anabas testudineus collected from Nambol and 
Nambul Rivers (p≤0.05) during post- and pre-monsoon 
seasons (Table 1) at concentrations of0.004±0.0001* µg g-1 
and 0.002±5.77E-05* µg g-1, respectively, while the WHO-
FAO MRL is0.05 mg kg-1 in edible mammalian offal, and 
0.01 mg kg-1 in eggs. Deltamethrin and cypermethrin res-
idues were not detected in the two fish species collected 
from the control or reference site (Table 1). Saqib et al. [45] 
reported the detection of deltamethrin residue in 7 samples 
of muscles, liver and fat tissue of the three species of Labeo 
found in two Lakes in Pakistan. Jabeen et al. [20] report-
ed the presence of deltamethrin residues in muscles of fish 
Cyprinus carpio and Channa marulius with concentrations 
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ranging from 0.051–0.839 µg g-1, and cypermethrin resi-
dues in fish Channa marulius (0.141–0.174 µg g-1). These 
values are much higher than those detected in the present 
study. Mahboob et al. [43] reported that the concentration 
of deltamethrin in the muscle tissues of Catla catla in river 
Ravi was higher than the permissible limits for fish set by 
international agencies and it posed a potential risk to the 
aquatic organisms and ultimately to human health. Mean-
while, high concentrations of cypermethrin residues were 
also detected by Vryzas et al. [42] in three trophic levels in-
cluding fish where its peak concentrations were observed 
just after high rainfall during pesticide application.In the 
present study, the detection of cypermethrin and deltame-
thrin residues in the muscle tissues of the two fish species 
Channa punctatus and Anabas testudineus (p≤0.05) at con-
centrations far below their maximum residual limits indi-
cates that these two pesticides are yet to become a serious 
threat to the Loktak ecosystem. 

CONCLUSION

The present study revealed that most of the pesticide res-
idues were detected in Loktak Lake in the post-monsoon 
season. This may be due to the continuous inflow of pes-
ticide-contaminated agricultural runoff to the Lake via its 
feeder streams and rivers, and this inflow increased during 
the monsoon, leading to the detection of higher pesticide 
values in fish tissue during post-monsoon. Among the 
feeder rivers, more pesticide residues were detected in 
Nambol River than in the other two, because this river pass-
es through a larger stretch of agricultural areas compared 
to Nambul and Moirang Rivers. Among the five pesticide 
residuesdetected, only dichlorvos exceeded the maximum 
residue limit (MRL) prescribed by the Codex Alimentari-
us for animal tissues, suggesting possible health risks to its 
consumers including predatory fish, migratory as well as 
resident waterfowl, and humans. The rest of the compounds 
were within the MRL laid down for eggs and animal tissues 
revealing low risk to the consumers of these fish. Neverthe-
less, pesticides even at sub-lethal levels are known to cause 
adverse effects on fish, besides posing human health risks 
on long-term exposure,especially because the inhabitants 
of the study area are regular consumers of fish and dried 
fish products. Hence, the concerned authorities and regu-
latory agencies both at the state and central (federal) levels 
in cooperation with local non-government organizations 
should make efforts to create awareness through print and 
electronic media so that people may realize the hazardous 
effects of pesticide residues to humans due to bioaccumula-
tion and bio-magnification through the food chain. More-
over, the concerned authorities may promote organic farm-
ing and implement integrated pest management measures 
in the catchment area of the lake and introduce a continu-
ous monitoring program in order to provide pesticide-free 
environment in the Loktak Lake, which is a “wetland of 
international importance” (Ramsar Site) and therefore, de-
serves all possible measures for improvement of its water 
quality and protection of its biodiversity.

ACKNOWLEDGEMENTS
Maisnam Sapana Devi (MSD) is grateful to the Depart-
ment of Biotechnology and Indian Institute of Sciences, 
Bangalore, Govt. ofIndia, for the award of DBT-Research 
Associateship Post-doctoral fellowship program. The 
authorsare thankful to the Department of Life Sciences 
and Department of Biotechnology, Manipur Universi-
ty, India and to the Indian Council of Agricultural Re-
search (ICAR), North East Hill Region, Manipur Centre, 
Lamphel, Imphal, India for providing the required labo-
ratory facilities during the research work. MSD is also 
thankful to Dr. Aribam Satishchandra Sharma and Dr. 
Bhaben Chowardhara for assisting her in carrying out the 
statistical analysis. The award of DBT-Research Associate-
ship Post-doctoral fellowship program funded by Depart-
ment of Biotechnology and Indian Institute of Sciences, 
Bangalore, Govt. of India.
DATA AVAILABILITY STATEMENT
The author confirm that the data that supports the findings 
of this study are available within the article. Raw data that 
support the finding of this study are available from the cor-
responding author, upon reasonable request.
CONFLICT OF INTEREST
The author declared no potential conflicts of interest with 
respect to the research, authorship, and/or publication of 
this article.
USE OF AI FOR WRITING ASSISTANCE
Not declared.
ETHICS
There are no ethical issues with the publication of this man-
uscript.

REFERENCES

[1] S. S. Anigol, S. B. Neglur, and M. David, “Blood glu-
cose and glycogen levels as indicators of stress in the 
freshwater fish, Cirrihinus mrigal under Cypheno-
thrin intoxication,” Toxicology International, Vol. 
30(1), pp. 51–62, 2023. [CrossRef]

[2] D. B. Barr, and B. Buckley, “Reproductive and De-
velopmental Toxicology,” 2nd ed., R. C. Gupta, (Ed.), 
Academic Press, 2011.

[3] S. M. Barlow, F. M. Sullivan, and R. K. Miller, “Drugs 
during pregnancy and lactation,” 3rd. ed., C. Schae-
fer, P. Peters, and R. K Miller (Eds.), Academic Press, 
2015.

[4] R. C. Gupta, I. R. M. Mukherjee, R. B. Doss, J. K. 
Malik, and D. Milatovic, “Reproductive and Devel-
opmental Toxicology,” 2nd ed., R. C. Gupta, Ed.), Ac-
ademic Press, 2017.

[5] E. L. Amweg, D. P. Weston, J. You, and M. J. Lydy, 
“Pyrethroid insecticides and sediment toxicity in 
urban creeks from California and Tennessee,” Envi-
ronmental Science & Technology, Vol. 40, pp. 1700–
1706, 2006. [CrossRef]

https://doi.org/10.18311/ti/2023/v30i1/30444
https://doi.org/10.1021/es051407c


Environ Res Tec, Vol. 7, Issue. 3, pp. 303–312, September 2024 309

[6] A. Kaviraj, and A. Gupta, “Biomarkers of type II 
synthetic pyrethroid pesticides in freshwater fish,” 
Biomarkers of Environmental Pollutants, Vol. 2014, 
Article 928063, 2014. [CrossRef]

[7] B. K. Das, and S. C. Mukherjee,“Toxicity of cy-
permethrin in Labeo rohita fingerlings: biochem-
ical, enzymatic and haematological consequences,” 
Comparative Biochemistry and Physiology C: Tox-
icology & Pharmacology, Vol. 134, pp. 109–121, 
2003. [CrossRef]

[8] C. A. Damalas, and I. G. Eleftherohorinos, “Pesti-
cide exposure, safety issues and risk assessment in-
dicators,” International Journal of Environmental 
Research and Public Health, Vol.8, pp. 1402–1419, 
2011. [CrossRef]

[9] A. C. Gore, “Organochlorine pesticides directly reg-
ulate gonadotropin-releasing hormone gene expres-
sion and biosynthesis in the GT1-7 hypothalamic 
cell line,” Molecular and Cellular Endocrinology, 
Vol. 192, pp. 157–170, 2002. [CrossRef]

[10] L. G. Costa, G. Giordano, M. Guizzetti, and A. Vi-
talone, “Neurotoxicity of pesticides: a brief review,” 
Frontiers in Bioscience, Vol. 13, pp, 1240–1249, 
2008. [CrossRef]

[11] L. Fenster, B. Eskenazi, M. Anderson, and A. Vi-
talone, “Association of in utero organochlorine 
pesticide exposure and fetal growth and length 
of gestation in an agricultural population,” En-
vironmental Health Perspectives, Vol. 114, pp. 
597–602, 2006. [CrossRef]

[12] R. J. Gilliom, and D. G. Clifton, “Organochlorine 
pesticide residues in bed sediments of the San 
Joaquin river, California,” Journal of the Amer-
ican Water Resources Association, Vol. 26, pp. 
11–24, 1990. [CrossRef]

[13] S. M. Gitahi, D. M. Harper, M. Muchiri, M. P. Tole, 
and R. N. Ng'ang'a, “Organochlorine and organo-
phosphorus pesticide concentrations in water, sed-
iment, and selected organisms in Lake Naivasha 
(Kenya),” Hydrobiologia, Vol. 488, pp. 123–128, 
2002. [CrossRef]

[14] E. Y. A. Pazou, M. Boko, C. A. M.Van Gestel, H. 
Ahissou, P. Lalèyè, S. Akpona, B. van Hattum, K. 
Swart, and N. M. van Straalen, “Organochlorine 
and organophosphorous pesticide residues in the 
Ouémé River catchment in the Republic of Bénin,” 
Environment International, Vol. 32, pp. 616–623, 
2006. [CrossRef]

[15] S. Gupta, “Loktak lake in Manipur, North east India: 
major issues in conservation and management of a 
Ramsar site,” Bionano Frontier, pp. 6–10, 2012.

[16] S. Samom, “Polluted river in Manipur devastates fish 
and humans,” News Blaze, Sunday, May 4, 2008.

[17] F. Sun, S. S. Wong, G. C. Li, and S. N. Chen, “A pre-
liminary assessment of consumer’s exposure to pes-
ticide residues in fisheries products,” Chemosphere, 
Vol. 62, pp. 674–680, 2006. [CrossRef]

[18] A. Khan, and K. Ghosh,“Characterization and iden-
tification of gut-associated phytase-producing bac-
teria in some freshwater fish cultured in ponds,” 
ActaIchthyologica et Piscatoria, Vol. 42, pp. 37–45, 
2012. [CrossRef]

[19] B. C.Biswas, and A. K. Panigrahi, “Diversity of ex-
otic fishes and their ecological importance in south-
western part of Bangladesh,” International Journal 
of Innovative Research in Science Engineering and 
Technology, Vol. 1, pp. 129–131, 2014.

[20] F. Jabeen, A. S. Chaudhry, S. Manzoor, and T. Sha-
heen, “Examining pyrethroids, carbamates and ne-
onicotenoids in fish, water and sediments from the 
Indus River for potential health risks,” Environmen-
tal Monitoring and Assessment, Vol. 187(2), Article 
29, 2015. [CrossRef]

[21] S. J. Lehotay, K. Mastovska, A. R. Lightfield, R. 
A. Gates, “Multi-analyst, multi-matrix perfor-
mance of the QuEChERS approach for pesticide 
residues in foods and feeds using HPLC/MS/MS 
analysis with different calibration techniques,” 
Journal of AOAC International, Vol. 93, pp. 355–
367, 2010. [CrossRef]

[22] Y. Cho, N. Matsuoka, and A. Kamiya, “Determina-
tion of organophosphorous pesticides in biological 
samples of acute poisoning by HPLC with diode-ar-
ray detector,” Chemical and Pharmaceutical Bulle-
tin, Vol. 45, pp. 737–740, 1997. [CrossRef]

[23] T. A. Anderson, C. J. Salice, R. A. Erickson, S. T. 
McMurry, S. B. Cox, and L. M. Smith, “Effects of 
landuse and precipitation on pesticides and water 
quality in playa lakes of the southern high plains,” 
Chemosphere, Vol. 92(1), pp. 84–90, 2013. [CrossRef]

[24] E. M. Veljanoska-Sarafiloska, M. Jordanoskiand, 
and T. Stafilov, “Presence of DDT metabolites in 
water, sediment, and fish muscle tissue from Lake 
Prespa, Republic of Macedonia,” Journal of Environ-
mental Science and Health- Part B Pesticides, Food 
Contaminants, and Agricultural Wastes, Vol. 48, pp. 
548–558, 2013. [CrossRef]

[25] M. Pirsaheb, H. Hossini, F. Asadi, and H. Janjnai,“ 
A systematic review on organochlorine and organo-
phosphate pesticides content in water resources,” 
Toxin Reviews, Vol. 36, pp. 210–221, 2016.

[26] J. C. Brodeur, M. Sanchez, L. Castro, D. E. Rojas, 
D. Cristos, M. J. Damonte, M. Belén Poliserpi, M. 
F. D'Andrea, and A. E. Andriulo, “Accumulation of 
current-use pesticides, cholinesterase inhibition and 
reduced body condition in juvenile one-sided live-
bearer fish (Jenynsia multidentata) from the agri-
cultural Pampa region of Argentina,” Chemosphere, 
Vol. 185, pp. 36–46, 2017. [CrossRef]

[27] M. Houbraken, V. Habimana, D. Senaeve, E. 
López-Dávila, and P. Spanoghe “Multi-residue 
determination and ecological risk assessment 
of pesticides in the lakes of Rwanda,”Science of 
the Total Environment, Vol. 576, pp. 888–894, 
2017. [CrossRef]

https://doi.org/10.1155/2014/928063
https://doi.org/10.1016/S1532-0456(02)00219-3
https://doi.org/10.3390/ijerph8051402
https://doi.org/10.1016/S0303-7207(02)00010-2
https://doi.org/10.2741/2758
https://doi.org/10.1289/ehp.8423
https://doi.org/10.1111/j.1752-1688.1990.tb01346.x
https://doi.org/10.1007/978-94-017-2031-1_12
https://doi.org/10.1016/j.envint.2006.01.007
https://doi.org/10.1016/j.chemosphere.2005.04.112
https://doi.org/10.3750/AIP2011.42.1.05
https://doi.org/10.1007/s10661-015-4273-4
https://doi.org/10.1093/jaoac/93.2.355
https://doi.org/10.1248/cpb.45.737
https://doi.org/10.1016/j.chemosphere.2013.02.054
https://doi.org/10.1080/03601234.2013.774879
https://doi.org/10.1016/j.chemosphere.2017.06.129
https://doi.org/10.1016/j.scitotenv.2016.10.127


Environ Res Tec, Vol. 7, Issue. 3, pp. 303–312, September 2024310

[28] P. Kaczyński, B Łozowicka, M. Perkowski, and J. 
Rusilowska, “Multiclass pesticide residue analysis 
in fish muscle and liver on one-step extraction – 
cleanup strategy coupled with liquid chromatog-
raphy tandem mass spectrometry,” Ecotoxicology 
and Environmental Safety, Vol. 138, pp. 179–189, 
2017. [CrossRef]

[29] W. Tang, D. Wang, J. Wang, Z. Wu, L. Li, M. Huang, 
S. Xu, and D. Yan “Pyrethroid pesticide residues 
in the global environment: an overview,” Chemo-
sphere, Vol. 191, pp. 990–1007, 2018. [CrossRef]

[30] A. Deknock, N. D. Troyer, M. Houbraken, L. Domin-
guez-Granda, I. Nolivos, W. Van Echelpoel, M. A. 
Eurie Forio, P. Spanoghe, P. Goethals, “Distribution 
of agricultural pesticides in the freshwater environ-
ment of the Guayas river basin (Ecuador),” Science 
of the Total Environment, Vol. 646, pp. 996–1008, 
2019. [CrossRef]

[31]  M. Kapsi, C. Tsoutsi, A. Paschalidou, and T. Alban-
is, “Environmental monitoring and risk assessment 
of pesticide residues in surface waters of the Louros 
River (N.W. Greece),” Science of the Total Environ-
ment, Vol. 650, pp. 2188–2198, 2019. [CrossRef]

[32] A. M. Taiwo, “A review of environmental and 
health effects of organochlorine pesticide residues 
in Africa,” Chemosphere, Vol. 220, pp. 1126–1140, 
2019. [CrossRef]

[33] C. Olisah, O. O. Okoh, and A. I. Okoh, “Occurrence 
of organochlorine pesticide residues in biological and 
environmental matrices in Africa: a two decade re-
view,” Heliyon, Vol. 6, Article e03518, 2020. [CrossRef]

[34] R. Mondal, A. Mukherjee, S. Biswas, and R. K. Kole, 
“GC-MS/MS determination and ecological risk 
assessment of pesticides in aquatic system: a case 
study in Hooghly River basin in West Bengal, India,” 
Chemosphere, Vol. 206, pp. 217–230, 2018. [CrossRef]

[35] S. Wang, B. Xiang, and Q, Tang, “Trace determi-
nation of dichlorvos in environmental samples 
by room temperature ionic liquid-based disper-
sive liquid-phase microextraction combined with 
HPLC,” Journal of Chromatographic Science, pp. 
1–7, 2012. [CrossRef]

[36] WHO-FAO. Codex Alimentarius: International 
Food Standards. World Health Organization and 
Food and Agriculture Organization of the Unit-
ed Nations. 2016. Available: http://www.fao.org/
fao-who-codexalimentarius/standards/pestres/pes-
ticides/en/ Accessed on Apr 19, 2024.

[37] T. E. Horsberg, T. Høy, and I. Nafstad, “Organophos-
phate poisoning of Atlantic salmon in connection 
with treatment against salmon lice,” Acta Veterinaria 
Scandinavica, Vol. 30, pp. 385–390, 1989. [CrossRef]

[38] S. R. Amaraneni, and R. R. Pillala,“Concentrations 
of pesticide residues in tissues of fish from Kolleru 
Lake in India,” Environmental Toxicology, Vol. 16, 
pp. 550–556, 2001. [CrossRef]

[39] F. Maurano, M. Guida, G. Melluso, and G. Sansone, 
“Accumulation of pesticide residues in fishes and sed-
iments in the river Sele (South Italy),” Journal of Pre-
ventive Medicine and Hygiene, Vol. 38, pp. 3–4, 1997.

[40] A. W. Abu-Qare, and M. B. Abou-Donia, “Simul-
taneous determination of malathion, permethrin, 
DEET (N N-diethyl-m-toluamide), and their me-
tabolites in rat plasma and urine using high per-
formance liquid chromatography,” Journal of Phar-
maceutical and Biomedical Analysis, Vol. 26, pp. 
291–299, 2001. [CrossRef]

[41] C. Ensibi, D. Hernández-Moreno, M. P. Míguez 
Santiyán, M. N. Daly Yahya, F. S. Rodríguez, and 
M. Pérez-López,“Effects of carbofuran and deltame-
thrin on acetylcholinesterase activity in brain and 
muscles of common carp,” Environmental Toxicol-
ogy, Vol. 29, pp. 386–393, 2012. [CrossRef]

[42] Z.Vryzas, C.Alexoudis, G.Vassiliou, K. Galanis, and 
E. Papadopoulou-Mourkidou, “Determination and 
aquatic risk assessment of pesticide residues in ri-
parian drainage canals in Northeastern Greece,” Ec-
otoxicology and Environmental Safety, Vol. 74, pp. 
174–181, 2011. [CrossRef]

[43] S. Mahboob, F. Niazi, K. Al Ghanim, S. Sultana, F. 
Al-Misned, and Z. Ahmed, “Health risks associated 
with pesticide residues in water, sediments and the 
muscle tissues of Catlacatla at Head Balloki on the 
River Ravi,” Environmental and Monitoring Assess-
ment, Vol. 187, Article 81, 2015. [CrossRef]

[44] M. Sapana Devi, and A. Gupta, “Sublethal toxicity of 
commercial formulations of deltamethrin and per-
methrin on selected biochemical constituents and 
enzyme activities in liver and muscle tissues of Ana-
bas testudineus,” Pesticide Biochemistry and Physi-
ology, Vol. 115, pp. 48–52, 2014. [CrossRef]

[45] T. A. Saqib, S. N. Naqvi, P. A. Siddiqui, and M. A. 
Azmi, “Detection of pesticide residues in muscles, 
liver and fat of 3 species of Labeo found in Kalri and 
Haleji Lakes,” Journal of Environmental Biology, 
Vol. 26, pp. 433–438, 2005.

https://doi.org/10.1016/j.ecoenv.2016.12.040
https://doi.org/10.1016/j.chemosphere.2017.10.115
https://doi.org/10.1016/j.scitotenv.2018.07.185
https://doi.org/10.1016/j.scitotenv.2018.09.185
https://doi.org/10.1016/j.chemosphere.2019.01.001
https://doi.org/10.1016/j.heliyon.2020.e03518
https://doi.org/10.1016/j.chemosphere.2018.04.168
https://doi.org/10.1093/chromsci/bms058
https://doi.org/10.1186/BF03548014
https://doi.org/10.1002/tox.10016
https://doi.org/10.1016/S0731-7085(01)00407-1
https://doi.org/10.1002/tox.21765
https://doi.org/10.1016/j.ecoenv.2010.04.011
https://doi.org/10.1007/s10661-015-4285-0
https://doi.org/10.1016/j.pestbp.2014.08.004


Environ Res Tec, Vol. 7, Issue. 3, pp. 303–312, September 2024 311

APPENDICES

Appendix 1. Standard calibration curves and chromatogram of dichlorvos.

Appendix 2. Standard calibration curves and chromatogram of malathion.
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ABSTRACT

In this study, selective precipitation using magnesium oxide (MgO) and bio-sorption with 
banana peels (BPs) were explored for the treatment and valorization of acid mine drainage 
(AMD). The treatment chain comprised two distinct stages of which selective precipitation 
of chemical species using MgO (step1) and polishing of pre-treated AMD using BPs (step 
2). In stage 1, 2.0 L of AMD from coal mine was used for selective precipitation and recovery 
of chemical species using MgO. The results revealed that chemical species of concern were 
precipitated and recovered at different pH gradients with Fe(III) precipitated at pH ≤4, Al at 
pH ≥4–5, Fe(II), Mn and Zn at pH ≥8 while Ca and SO4

2- were precipitated throughout the 
pH range. In stage 2, the pre-treated AMD water was polished using BPs. The results revealed 
an overall increase of pH from 1.7 to 10, and substantial removal of chemical species in the 
following removal efficiency: Al, Cu and Zn (100% each), ≥Fe and Mn (99.99% each), ≥Ni 
(99.93%), and ≥SO4

2- (90%). The chemical treatment step removed pollutants partially, where-
as the bio-sorption step acted as a polishing stage by removing residual pollutants.

Cite this article as: Nguegang B, Ambushe AA. The treatment of acid mine drainage (AMD) 
using a combination of selective precipitation and bio-sorption techniques: A hybrid and step-
wise approach for AMD valorization and environmental pollution control. Environ Res Tec 
2024;7(3)313–334.

INTRODUCTION

Acid mine drainage (AMD) is mine acidic by-product, 
containing elevated concentrations of metals and sulphate 
ions (SO4

2–) and generated by active and abandoned mines, 
mostly coal and gold mines [1, 2]. Specifically, AMD is 
formed following the oxidation of sulphide bearing mate-
rials such as pyrite (FeS2), arsenopyrite (FeAsS) and mar-
casite in contact with water [3]. Pyrite (FeS2) is at the fore-
front of AMD formation process while the contribution of 
other sulphide bearing materials is negligible. As such, the 
AMD formation process can be summarized as illustrated 
in equation (1), (2) and (3).

2FeS2+2H2O+7O2 → 2Fe2++4SO4
2-+4H+ (1)

The oxidation of FeS2 in the presence of water and oxygen 
leads to the formation of SO4

2–, ferrous ion [Fe(II)], and hy-
drogen ion (H+) equation (1). Once formed, Fe(II) is con-
tinuously oxidized to form ferric ion [Fe(III)] as illustrated 
in equation (2).

4Fe2++O2+4H+→4Fe3++2H2O (2)

The Fe(III) produced after equation (2) can later oxidize 
FeS2 to generate more Fe(II) and more H+ as shown in equa-
tion (3).

FeS2+8H2O+14Fe3+→15Fe2++2SO4
2-+16H+ (3)
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The above-described chemical reactions occur spontaneous-
ly or can be merely mediated or stimulated by microorgan-
isms (sulphate and iron oxidizing bacteria) with the net effect 
to produce more H+ thereby increasing the acidity of the final 
product water [4]. Once formed, AMD becomes a matter of 
great environmental and human health concern and specif-
ically in countries with intensive mining industry due to the 
presence of toxic chemical species that include metalloids 
such as arsenic (As), radionuclide such as uranium (U) and 
potentially toxic elements (PTEs) [5]. To be more precise, 
AMD is characterised by low pH (≤4.5), high concentration 
of major metals (Al, Fe, and Mn), very high concentration 
of SO4

2–, low concentration of Cu, Ni, Zn and Pb and trace 
content of alkali earth metals such as Ca and Mg [6, 7]. This 
acidic water has the ability to cause undesirable eco-toxico-
logical effects on different environmental compartments and 
severe human health effects, which include skin irritation, 
kidney damage, and neurological diseases amongst others [5, 
8]. Due to its higher content of valuable natural resources, its 
eco-toxicological and human health effects, mining house, 
government, non-governmental organization (NGO) and 
scientific communities are constantly exploring long-term 
and sustainable solution for the management, treatment, and 
valorisation of AMD. In addition, regulatory body required 
AMD to be treated and all pollutants reduced to acceptable 
level prior to its release into different environmental com-
partments; thus, implying an emergency action to be taken 
to effectively manage this unpleasant mine wastewater.
In line with that, preventive techniques such as drainage 
channels and limestone backfill around the mine site to hin-
der the AMD formation have been explored [9–11]. In addi-
tion to AMD formation prevention, various treatment tech-
nologies have been developed and are currently applied for 
the treatment of already generated AMD. They include ac-
tive methods such as neutralization [12, 13], passive meth-
ods such as constructed wetland [2, 14–16], limestone bed 
[17–20], phytoremediation [21–23], hybrid and integrated 
technologies [24–26]. However, literature reports indicated 
some drawbacks associated with the above-mentioned treat-
ment technologies; thus, limiting their application for effec-
tive treatment and valorisation of AMD. For instance, active 
technologies release highly polluted toxic sludge containing 
metals and other chemical species, which can be recovered 
using specific techniques. Passive methods are ineffective to 
treat highly acidic AMD water while hybrid and integrated 
technologies are fragile and require high capital cost [27]. 
Based on that, studies are been oriented on the treatment 
and valorisation of acid mine water and it is mostly accom-
plished by increasing the pH to desired level, collect and val-
orise sludge by recovering valuable minerals using various 
techniques including precipitation (neutralization) [1, 28], 
adsorption [29], ion-exchange [30], membrane technology 
[31], desalination [32] and bio-sorption [33].
However, valuable minerals recovery from AMD is com-
plex at industrial level due to various drawbacks associated 
with each technique. For instance, membrane technology 
has the problem of membrane fouling, brine generation 
and high capital cost. Adsorption and ion-exchange are 

ineffective to treat very acidic AMD water and are easily 
saturated. Desalination is not sustainable due to high cap-
ital and operational cost and the production of salt with 
impurities. Among those techniques, precipitation appears 
to be the most promising technology due to its ability to 
handle gigantic volume of AMD with very little dosage of 
alkaline chemicals, and the possibility to adjust it in step-
wise fashion or selective precipitation to precipitate and re-
cover chemical species at different pH gradients [1, 34]. On 
the other hand, bio-sorption is a physicochemical process 
that utilises the mechanism of absorption, adsorption, ion 
exchange and surface complexation to remove pollutants 
from aqueous solution [35, 36]. Furthermore, bio-sorption 
using agricultural by-products is cost effective, does not 
generate sludge and bio-adsorbent are readily available. 
Amongst the agricultural by-products, banana peels (BPs) 
is most suitable to remove chemical species (metals and sul-
phate) since its biomass contain functional group like car-
boxyl, hydroxyl and amine, which play a vital role for bind-
ing and remove pollutants from aqueous solution [37, 38]. 

As such, there is dire need to come up with innovative 
technologies that will exhibit the viability and feasibili-
ty of integrating fractional or sequential precipitation and 
bio-sorption for the treatment and valorisation of AMD and 
agricultural by-products in a circular economy approach 
(CEA) concept. Various techniques including electro reac-
tions [39] and bio-electrochemical system [40] have been 
applied to recover valuable minerals from AMD while alka-
line materials such as Ca(OH)2 and Na2S [41], hydrated lime, 
soda ash and caustic soda [34], Na2SO4 [42], and MgCO3 [1] 
have also been used to precipitate and recover valuables min-
erals from AMD. From literature, magnesium oxide (MgO) 
has high neutralisation capacity with optimum pH achiev-
able of 9.5 and it has been successfully investigated for the 
active treatment of real AMD water [43–45], while BPs is ef-
fective bio-sorbent for chemical species removal in acid mine 
water, however, with limited efficiency in very acidic mine 
water [46, 47]. Owing to their disadvantages, which include 
the incapacity of MgO to increase the pH of AMD water 
above 9.5, and poor efficiency of BPs for concentrated acidic 
mine water, this complementary approach is being proposed 
to eliminate the drawbacks of each system to ensure the ef-
fective treatment and valorisation of AMD in order to con-
trol environmental pollution associated with both mining 
and agricultural activities. To the best of authors knowledge, 
the integration of fractional or sequential precipitation with 
MgO and bio-sorption using BPs has not been investigated 
for the treatment and valorization of AMD. Therefore, this 
is the first study in design and execution to explore the use 
of selective precipitation with MgO and bio-sorption with 
BPs for the treatment and valorization of real AMD. The pro-
posed technique is cost effective, efficient, environmentally 
friendly and will open the route to introduce 4R (Recovery, 
reuse, recycle and repurpose) technology to valorize agricul-
tural by-products, turn mining influenced water or AMD 
into beneficial products thereby controlling environmental 
pollution and reduce human health risks associated with ex-
posure to contaminated waste.
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MATERIALS AND METHODS

Reagents Acquisition and Standards Solution Preparation
Analytical grade and commercially produced MgO (99.99%) 
was purchased from Merck, South Africa while multi-ele-
ment standard solution was purchased from Sigma-Aldrich, 
st Louis, Mo, USA). The calibration standard solutions were 
prepared using 100 mg/L multi-element (Sigma-Aldrich, st 
Louis, Mo, USA) for metals analysis while a sulphate standard 
solution (HACH, USA) of 1000 mg/L was used to prepare the 
calibration standards for SO4

2– analysis. Ultrapure deionized 
water from a MilliQ Direct 8 water purifier system (Millipore 
S.A.S Molshein, France) with resistivity of 18.1 MΩ/cm at 25 
°C was used for the preparation of all standard solutions.

Raw AMD Collection and Bio-sorbents (BPs) Acquisition
Raw AMD used in this study was collected from the dis-
charge point of a coal mine in Limpopo province, South Af-
rica. Acid mine water was collected using 5 L polyethylene 
container to prevent further oxidation and precipitation 
of metals. To obtain BPs which were used as bio-sorbent, 
ripe banana was purchased from a recognized franchised 
grocery store (Food Lover’s Market), Johannesburg, South 
Africa. Once in the university laboratory, BPs were separat-
ed from banana, cut into small pieces, and cleaned using 
ultra-pure water to remove dirt, dried using an oven dryer 
and grinded to obtain a particle size of less than 100 µm. 

Treatment and Valorization of Real AMD Water
This section is divided in 2 parts of which step 1 consists of 
selective precipitation and recovery of chemical species from 
real AMD, while step 2 focuses on the use of bio-sorbent 
(BPs) to polish the product water by bio-sorption technique.

Selective Precipitation and Chemical Species Recovery 
Approach
To assess the effects of MgO on chemical species precipita-
tion, an initial quantity of MgO and AMD were mixed in 
the ratio of 1:2000 (1 g/2000 mL or w/v ratio) and stirred 
at 800 rpm. The pH of the solution was gradually raised in 
stepwise fashion by cautiously increasing the MgO dosage 
and stirred at 800 rpm using an overhead stirrer to reach the 
desired pH (pH 4, pH 6, pH 8 and pH 9.5). At each desired 
pH, the solution was allowed to stand for 3 h followed by the 
decantation of supernatant water and the recovery of sludge 
following the method of Masindi et al. [1]. The supernatant 
water siphoned at each pH level was used for the next step of 
the precipitation process to reach the next desired pH, how-
ever with the increasing of MgO dosage, if after stirring for 
60 min, the desired pH gradients was not reached. The pH 
of the solution was monitored using a pH meter. The differ-
ent pH intervals for chemical species precipitation were pH 
(1.7–4), pH (4–6), pH (6–8) and pH (8–9.5) and at pH (4, 6, 
8 and 9.5), processed AMD water samples were collected for 
chemical species analysis while sludge materials were recov-
ered for different characterization studies. The experiment 
was optimized using one-factor-a-time (OFAAT) approach 
whereby the effects of precipitator (MgO) was duly explored.

Bio-sorption Technique Using Banana Peels
Bio-sorption is a process of binding ions from aqueous 
solution in contact with functional group that are present 
on the surface of biomass [48]. To polish the product water 
using BPs, two parameters (contact time and bio-sorbent 
dosage) were investigated. To assess the effect of contact 
time, product water reclaimed at pH 9.5 was mixed with 
BPs at the ratio 1:100 mL (w/v or 1 g/100 mL). The mix-
ture was stirred at 800 rpm and the effect of contact time 
was observed for 10, 30, 60, 90, 120, 150, 180, 210, 240 and 
300 min. The mixture was then allowed to stand for 3 h 
followed by the recovery of supernatant water and filtration 
using 0.22 µm pore size nylon syringe filter membrane pri-
or to analysis for chemical species concentration, while raw 
and AMD reacted BPs were characterized using different 
characterization techniques. To assess the effect of bio-sor-
bent dosage, an amount of 0.1, 0.25, 0.5, 0.75, 1, 1.25 and 
1.5 g was added into separate beakers containing 100 mL of 
pre-treated AMD each. The mixture was stirred at 800 rpm 
at the optimum contact time of 300 min after which the 
solution was allowed to stand for 3 h followed by filtration 
using 0.22 µm pore size nylon syringe filter membrane and 
then analyzed for chemical species contents. The effect of 
pH was not evaluated since the quest was to mimic the sys-
tem near real environmental conditions, and this comprise 
testing the system under ambient temperature and pH in 
order to understand the robustness of the system in a real 
environment where pH will not be evaluated or adjusted. 
Schematic representation of the hybrid and stepwise ap-
proach is shown in Figure 1.

Samples Preparation and Analysis
Raw AMD and treated water samples recovered at different 
pH levels during selective precipitation process and after 
bio-sorption technique were filtered using a 0.22 µm pore 
size nylon syringe filter membrane to remove particles and 
avoid absorption of metals [49], followed by the measure-
ment of pH, EC and TDS. The water samples were then 
divided into two sub-samples of which sub-sample 1 was 
preserved by adding two drops of 65% nitric acid (HNO3) 
to avoid ageing and immediate precipitation of metals and 
kept at 4 °C until analysis for metals concentration using 
inductively coupled plasma optical-emission spectrometry 
(ICP-OES), 5110 ICP-OES vertical dual view, (Agilent tech-
nologies, Australia). Sub-sample 2 was left non-acidified 
and analyzed for SO4

2– concentration using ion chromatog-
raphy (IC) (850 professional IC Metrohm, Herisau, Switzer-
land). The two sub samples were analyzed following stan-
dard methods as stipulated by the American Public Health 
Association [50]. Sludge collected at different pH gradients 
were purified by drying at 125 °C for 24 H using dryer oven 
(Labotec Ltd, South Africa) while a grinder (Kambrook AS-
PIRE, South Africa) was used to mill the dried BPs to pow-
der. After purification, 1 g of processed MgO was digested in 
a mixture of 6 mL of 37% hydrochloric acid (HCL) and 2 mL 
of 65% nitric acid (HNO3) using microwave digestion sys-
tem (Anto Paar Strasse, Austria) as described by Uddin et al. 
[51], while the rest of purified sludge was used for different 
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characterization studies. The digested samples were filtered 
using 0.22 µm pore size nylon syringe filter membrane fol-
lowed by analysis for chemical species concentration.

Characterization Studies
Characterization studies were performed using different ana-
lytical and state-of-art characterization techniques. To be pre-
cise, morphological structures of pure, processed MgO, pure 
and BPs after treatment were determined using high resolution 
scanning electron microscopy energy dispersive x-ray spec-
troscopy (HR-SEM-EDS) (TESCAN VEGA 3 LMH Brno-ko-
houtovice, Czech Republic) coupled to an EDS (Oxford Instru-
ments, Buckinghamshire, UK). The crystallographic structure 
and mineralogical composition were ascertained using pow-
der X-ray diffraction (p-XRD) (Philips PW 1710, Netherlands) 
while different functional group were determined by Fourier 
transform infrared (FTIR) spectroscopy (Shimadzu, Kyoto, Ja-
pan) in the wavelength range between 500 and 4500 cm-1 and 
scanned at a resolution of 16 cm-1. A PerkinElmer STA 6000 
thermogravimetric analyser (TGA) (TA instruments, New 
Castle, USA) was used to determine the thermal stability of 
bio-sorbent and their fraction of components while a Malvern 
Zetasizer NANO-ZS ZEN3600 (Malvern panalytical, South 
Africa) was used to determine the particles in suspension on 
the surface of bio-sorbent.

Regeneration of Banana Peels
A regeneration study was conducted for the BPs by mixing 
0.5 g of bio-sorbent with a pre-treated AMD water collected 
at pH 9.5 with chemical species concentration as follows: Al 
(1.02 mg/L), Cu (0.01 mg/L), Fe (2.4 mg/L), Mn (1.03 mg/L), 
Ni (0.01 mg/L), Zn (0.09 mg/L) and SO4

2–. The mixture was 
stirred at 800 rpm for a contact time of 300 min after which 
the bio-sorbent was recovered by filtration while the aqueous 
solution (pre-treated AMD) was analyzed for quantification 

of chemical species concentration. The same procedure was 
repeated 5 times to evaluate the reusability of bio-sorbent.

Quality Control and Quality Assurance
A quality control (QC) and quality assurance (QA) process 
was implemented in this study to warrant the production 
of trustworthy results. The QC/QA process required all 
analysis to be conducted in triplicate and data reported as 
mean value and considered acceptable when the difference 
between triplicate samples was less than 5% while the limit 
of detection (LOD) and limit of quantification (LOQ) were 
determined using standard methods.

Limit of Detection and Limit of Quantification
To determine the LOD and LOQ, calibration curves with 
the following concentration of each element: 0.1, 0.3, 0.7, 1, 
1.3, 1.5, 2, 2.5, 3 and 3.5 were used. A reagent blanks were 
analyzed to calculate the LOD. A standard solution contain-
ing about 10 mg/L of each element was used to obtain the 
standard intensities signal and the LOD was then calculated 
following the methods as illustrated in Equation (4) [52]. 

 (4)

Where: 

σ is the standard deviation of the blank solution

S is the concentration of the standard (mg/L)

I is the signal intensity of the standard

β is the average intensity of the blank signal

V is the volume of the final volume of the sample (9 mL). 
The LOQ was then determined taking into account the fact that 
LOQ is approximatively 3.333 times the LOD equation (5) [37].

LOQ =LOD ×3.333 (5)

Figure 1. Schematic illustration of the hybrid system: selective precipitation and bio-sorption technique.
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Mathematical Modelling and Removal Efficiency
The efficiency of the hybrid approach (selective precipita-
tion and bio-sorption) for the treatment and valorization 
of acid mine water was duly investigated. The removal effi-
ciency (RE) was calculated for metals, EC, TDS and SO4

2– as 
demonstrated in equation (6) [14].

 (6)

Where Ci and Cf are the initial and final concentration of 
metals, respectively.

The pH increment was determined as illustrated in equa-
tion (7) [2].

I =pHf–pHi (7)
Where pHf is the final pH of the product water, pHi is the 
initial pH of AMD, while I is the increment of pH after se-
lective neutralization and bio-sorption.
The efficiency of selective precipitation using MgO and metals 
recovery was duly explored by determining the concentration 
of chemical species in sludge material and AMD water collect-
ed at each pH level followed by the calculation of the percent-
age of chemical species recovered at various stages of selective 
precipitation process as illustrated in equation (8) [53–57].

 (8)
Cp is the concentration of the chemical species in the sludge 
material
Mp is the mass of the sludge material
CAMD is the concentration of the chemical species in AMD 
water collected at each pH level
VAMD is the volume of AMD water at each pH gradients.

RESULTS AND DISCUSSION

Chemical Composition of Raw AMD
The chemical properties of AMD sample was determined 
using standard methods for water and wastewater [50] and 

the results were compared to the South African regulatory 
bodies and World Health Organization (WHO) guidelines 
for drinking water and environmental discharge as present-
ed in Table 1.
From Table 1, it follows that raw AMD collected was above 
national regulatory bodies, which include Department of 
Water and Sanitation (DWS) guidelines for drinking wa-
ter, Department of Environmental Affairs (DEA) guidelines 
for effluent discharge and WHO water quality guidelines 
and therefore not suitable to be discharged untreated into 
different environmental compartments. The chemical com-
position revealed low pH, high EC and TDS, elevated con-
centration of major ions (Al, Fe, Mn and SO4

2–) and low 
concentration of trace elements (Cu, Ni and Zn). The ele-
vated concentrations of Al, Fe and Mn indicate that these 
metals can be potentially recovered from AMD, while the 
recovery of trace metals (Cu, Ni and Zn) will be challenging 
due to their low concentrations. The elevated concentra-
tions of Fe and SO4

2– indicate that AMD used in this study 
was formed following the oxidation of FeS2 as reported in 
previous study [7].

Percentage of Chemical Species Recovered
The percentage of chemical species recovered using selec-
tive precipitation under pH control was determined and the 
results are presented in Figure 2.
The Figure 2 depicted that Fe, Al, Mn, Zn and gypsum (Ca-
SO4.2H2O) were the chemical species recovered through-
out the pH range (1.7–9.5). At pH (1.7–4) interval, Fe(III) 
was the most recovered chemical species, followed by Ca-
SO4.2H2O and Al. The recovery of Fe(III) at this pH inter-
val was expected since Fe(III) is mostly precipitated at pH 
(2.5–4) interval in the form of Fe-hydroxide and Fe-oxy-
hydrosulphates [1]. The small percentage of Al recovered 
at pH (1.7–4) interval may be credited to the presence of 
SO4

2– in AMD water. Typically, Al precipitates best at pH 
(4.5–7) [39]. However, the presence of SO4

2– slightly lowers 
the pH required for Al precipitation to less than 4 (pH ≤4) 

Table 1. Raw AMD quality as compared to regulatory requirement

Parameters Unit Raw AMD DWS guideline WHO guideline DEA guideline 
   for drinking for drinking for effluent 
   water quality water quality discharge

pH – 1.7 5–9.8 6.5–8.5 6–12

EC µS/cm 5000 150 ≤400 0–700

TDS mg/L 7380 1200 ≤600 2400

Al mg/L 160 ≤0.3 0–0.1 20

Cu mg/L 2.50 ≤0.3 0–0.1 20

Fe mg/L 6000 ≤0.3 0–0.3 50

Mn mg/L 40.7 ≤0.1 0–0.08 20

Ni mg/L 1.53 ≤0.7 0–0.07 10

Zn mg/L 8.00 ≤0.5 0.0.1 20

SO4
2– mg/L 12500 ≤500 ≤250 2400

AMD: Acid mine drainage; DWS: Department of Water and Sanitation; DEA: Department of Environmental Affairs.
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leading to the precipitation of minor quantity of Al at pH ≤4 
and the formation of gibbsite [Al(OH)3] or Al-hydroxide as 
reported by previous studies [40, 41]. The recovery of Ca-
SO4.2H2O at this pH interval and throughout the pH range 
may be attributed to the precipitation of Ca2+ and SO4

2–, 
which occurs at pH (2.5–11.5) interval [42, 43]. At pH (4–6) 
interval, Al and Fe were the most recovered chemical spe-
cies and the quantity of Fe(III) recovered at this pH inter-
val may be attributed to the continuous precipitation of Fe3+ 
from initial pH of 1.7 to 7.5 as reported by Seo et al. [34]. 
The recovery of high percentage of Al at this pH interval 
was expected since Al ion is mostly precipitated at pH ≥4.5, 
while the continuous recovery of gypsum may be attribut-
ed to the continuous precipitation of Ca2+ and SO4

2–, which 
start at pH ≥2.5. At pH (6–8) interval, a minor percentage 
of Al and Fe was recovered and this may be attributed to 
the continuous precipitation of Fe3+ and Al3+ from pH 2.5 
to pH of 7.5 and from pH ≥4, respectively [34]. The find-
ings in Figure 2, further revealed that a minor percentage 
of Mn was recovered at pH (6–8) interval and this may be 
attributed to the precipitation of Mn(II), which occurs at pH 
>7 to form Mn(II) hydroxide [Mn(OH)2] [58]. At pH (8–
9.5) interval, CaSO4.2H2O was the most recovered chemical 
species, while a moderate percentage of Mn in the form of 
Mn(OH)2 was recovered at this pH interval. The recovery 
of Mn(OH)2 may be attributed to the precipitation of Mn2+ 
while the high percentage of CaSO4.2H2O is attributed to 
the precipitation of Ca2+ and SO4

2–. Ideally, Mn2+ and Mn4+ 
are mostly precipitated at 8≥ pH ≤9.5 to form MnO2 and this 
may justify the percentage of Mn recovered at pH (8–9.5) 
interval. The recovery of a minor percentage of Fe may be 
attributed to the presence of ferrous ions under compound 
form, which precipitates at pH ≥8 to form ferrous hydroxide 
[Fe(OH)2] [59]. Overall, the chemical species recovered cor-
roborated well with the EDS results.

Effect of Selective Precipitation and Bio-sorption on 
Water Quality of AMD
Raw AMD was treated using a combination of selective pre-
cipitation and bio-sorption techniques. Metals were gradu-
ally precipitated in raw AMD water using MgO, while BPs 

were used to polish the product water by removing residual 
metals and SO4

2– and the variation of the water quality is 
reported in Table 2.

As reported in Table 2, there was a significant increase of 
pH and reduction of chemical species concentrations with 
gradual or selective precipitation and bio-sorption tech-
niques. Specifically, the selective precipitation and bio-sorp-
tion increased the pH from 1.7 to 10 corresponding to an 
increment of 8.3. The selective precipitation raised the pH 
from 1.7 to 9.5 which is the optimum pH level achievable 
using MgO while the bio-sorption by BPs bio-sorbent fur-
ther raised the pH from 9.5 to 10. During the selective pre-
cipitation process using MgO, the mixture of MgO with 
AMD water stimulated the consumption of H+ from AMD 
water leading to the reduction of acidity and increase in pH 
as result of hydroxyl group (-OH) by reaction with MgO 
[24, 60]. In fact, Once MgO is mixed with AMD, the reac-
tion between MgO and H2SO4 leads to the production of 
MgSO4 and water as illustrated in equation (9).

MgO+H2SO4→MgSO4+H2O (9)

The continuous dissolution of MgO in acidic medium lib-
erates magnesium ions (Mg2+) and hydroxide ions (OH–); 
thus, adding alkalinity in the solution and increasing of pH 
as shown in equation (10).

MgO+H+→Mg2++OH- (10)

The bio-sorption step using BPs at 1:100 ratio (1 g:100 mL) 
(w/v) for a maximum contact time of 300 min allowed the 
binding of residual ions from aqueous solution via the ad-
sorption mechanisms. In fact, BPs possesses various func-
tional groups including hydroxyl group (-OH), carbonyl 
(C=O), amine group (-NH) and unsaturated C=C group, 
which serve for binding ions from aqueous solution [61, 
62]. These functional groups have adsorbed and removed 
residual chemical species from pre-treated AMD leading 
to complete removal of Al, Cu and Zn, and significant re-
moval of other chemical species (Fe, Mn, Ni and SO4

2–). 
The removal of residual chemical species led to a slight 
increase of pH from 9.5 to 10. Overall, selective precipita-
tion using MgO contributed to 94% of pH increment while 

Figure 2. Recovery percentage of chemical species at four different pH intervals.
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bio-sorption using BPs contributed to 6% of pH increment. 
The selective precipitation or step-wise precipitation pro-
cess allows the pH to control the precipitation process and 
ensure the recovery of sludge rich in metals precipitated at 
different pH gradient as reported in the literature [1, 63]. 
The findings in Table 2 further revealed that pH 9.5 is the 
maximum pH level achievable using MgO for selective 
precipitation and neutralization. At the optimum pH level, 
chemical species were removed as follows: Fe (99.96%) > 
Cu (99.6%) > Al (99.36%) > Ni (99.34%) > Zn (99%) > Mn 
(97.47%) > SO4

2– (75%). The results were in line with pre-
vious studies [1, 28, 43], thereby confirming that selective 
precipitation using MgO is efficient to significantly attenu-
ate and recover chemical species in AMD. The bio-sorption 
step using BPs further rose the AMD pH from 9.5 to 10 
leading to more chemical species attenuation and at pH 10, 
the RE was very high (99.99%, 99.93%, 99.98% and 90%) 
for Fe, Ni, Mn and SO4

2–, respectively while Al, Cu and 
Zn were below the LOD of 0.001, 0.002 and 0.005 mg/L, 
respectively. Overall, the combination of selective precip-

itation and bio-sorption techniques allowed to precipitate 
different metals at different pH and reclaim water that meet 
the DEA guidelines for effluent discharge; however, should 
be further treated to reclaim drinking water standard since 
Fe and SO4

2– concentrations were above maximum permis-
sible levels (MPLs) as set by WHO and the DWS in the Re-
public of South Africa (RSA). This hybrid system can serve 
as the bottom line to implement CEA concept to control 
environmental pollution associated with mining activities 
and agricultural industry. 

In order to polish the product water obtained after selective 
precipitation technique, two parameters (effect of contact 
time and effect of adsorbent dosage) were evaluated. 

Effect of contact time on the adsorption of chemical 
species by BPs
The effect of contact time in the bio-sorption step was as-
sessed for chemical species of concern and the results are 
shown in Figure 3.

Table 2. Variation in AMD water quality as result of selective precipitation and bio-sorption

Parameters Raw AMD  Selective or fractional precipitation   Bio-sorption

Volume (mL) 2000  2000 1870 1800 1720 1640

pH 1.7 4 6 8 9.5 10

MgO (g) Nil 1 1.4 1.9 2.3 2.3 + 1g BPs

Al (mg/L) 160 141 2.30 1.79 1.02 <0.001

Cu (mg/L) 2.50 2.50 1.05 0.700 0.010 <0.002

Fe (mg/L) 6000 240 120 114 2.40 0.6

Mn (mg/L) 40.7 39.9 29.1 26.1 1.03 0.002

Ni (mg/L) 1.53 1.48 1.30 0.600 0.0100 0.001

Zn (mg/L) 8.00 7.72 3.21 2.30 0.0900 <0.005

SO4
2– (mg/L) 12500 8400 6840 5400 3130 1250

AMD: Acid mine drainage.

Figure 3. Effect of contact time on chemical species removal.
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As shown in Figure 3, the contact time had a positive effect 
on chemical species adsorption since the RE of all chem-
ical species increased as the contact time increased, how-
ever with different patterns. The significant increase in RE 
observed during the first 30 min may be attributed to the 
accessibility of active sites on the surface of bio-sorbent 
(BPs). However, the optimum contact differs for chemical 
species with 30 min being the optimum contact time for 
Mn, 60 min for Cu, Ni and Zn, 90 min for Al and 210 
min for Fe and SO4

2–. The difference in the optimum con-
tact time may be attributed to the competition between 
chemical species to occupy available active sites on the 
surface of the bio-sorbent (BPs). According to Drew and 
Andrea [64], the competition process firstly involves cat-
ions competing with hydrogen ion (H+) to bind to oxide 
or carboxyl site and on the other hand, involve anions and 
cations competing to bind amine group. The difference 
in the optimum contact time may also be credited to the 
initial content of chemical species in pre-treated AMD 
used in the bio-sorption step since chemical species (Al, 
Cu and Zn) with very low concentration were completely 
adsorbed, Mn and Ni were nearly complete adsorption, 
while Fe and SO4

2– were partially adsorbed. The com-
plete adsorption of Al, Cu and Zn may be attributed to 
their very low concentrations after selective precipitation. 
However, the complete adsorption did not apply to Mn 
and Ni and this may be the result of competition process 
[64]. The partial adsorption of Fe and SO4

2– may be at-
tributed to the threshold limit of contact time or satura-
tion of active sites after which the prolonged contact does 
not have any effect in adsorption capacity of bio-sorbent 
(BPs) and this can be due to slow diffusion of solute into 
the interior of bio-sorbent [65, 66]. The partial adsorption 
of Fe and SO4

2– may also be credited to the saturation of 
active sites on the surface of bio-sorbent since after 210 
min, the prolonged contact does not have any effect on 
the adsorption of Fe and SO4

2– thereby confirming the re-
sults obtained in previous studies [67, 68].

Effect of BPs Dosage on the Removal of Chemical Species
The bio-sorbent dosage was investigated for the pre-treated 
AMD water reclaimed at pH 9.5. The dosage of BPs was 
varied in the following order: 0.1, 0.25, 0.5, 0.75, 1, 1.25 and 
1.5 g and the results are shown in Figure 4.

The Figure 4 clearly depicted that the increase of bio-sor-
bent dosage led to an increase of RE and this can be cred-
ited to the large number of active sites resulting from the 
increase of bio-sorbent dosage, which provide large sur-
face areas to adsorb chemical species [69]. The increase of 
active sites is the result of number of oxygen bearing func-
tional groups including alcohols, carboxylic acids and es-
ters as revealed by FTIR spectroscopy analysis of BPs. The 
Figure 4 further indicates that all chemical species were 
gradually adsorbed, and the saturation was reached with 
0.75 g of bio-sorbent dosage, however at different RE in 
the following order: Fe (85%) > Zn (81%) > Mn (70%) 
> Al (66%) > Cu (65%) > Ni (62%) > SO4

2– (59%). The 
variation in RE may be attributed to many factors, which 
include initial chemical species concentration, metals af-
finity to bio-sorbent, competing or co-existing ions and 
speed of agitation [70, 71]. The highest RE of Fe may be at-
tributed to the facility of positively-charged metal to bind 
with an electron-rich hydroxyl group thereby confirming 
previous studies [72]. Overall, the effects of bio-sorbent 
dosage revealed two phases: phase 1 which is illustrated 
by a significant increase of RE from 0.1 g to 0.75 g and 
phase 2 which is illustrated by a constant RE from 0.75 
g to 1.5 g and this can be credited to the availability of 
active sites during the phase 1 and the saturation of ac-
tive sites during the phase 2 and the continuous addition 
of bio-sorbent does not have any effect on bio-sorbent 
capacity to adsorb chemical species. These results are in 
line with reports from previous studies [47]. This study 
proved that BPs have a great potential in chemical species 
removal and can be further investigated for polishing of 
pre-treated AMD.

Figure 4. Effect of bio-sorbent (BPs) dosage on chemical species removal.
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Removal Efficiency of the Hybrid System (Selective 
Precipitation and Bio-sorption) on AMD Quality 
Improvement
The RE of the hybrid system (selective precipitation and 
bio-sorption) was gradually evaluated and the results are 
shown in Figure 5.

Figure 5 clearly portrayed that the RE increased gradually 
as results of selective precipitation and bio-sorption tech-
niques. This allowed to raise the pH from 1.7 to 10, com-
plete removal of Al, Cu and Zn and other chemical species 
as follows: Fe (99.99%) = Mn (99.99%) > Ni (99.93%) > 
EC (95%) > SO4

2– (90%) > TDS (86%) proving that metals 
can be recovered, and possible drinking water standard re-
claimed using a combination of selective precipitation and 
bio-sorption techniques. In particular, the selective precip-
itation using MgO allowed to precipitate metals at different 
pH gradients, rose the pH from 1.7 to 9.5. The increase of 
pH may be credited to the dissolution of MgO in the pres-
ence of water to liberate Mg2+ ion and hydroxide ion (OH–), 
which react to form magnesium hydroxide [Mg(OH)2] as 
illustrated in the following equation (11) and (12).

MgO+H2O→2OH-+Mg2+ (11)

Mg2++2OH-→Mg(OH)2 (12)

The reactions add alkalinity in AMD thereby leading to pH 
increase, metals precipitation at different pH gradient and 
possible recovery. Selective precipitation reduced the con-
centration of chemical species with RE as follows: Cu (99.7%) 
> Fe (99.96%) > Al (99.36%) > Ni (99.34%) > Zn (99%) > Mn 
(97.47%) > SO4

2– (75%), while the bio-sorption technique 
further increased the pH from 9.5 to 10 and accounted for 
a minor fraction of chemical species removal with RE in the 
following order: SO4

2– (15%) > TDS (8%) > EC (5%) > Mn 
(2.53%) > Zn (1%) > Ni (0.66%) > Al (0.64%) > Cu (0.4%) > 
Fe (0.03%). The adsorption of chemical species using BPs led 
to more reduction of metals in aqueous solution and conse-
quently reduction of H+ resulting to slight pH increase from 
9.5 to 10. However, Fe, Mn, Ni, EC, SO4

2– and TDS were not 
completely removed after treatment of mine water using se-

lective precipitation and bio-sorption technique and the per-
centage of not removed were 0.01%, 0.01%, 0.07%, 5%, 10% 
and 14% for Fe, Mn, Ni, EC, SO4

2– and TDS, respectively. 
This combination of selective precipitation and bio-sorption 
techniques yielded the best result for AMD treatment and 
valorization. Overall, the chemical treatment step contrib-
uted close to 97% of overall pollutants removal, while the 
bio-sorption step contributed only to 3% of overall chemical 
species attenuation; thus, designating it as a polishing stage.

Overall Water Quality
Chemical properties of AMD before and after treatment 
using a combination of selective precipitation with MgO 
and bio-sorption using BPs were compared with guideline 
values for drinking water and effluent discharge as set by 
regulatory bodies and the results are presented in Table 3. 

The parameters of concern were pH, TDS, EC and metals 
(Al, Cu, Fe, Mn, Ni, Zn) and sulphate ions. After the treat-
ment using the hybrid technology, the pH of raw AMD rose 
from 1.7 to 10 leading to mostly complete removal of all 
metals of concerns except Fe and significant reduction of 
SO4

2–, EC and TDS. The findings corroborated with previ-
ous studies as revealed in the literature for both chemical 
treatment and biological treatment. In fact, selective pre-
cipitation allowed to significantly reduce metals and SO4

2– 
concentration, which can further be recovered [1, 43], 
while the biological treatment using BPs served as polishing 
step to remove residual chemical pollutants [47, 73]. The 
values of all chemical parameters of concern were within 
the DEA guidelines standard for effluent discharge. Howev-
er, drinking water standard as set by WHO and the DWS in 
the republic of South Africa could not be directly reclaimed 
using this hybrid technology due to the high concentration 
of SO4

2– (1250 mg/L) and Fe (0.6 mg/L) in final product 
water which are slightly above the MPLs of 500 mg/L and 
0.1 mg/L for SO4

2– and Fe, respectively. Nevertheless, the 
finding of this study revealed that valuable minerals (Al, Fe, 
Mn, and gypsum) could be recovered from AMD using se-
lective precipitation due to their high concentrations in raw 

Figure 5. Variation in the percentage removal of chemical species as function of selective precipitation and bio-sorption.
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AMD water. However, Cu, Ni and Zn cannot be recovered 
due to the very low (trace) concentrations in raw AMD and 
as such, economically insignificant.

Characterization of the Solid Samples
In this section, the results of mineralogical composition, 
chemical composition, elemental spectra, functional group 
of raw MgO and sludge materials recovered at each pH in-
terval raw and AMD treated with BPs as well as the mass 
change in BPs samples are discussed.

Morphological Properties of Raw MgO, Sludge and 
Banana Peels

Morphology Property of MgO and Sludge
Scanning electron microscopy analysis was performed to 
determine the morphological properties of pure MgO and 

sludge materials recovered at each pH interval and the re-
sults are shown in Figure 6a–e.

The SEM image of raw MgO (Fig. 6a) revealed flower-like 
and shaped particles of two different size on the surface in-
dicating that the material is heterogeneous in nature and 
characterized by two different elements proving that this 
material is MgO as revealed by EDS results. The finding 
is in line with what have been reported in literature [74]. 
Figure 6b, which represents SEM image of sludge materi-
al collected at pH 4 showed sheet-like structure across the 
surface indicating that the material is heterogeneous. The 
sheet-like structure may be attributed to iron hydroxide 
[Fe(OH)3] formed as results of Fe(III) precipitation. Simi-
lar results were obtained in previous studies [1, 43] proving 
that Fe(III) was effectively precipitated at pH ≤4 to form 
Fe(OH)3 and Fe-oxyhydrosulphates. At pH 4 (Fig. 6c), the 

Figure 6. Morphological properties of 
pure MgO and sludge materials recov-
ered at different pH gradients.

Table 3. Concentration of chemical species in AMD water before and after treatment compared to DEA, DWS and WHO

Parameters Raw Treated Removal DWS guidelines WHO guidelines DEA guidelines 
of concern AMD AMD efficiency (%) for drinking water for drinking water for effluent discharge

pH 1.7 10 8.3 (increment) 5.5–9.7 6.5–8.5 6–12

EC (µS/cm) 5000 50 95 170 <400 700

TDS (mg/L) 7380 1030 86 2400 <600 1200

Al (mg/L) 160 <0.001 100 0–0.3 0–0.1 20

Cu (mg/L) 2.50 <0.002 100 0.1 0.1 20

Fe (mg/L) 6000 0.6 99.99 0–0.1 0–0.03 50

Mn (mg/L) 40.7 0.002 99.99 0–0.05 0–0.08 20

Ni (mg/L) 1.53 0.001 99.93 0–0.07 0–0.07 10

Zn (mg/L) 8.16 <0.005 100 0–0.05 0–0.1 20

SO4
2– (mg/L) 12500 1250 90 0–500 0–250 2400

AMD: Acid mine drainage; DWS: Department of Water and Sanitation; WHO: World Health Organization; DEA: Department of Environmental Affairs.
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SEM images of sludge materials showed a sort of foliage like 
and unshaped structures assembled to give the whole mate-
rials an irregular structures and may indicate the presence 
of Al(OH)3 in elevated concentration and minor concentra-
tion of Fe(OH)2. This is a prove that Al were effectively pre-
cipitated from pH ≥4.5 [75]. The result corroborated with 
reports from previous studies [41]. At pH 8 (Fig. 6d), the 
SEM image of sludge materials showed an assemblage of 
cylindrical form clustered together to form a homogeneous 
structure across the whole surface. This is an indication of 
many chemical species precipitated including Cu which is 
precipitated at pH >6 [56, 57] and Ca2+ and SO4

2– which 
are precipitated throughout the pH (2.5–9.5) range to form 
CaSO4.2H2O. At pH 9.5 (Fig. 6e), the SEM images of sludge 
materials collected showed a heterogeneous structure 
across the whole surface with large smooth surface, which 
may be attributed to the formation of Mn(OH)2 followed 
the precipitation of Mn(II) and Mn(IV) suggesting that 
major chemical species susceptible to be recovered at pH 
(8–9.5) is Mn since it is precipitated at the pH 8–9.5 in-
terval [76]. The presence of bright materials on the surface 
may represent silicon as confirmed by EDS results while the 
presence of round shapes may represent the formation of 
Fe(OH)2 following the precipitation of Fe(II).

Morphological Properties of Banana Peels
The SEM analysis of raw and AMD treated with BPs were 
performed, and the results are shown in Figure 7a, b.
The SEM micrograph of raw BPs and AMD treated with BPs 
showed different structure with raw BPs showing a smooth 
surface and various pores with fibers stacked together (Fig. 
7a). This may be attributed to the presence of lignin, pectin 
and other bioactive compounds including phenolic, carot-
enoids, biogenic, amines and phytosterols [46]. After con-
tact with AMD, the surface of BPs became less smooth with 
cave pores filled with a mass, which may represent residual 
chemical species adsorbed from AMD. The findings of this 
study confirmed what was reported in literature by other 
researchers when using BPs for metals removal in aqueous 
solution [77]. Overall, the SEM image of BPs results re-
vealed that BPs contain organic compounds including cel-
lulose that can absorb chemical species by allowing the ions 
of metals to be bonded by electron-rich functional group.

EDS Results of Pure MgO, Sludge Materials and Banana 
Peels

EDS Results of Pure MgO and Sludge Recovered at 
Different pH Gradients
The effect of selective precipitation process and pH control 
on metals recovery was gradually assessed using elemental 
distribution of minerals at each pH gradient and the results 
are shown in Figure 8a–e.
As shown in Figure 8a (pure MgO), EDS of raw MgO re-
vealed that only two elements were present (Mg and O) 
with Mg as major element and O being a minor element. 
Magnesium is alkaline chemical with high chemical reac-
tivity and contribute to increase the alkalinity when mixing 
with water [78, 79]. This makes MgO a suitable candidate 
for selective precipitation and metals recovery from AMD 
under pH control. At pH 4 (Fig. 8b), the EDS of sludge col-
lected revealed that O, Mg and Fe as major components, 
moderate percentage of sulphur (S), minor percentages of 
Al, Ca and Mg, and SO4

2– and finally trace amounts of Si. 
The high percentage of O is attributed to the oxygen from 
MgO and from water molecule while the elevated percent-
age of Fe is attributed to the precipitation of Fe(III) from 
AMD leading to the formation of complexed iron hydrox-
ides [Fe(OH)3] and subsequently solid precipitates since 
Fe(III) is mostly precipitated in the pH ≤4 [80]. The moder-
ate percentages of S and minor percentage of Al suggest that 
there is possibility of Fe-oxyhydrosulphates and aluminum 
hydroxide [Al(OH)3] being formed at pH 3–4 as revealed 
by previous studies [80]. The minor percentage of Al ob-
tained from sludge materials recovered at this pH ≤4 may 
also be attributed to the slight precipitation of Al due to the 
presence of SO4

2– thereby confirming the findings reported 
in previous studies where a minor proportion of Al is pre-
cipitated at pH ≤4 [54, 80].
At pH 6 (Fig. 8c), the recovered sludge material contains 
very high percentage of O, elevated percentage of Fe and Al. 
While the elevated percentage of Al is attributed to precip-
itation of Al3+ mostly occurs at pH ≥4 [34, 75], the elevated 
percentage of Fe is the result of continuous precipitation of 
Fe(III). The presence of S and Ca as minor component in 
the sludge material collected at pH 6 indicates the continu-
ous precipitation of Ca and SO4

2– and possible formation of 
CaSO4.2H2O as reported in literature [1, 34, 53]. The EDS 
further revealed moderate percentage of Al and Fe, minor 
percentage of Ca, Mn, S, Si and Zn and trace amount of Cu, 
K and Y. At pH 9.5, the sludge material recovered revealed 
high percentage of Ca, Minor percentage of Mn, S and Fe 
and trace of Si, Cu and Na. The high percentage of Ca is 
attributed to the precipitation of Ca which reach the peak 
at pH 8.5 while the presence of minor narrow percentage of 
Fe may be credited to presence of Fe(II), which precipitate 
at pH ≥8 to form Fe(OH)2 [59]. In addition, Fe3+ is precip-
itated from initial pH to pH 7.5 [34] and this can explain 
the presence of Fe(III) in sludge material recovered at pH 
≥4 thereby overlapping with Al at the precipitation pH in-
terval since both Fe and Al are present in sludge materials 
recovered throughout the pH 4–8 interval. The presence 

Figure 7. Morphological properties of raw and AMD treated 
with banana peels.
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of Fe and Al in sludge materials recovered throughout the 
pH interval may also be attributed to the co-precipitation 
of Fe(III) and Al. In fact, Fe(II) precipitates at pH (8–9.5), 
while Al precipitates at pH ≥4.5 and this may justify the 
presence of Fe and Al in sludge materials recovered thereby 
confirming previous studies [80]. The presence of Al and S 
at pH 4–8 interval suggests the formation of Al-hydroxide 
and Al-oxyhydrosulphates, respectively thereby confirming 
the findings of studies conducted by previous researchers 
[80–82]. The presence of Mn indicates the precipitation of 
Mn(II) and Mn(IV) which occurs at pH ≥8 since EDS re-
sults of this study revealed the presence of Mn in sludge 
materials recovered at pH 8–9.5 interval. The results were 
in line with previous studies conducted by Masindi et al. [1] 
when they used cryptocrystalline magnesite for a selective 
precipitation of metals in AMD water. Due to its many oxi-
dation states, Mn(II) and Mn(IV) precipitate at variable pH 
range (8≤ pH ≤10) and this justify the high percentage of 
Mn in sludge material recovered at pH (8–9.5) interval [83].

EDS Results of Raw and Treated with Banana Peels
The product water reclaimed at pH 9.5 was further polished 
by means of bio-sorption techniques using BPs to remove 
residual chemical species and reclaim possible drinking wa-
ter standard. The spectra of raw and AMD treated with BPs 
are shown in Figure 9a, b.
As illustrated in Figure 9a, the EDS of raw BPs revealed the 
presence of various elements along with O, K, Si and Ca as 
major components with percentage composition of 77.1%, 
9.5%, 6.4% and 3.2%, respectively while P, Mg, S and Cl with 
percentage composition of 1%, 1%, 0.9% and 0.9%, respec-
tively are trace components. The high levels of O, K, Si and 

Ca in raw BPs confirmed the heterogeneous structure of 
BPs bio-sorbent as reported in the literature [83–85]. This 
may be attributed to chemical composition and different 
functional groups present in BPs bio-sorbent. After contact 
with AMD water (Fig. 9b), the BPs revealed the presence of 
more elements of which O and Mg, were major components 
with a percentage of 45.7% each, Ca, S and Mn were minor 
elements with a percentage composition of 3.7%, 2% and 
1.2%, respectively while Fe, Al Si, K and Cl were trace ele-
ments with a percentage composition of 0.5%, 0.4%, 0.4% 
0.2% and 0.1%, respectively. The presence of S, Fe, Ca, Al 
and Mn, in AMD treated with BPs is attributed to its use as 
bio-sorbent to polish the AMD water previously treated us-
ing selective precipitation technique; thus, confirming that 
their removal from AMD. The EDS results proved that BPs 
adsorbed residual chemical species, thereby confirming the 
results obtained after analysis of final product water.

Figure 9. Energy dispersive X-ray spectroscopy of raw and 
AMD treated with banana peels.

Figure 8. Energy dispersive X-ray spectroscopy results of pure MgO and sludge materials recovered at different pH gradients.
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Powder X-ray Diffraction Results of Pure MgO Sludge 
Materials And Bio-sorbent

Powder X-ray Diffraction of Pure MgO and Sludge Materials
The sludge materials recovered at different pH levels were 
analyzed for chemical phase present and chemical composi-
tion information and the results are shown in Figure 10a–e.

From Figure 10, it follows that raw MgO is almost amorphous 
showing two peaks at 2θ = 43°and 2θ = 62° likely revealing 
the presence of polycrystalline cubic structure of MgO [86]. 
These peaks may correspond to periclase which is the only 
crystalline form of MgO as revealed by previous studies [86]. 
However, after using MgO for selective precipitation of met-
als in AMD water, the pH of AMD water rose from 1.7 to 
4. The sludge material recovered at pH 4 interval showed a 
series of peaks at 2θ = 11°, 20°, 22°, 29° and 35°. These peaks 
may correspond to Fe-hydroxide formed at pH 3.5–4 there-
by confirming SEM-EDS results, proving that Fe can be re-
covered from sludge materials recuperated at pH 4. Similar 
p-XRD results were obtained by previous researchers [1, 28, 
43] where they used different chemical materials for metals 
recovery from AMD. At pH 6, the sludge materials recovered 
showed peaks at 2θ = 20°, 34°, 40° and 62°, which may indi-
cate the presence of Al, calcite and gypsum. At pH 8 inter-
val, p-XRD analysis revealed peaks at 2θ = 43°, 62°, 75° and 
79°, which may indicate the presence of gypsum resulting 
from SO4

2– precipitation at pH ≥4.5 as revealed by previous 
studies [56]. At pH 9.5 interval, the sludge materials collect-
ed showed various peaks with peak at 2θ = 36°, which may 
indicate the presence of Mn. The peaks at 2θ = 43° and 62° 
indicate the presence of brucite, while the peaks at 2θ = 75° 
may correspond to copper(II) oxide (CuO) formed following 
the precipitation of Cu at pH >6 and the peak at 2θ = 79° may 
indicate the nickel oxide (NiO) following the precipitation of 
nickel at pH 8–9 interval [87]. The difference in intensity may 
be explained by the fact that as intensity increases, the diffrac-
tion process becomes narrower and more intense.

Powder X-ray Diffraction Results of BPs Bio-sorbent
The product water reclaimed at pH 9.5 was polished using BPs 
and the p-XRD analysis results are shown in Figure 11a, b.
The p-XRD analysis of raw BPs (Fig. 11a) and AMD treat-
ed with BPs (Fig. 11b) revealed a typical cellulose structure 
at 2θ = 14° for raw BPs and 2θ = 20° for AMD treated with 
BPs [88, 89]. The series at 2θ = 30°, 34°, 37°, 40° and 52° 
in AMD treated with BPs is the evidence of the presence 
of chemical species notably Al, Cu, Fe, Mn and SO4

2– as 
revealed by EDS results thereby confirming what has been 
reported in literature [47]. Based on the p-XRD results, 
it can be concluded that BPs adsorbed residual chemical 
species from pre-treated AMD.

Fourier Transform Infrared (FTIR) Spectra of Sludge 
and BPs

FTIR Spectra of Pure MgO and Sludge Materials
The functional groups of pure MgO and sludge collected at 
different pH levels were analyzed and the results are shown 
in Figure 12a–e.
Figure 12 portrayed that raw MgO is characterized by the 
vibration at 500 cm-1, which may be attributed to carbon-
ate species chemisorbed on the surface of MgO as report-
ed by previous researchers [90]. The FTIR spectra of pure 
MgO and all sludge materials recovered at different pH 
levels showed the doublets at 2000 and 2150 cm-1, which 
may be attributed to the Mg-O stretching vibration [90], 
while the stretching vibration at 2600 cm-1 in pure MgO 
may correspond to asymmetric stretching vibration of al-
kyl (C-H) functional group [90, 91]. The sludge materials 
recovered at pH 4, pH 6, pH 8 and pH 9.5, intervals showed 
peaks with stretching vibration at 1100 cm-1, which may 
be attributed to carbonate esters functional group [R1O-
(C=O)-OR2] from AMD water as confirmed by SEM-EDS 
analysis, while the vibration at 1670 cm-1 may correspond 
to hydroxyl functional group (O-H) or carboxyl function-

Figure 10. Powder X-ray diffraction results of pure MgO and sludge materials recovered at different pH interval: pH 4, pH 6, pH 
8 and pH 9.5.
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al group (C=O) stretching vibration as revealed by previ-
ous studies [1]. In addition, the sludge recovered at pH 8 
and at pH 9.5 interval showed the band at 600 cm-1, which 
may correspond to Fe(II) and Fe(III) precipitated during 
the selective precipitation. The stretching vibration corre-
sponding to band at 3250 cm-1 observed in sludge materials 
collected at pH 6, pH 8 and pH 9.5 may correspond to Al-
OH-Al functional group indicating the presence of alumi-
num hydroxide Al(OH)3 confirming that Al could poten-
tially be recovered from sludge materials collected at those 
pH gradients, which agree with SEM-EDS results. The peak 

at 1650 cm-1 in sludge materials recovered at pH 9.5 may 
indicate the stretching vibration of Mn-OH-Mn functional 
group thereby confirming the presence of Mn(OH)2. The 
findings corroborated with the results obtained in previous 
studies [1, 43], thereby confirming that many functional 
groups are formed during selective precipitation of metals 
in AMD water.

FTIR Spectra of BPs Bio-sorbent
The product water collected at pH 9.5 was further polished 
by means of bio-sorption technique using BPs. Raw and 

Figure 12. FTIR spectra of pure MgO and sludge materials recovered at different pH gradients.

Figure 11. Powder X-ray diffraction results of raw and AMD treated with banana peels.
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AMD-treated with BPs were analyzed for functional group 
and the spectra as shown in Figure 13f, g.

The FTIR spectra revealed that BPs contain various func-
tional groups that include hydroxyl, carboxyl and amine 
groups in its biomass, which facilitate the binding of metal 
ions from aqueous solution [35, 46]. Both spectra displayed 
several peaks, which may be attributed to the complex na-
ture of BPs and its tendency to act as bio-sorbent. Bands 
appearing at 3750 cm-1 for both spectra are indicative of 
hydroxyl group of polymeric compound, while bands with 
stretching vibration at 2000 cm-1 may be attributed to car-
bonyl group (C=O) and carboxyl group (-COOH) thereby 
confirming the findings reported by Arifiyana and Devi-
anti. [92]. The spectrum of raw BPs (Fig. 13f) displayed a 
peak at 1000 cm-1 and 3000 cm-1 indicating the presence 
of hydroxyl and carboxyl groups, respectively. Contrary 
to the spectrum of raw BPs, the spectrum of AMD treated 
with BPs (Fig. 13b) revealed significant reduction of inten-
sity, which led to the complete disappearance of peaks at 
1000 cm-1 and 3000 cm-1. The complete disappearance of 
these peaks in AMD reated with BPs may be attributed to 
the effective adsorption of pollutants onto the bio-sorbent 
surface. This finding corroborated with the results obtained 
by Rao et al. [93] and by Badessa et al. [94] when the used 
BPs based bio-sorbent for the removal of heavy metals from 
synthetic solutions and BPs powder for effective removal of 
chromium from wastewater, respectively.

Thermogravimetric Analysis Results
The thermal decomposition of BPs was studied using TGA 
analysis and the results revealed that raw and treated with 
BPs displayed the same patterns with two mass loss but at 
different temperature as shown in Figure 14a, b.

From Figure 14, it follows that the first mass loss hap-
pened between 3 and 14 and between 3 and 22 oC for 
raw and AMD treated with BPs, respectively. This may 

correspond to the loss of biomass as a result of moisture 
removal and some low molecular volatile compounds 
from the BPs biomass [95, 96]. The mild change in % 
of weight between raw and treated with BPs may be at-
tributed to the presence of pollutants (chemical species) 
in AMD treated with BPs. In fact, following the contact 
of BPs with AMD water for an optimum contact time of 
300 min, chemical species are adsorbed, and their deg-
radation require high temperature, and this may explain 
the mild change in % between the raw and AMD treated 
with BPs. In the second mass loss (14 and 60 oC) for raw 
BPs (Fig. 14a) and between 23 and 85 oC for AMD treated 
with BPs (Fig. 14b), the 2 curves remain similar in nature 
but the slope of curve of raw BPs is steeper and this may 
indicate a faster conversion and mass loss with increas-
ing temperature [96, 97]. The second mass loss in raw BPs 
may be attributed to the thermal degradation of cellulose, 
lignin and hemicellulose thereby confirming the finding 
reported by Kabenge et al. [98], when they studied the 
TGA analysis of pure BPs. The finding also revealed the 
continuous mass loss in AMD treated with BPs. Given 
that pollutants and specifically metals are difficult to de-
cay, this may be indicating the presence of metals in AMD 
treated with BPs [95, 96]. Metals doping or impurities in 
the pre-treated AMD water were adsorbed by BPs and as 
result, require high temperature for their degradation.

Zeta Potential of Bio-sorbent (BPs)
The zeta potential measurements allow to determine the 
charge of adsorbent at a particular pH level and the point of 
zero charge (PZC), the point where the adsorbent has a zero 
charge [61]. In this study, the zeta potential of raw banana 
peels (BPs) and AMD treated with RBPs was evaluated in 
the pH range of 1 to 13 as illustrated in Figure 15.

Figure 15 depicted that the PZC were 2.6 and 2.9 for BPs 
and RBPs, respectively. It follows that both BPs and RBPs 

Figure 13. FTIR spectra of pure MgO and sludge materials recovered at different pH gradients.
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assumed negative charge above the PZC. At pH below the 
PZC, the charge of the solid surface of bio-sorbent is posi-
tive and therefore accept protons since the basic group has 
the possibility to share electrons [99]. However, at pH above 
the PZC, the surface of the bio-sorbent (BPs) is negatively 
charged due to the deprotonation of acid groups leading to 
the interaction with cationic species. The zeta potential has 
a huge influence on the sorption of chemicals species since 
those with positive charges will be attracted by the sor-
bent materials bearing a negative charge while those with 
negative charges will be attracted by the sorbent materials 
bearing a positive charge [61, 100, 101]. The narrow differ-

ence between the PZC of BPs and RBPs suggest that after 
contact of BPs with AMD, the buffering capacity of the BPs 
increased as reported by previous studies [61].

Limit of Detection and Limit of Quantification Results
The LOD or minimum detectable concentration of analyte 
is the lower amount that can be detected using an analytical 
standard method while the LOQ is the concentration that 
can be determined in sample matrix precisely and accurate-
ly. The LOD and LOQ of metals (Al, Cu, Fe, Mn, Ni, Zn) 
and SO4

2– were obtained using ICP-OES and IC, respective-
ly and the results are presented in Table 4.

Figure 14. Thermogravimetric results of raw and AMD treated with banana peels.

Figure 15. Zeta potentials of raw and AMD treated with banana peels.
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The calibration curve was used to determine the linearity. 
The coefficient of determination (R2) allowed to extrapolate 
and estimate statistical analysis of unknown concentration of 
chemicals species where data were considered accurate when 
R2 was equal to or close to 1. Linear concentration ranged 
from 0.1 to 3.5 mg/L was used to test the linearity of calibra-
tion curves while the linearity of SO4

2– was tested in linear 
concentration ranged from 10 to 50 mg/L. The R2 of all de-
termined chemical species are 0.9993, 0.9987, 0.9997, 0.9999, 
0.9989, 0.9992, 0.9995 and 1.0000 for Al, Cu, Fe, Mn, Ni, Zn 
and SO4

2–, respectively. This merely means that unknown 
concentration of each chemical species of concern was ex-
trapolated on the calibration curve with a prediction between 
99.23 and 100% for Al, 99.77 and 100% for Cu, 99. 97 for Fe, 
99.99 for Mn, 99.89 for Ni, 99.82 for Zn and 99.95 for SO4

2–.

Regeneration of BPs Results
In order to further ensuring environmental pollution con-
trol, a regeneration study was conducted since regeneration 
reduce the need of new adsorbent as well as the disposal 
of used adsorbent, thereby playing a vital role in environ-
mental pollution control [102]. The reusability of BPs for 
the polishing of pre-treated AMD water was performed by 
investigating various adsorption-desorption cycles to assess 
the RE of bio-sorbent (BPs) in term of number of cycles 

that can be conducted to ensure complete regeneration and 
the results are shown in Figure 16.

Figure 16 depicted that the bio-sorbent RE decrease as well as 
the number of regeneration cycles increase, and this may be 
credited to the loss of bio-sorbent mass during filtration. Fur-
thermore, the RE differs from one chemical species to anoth-
er and this can be attributed to biochemical factors including 
sizes of chemical species, binding value constant with the 
BPs, extent of hydration and their tendency to attract elec-
trons as revealed by previous studies [103, 104]. The results 
corroborated with previous findings proving that BPs can be 
an efficient bio-sorbent to be used in bio-sorption techniques 
for water treatment due to the possibility of regeneration of it 
without high impact on it bio-sorption capacity.

CONCLUSION

The feasibility of selective precipitation of chemical species 
from AMD using MgO and the polishing of product water 
using BPs was evaluated. The pH of AMD water was grad-
ually increased and metals were selectively precipitated and 
optimum condition of 2.3 g:2000 mL (w/v or 2.3:2000 ratio), 
was applied to reach the maximum pH of 9.5 achievable us-
ing MgO while the optimum condition for bio-sorption step 
was 1:500 mL or 1:500 ratio for a 300 min of equilibration as 
reported by Mahlangu et al. [47] were applied in this study. 
The chemical treatment using selective precipitation led to 
an increase of pH from 1.7 to 9.5, significant reduction of EC, 
TDS, SO4

2– and metals (Al, Cu, Fe, Mn, Ni and Zn). The anal-
ysis of sludge materials recovered at different pH gradients 
revealed that chemical species were selectively precipitated, 
thereby confirming that valuable chemical species including 
Al, Cu, Fe, Mn, Ni, Zn and CaSO4.2H2O can be recovered 
using selective precipitation with Fe and CaSO4.2H2O be-
ing the major chemical species as confirmed by their high 
percentage in EDS results. The polishing of product water 
using BPs further increased the pH from 9.5 to 10 leading to 
more removal of pollutants with an overall RE as follows: Al 
(100%), Cu (100%), Zn (100%) > Fe (99.99%), Mn (99.99%) 
> Ni (99.93%) > EC (95%) > SO4

2– (90%) > TDS (86%). The 
selective precipitation using MgO allowed to recover sludge 

Table 4. Limit of detection and limit of quantification of metals 
and sulphate ions

Chemical Coefficient of LOD LOQ 
species determination (mg/L) (mg/L) 
 (R2)

Al 0.9993 0.001 0.003

Cu 0.9987 0.002 0.006

Fe 0.9997 0.03 0.099

Mn 0.9999 0.01 0.033

Ni 0.9989 0.05 0.166

Zn 0.9992 0.003 0.009

SO4
2– 0.9995 0.116 0.386

LOD: Limit of detection; LOQ: Limit of quantification.

Figure 16. Adsorption-desorption cycles of chemicals species of concern.
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rich in metals at different pH gradient and substantially con-
tributed to overall removal of chemical species with RE in 
the following order: Fe (99.96%) > Cu (99.7%) > Al (99.36%) 
> Ni (99.34%) > Zn (99%) > Mn (97.47%) > EC (90%) > TDS 
(78%) > SO4

2– (75%), while the bio-sorption using BPs for
300 min accounted for a minor fraction of overall chemi-
cal species removal with RE as follows: SO4

2– (15%) > TDS
(8%) > EC (5%) > Mn (2.53%) > Zn (1%) > Ni (0.66%) > Al
(0.64%) > Cu (0.4%) > Fe (0.03%). This study revealed the
efficiency of MgO in selective precipitation of metals from
AMD; thereby, reducing pollutants concentration and the
polishing potential of BPs. Overall, this study proved that
AMD can be valorized through selective precipitation and
recovery of metals using MgO and polish the product water
using BPs to reclaim drinking water standards. This will go
a long way to implement CEA in both mining and agricul-
tural industries thereby controlling environmental pollution
associated with the above mentioned industries. However,
the technology presents some disadvantage such as the col-
oration of product water after polishing using BPs but calci-
nated BPs can be used to polish the pre-treated AMD water
in order to avoid coloration of product water.
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ABSTRACT

Environmental pollution increases due to the large amounts of waste production and raw ma-
terial consumption depending on the increasing population. Agricultural and industrial wastes 
which are some of the sources of the pollution need to be reuse to reduce the negative impact on 
the environment and also contribute positive effect to the economy. In this context, industrial 
wastes such as clay types (red and green) and agricultural wastes such as egg shell, walnut shell 
and banana shell were used to prepare materials which can be used as replacement materials for 
construction industry. Radiation attenuation parameters (mass attenuation coefficients, effec-
tive atomic number, linear attenuation coefficients, mean free path, half-value layer, exposure 
and energy absorption build up factors, fast neutron removal cross-section) were acquired by 
Phy-X/PSD code. Spectroscopic techniques (XRD, EPR, SEM-EDS) were performed for the 
structural analysis. The existence of calcite main phase peaks (≈29.7) as well as SiO2 (≈20° and 
26°) and cellulose phases (≈16° and 34.7°) were observed by XRD. Mn+2 sextet lines with five 
weak doublets attributed to the forbidden transition lines of Mn+2 and a singlet with a g value of 
≈2.00 and linewidth of ≈10 G were recorded by EPR. Among the samples, it was found that K1 
(Red clay (20%)-eggshell waste (60%)-Bayburt stone waste (20%)), K3 (Red clay (60%)-eggshell 
waste (20%)-Bayburt stone waste (20%)), C3 (Red clay (60%)-eggshell waste (20%)-walnut 
shell waste (20%)) and Z3 (Green clay (60%)-egg shell waste (20%)-Bayburt stone waste (20%)) 
have the highest shielding potentials. All samples examined with good protection performanc-
es can be used as substitute materials instead of cement or aggregate for the aim of reusing the 
wastes and supporting the environmental and economic benefits.

Cite this article as: Aygün Z, Aygün M. Radiation shielding and spectroscopic features of replace-
ment materials: Reusing of agricultural and industrial wastes. Environ Res Tec 2024;7(3)335–346.

INTRODUCTION

Climate change and global warming are among the cur-
rent main environmental problems, and carbon dioxide 
emissions appear to be the main reason of these problems. 
As a natural result of the widespread concreting trend in 
the construction sector, among many sectors, the high ce-
ment production contributes to carbon dioxide emissions. 

Replacement materials using instead of cement are the re-
search subjects of investigations around the world recent-
ly. Among these materials, wastes have a significant place 
in the studies. Clay types, ceramics, marble etc. which are 
generally thrown away as waste and known as construction 
material wastes can be reused or recycled to be used again 
as building materials. Replacing waste with common build-
ing materials to some extent has yielded positive results in 
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terms of durability and mechanical properties [1, 2]. Be-
yond on the industrial wastes, food wastes such as egg shell 
waste, banana shell waste and walnut shell wastes which are 
mostly consumed in our homes or in the food industry can 
be also evaluated for replacement. With the increasing pop-
ulation, environmental pollution also increases due to large 
amounts of waste production and raw material consump-
tion. The storage situation of both agricultural waste and 
industrial waste is becoming an important problem, reach-
ing a level that endangers public health. Such wastes need 
to be transformed into useful materials in order to reduce 
the negative impact on the environment and at the same 
time contribute to the economy [3]. Eggshell, marble dust 
and clay types are widely used and recycled wastes in engi-
neering applications. Clay with refractory properties such 
as melting point, mechanical strength and thermochemical 
properties, has been preferred as one of the main building 
materials [4, 5]. Eggshell and marble dust which have near-
ly the same chemical contents (higher calcite amount) can 
be used as replacement instead of cement or aggregates. 
Since they have good pozzolanic and refractory properties, 
eggshell with high calcium (Ca) content and clay with high 
silicon (Si) percentage can make the mixture optimum for 
building materials.

In the recent years, due to the increase in radiation appli-
cations such as agriculture, scientific research, technology, 
industry, medical imaging and radiotherapy, information 
on protective measures against the harms of radiation has 
become valuable and interesting. In order to reduce radi-
ation exposure, it is meaningful to obtain information on 
how much a building material reduces the transmission of 
gamma radiation. For this reason, the content of the ma-
terial is important. Materials such as sand, cement, brick 
and concrete are also used with their protective proper-
ties as building materials. The radiation shielding features 
(RSF) of these materials can be developed by adding dif-
ferent components. In order to increase the performance 
of materials, environmentally friendly and lower cost re-
sources can be developed by supplementing with natural 
materials and waste types. By reusing of wastes, it is pos-
sible to reduce environmental and economic problems. 
There is a great interest in researches involving radiation 
attenuation parameters that provide considerable infor-
mation about the radiation shielding potentials (RSP) 
of materials [6–18]. These parameters are; mass attenu-
ation coefficient, linear attenuation coefficient, mean free 
path, half value layer, one-tenth value layer, total atomic 
and electronic cross sections, effective atomic number, 
fast neutron removal cross section and buildup factors. 
In the study, the radiation attenuation parameters of de-
veloped new materials with clays, eggshell waste, walnut 
shell waste, banana shell waste mixtures were examined 
by the Phy-X/PSD program [19]. Thus, it is expected to 
determine whether the mixtures to be made are more ad-
vantageous in terms of shielding or not, and it is aimed to 
contribute to the literature with their spectroscopic prop-
erties and detailed analyzes. For this purpose, spectro-
scopic methods such as X-ray diffraction (XRD), electron 

paramagnetic resonance (EPR), energy dispersive spec-
troscopy (EDS) and scanning electron microscopy (SEM) 
were also performed for structural properties. Recycling 
more waste products such as eggshell, walnut shell waste, 
banana shell and utilizing environmental friendly prod-
ucts such as clay as additives for building materials can 
promote green and safer environment.

MATERIALS AND METHODS

Sample Preparation
Four sample groups consisting of red and green clays (RC, 
GC), eggshell waste (ESW), banana shell waste (BSW) 
and walnut shell waste (WSW) were produced in differ-
ent ratios and are given in Table 1. The elemental powders 
used in the manufacture of the alloys were mixed using a 
V-blender. Then, the element mixture to be pelletized was 
added to the mold with a diameter of 13 mm and a pres-
sure of 8 MPa was applied.

Instrumentation
X-band JEOL JESFA300 EPR spectrometer with a 100 kHz 
and ≈9.2 GHz frequency was used for detecting room tem-
perature EPR spectra of the alloys. 4 mm size samples were 
put in diamagnetic tubes for EPR measurements. XRD pat-
terns were taken by BRUKER D8 ADVANCE X-ray diffrac-
tometer. X-ray diffractograms of the alloys were obtained 
with a scanning speed of 2.5°/min (40 kV and 40 mA) and 
radiation Cu-Kα (λ=1.54060 Å) in the range of 2Ѳ≈5°-90°. 
SEM images were recorded by ZEISS EVO LS10. EDS re-
sults were taken by JEOL JSM-6610 spectrometer.

Calculation Process
A recently developed Phy-X/PSD code is performed by 
entering the composition of the material as mole frac-
tion or weight fraction. Density (g/cm3) of the material 
knowledge is also necessary for obtaining the shielding 
parameters. A wide energy ranges 1 keV-100 GeV, some 
radioactive sources or some characteristic K-shell ener-
gies can be selected for performing the code. Parameters 
can be chosen depending on the purpose of the studies. 
The good feature of the code for obtaining the results is to 
get them in MS excel file.

Table 1. The ratios (wt %) of the ingredients of the sample groups

Y group Y1 Y2 Y3

GC-ESW-WSW 20-60-20 40-40-20 60-20-20

Z group Z1 Z2 Z3

GC-ESW-BSW 20-60-20 40-40-20 60-20-20

K group K1 K2 K3

RC-ESW-BSW 20-60-20 40-40-20 60-20-20

C group C1 C2 C3

RC-ESW-WSW 20-60-20 40-40-20 60-20-20

GC: Green clays; ESW: Eggshell waste; WSW: Walnut shell waste; BSW: 
Banana shell waste.
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The mixture rule is used for the determination of density 
(ρmix) of the samples [20]:

 
(1)

Ai, ci and ρi, and are atomic fraction, atomic weight of ele-
ment ith and density, respectively.
The MAC can be determined based on the Beer–Lambert as:

 (2)

 (3)
where tm (g/cm2), t (cm), μ(cm−1) and μm(cm2/g) are the sample 
mass thickness and thickness (the mass per unit area), LAC and 
MAC, respectively. MAC can be also acquired by Eq. 4 [21];

 (4)

where wi and (µ/ρ)i and are the weight fraction and the 
MAC of the ith constituent element, respectively.

MFP and HVL can be determined by the formulas,

 (5)

 (6)

ACS (σa) and ECS ( ) can be calculated by the Eqs. 7, 8;

 (7)

 (8)

Figure 1. SEM images of the samples.
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Zeff is found by the help of Eqs. (7) and (8) as;

 (9)

Build up factors can be found by the equations given below 
[22, 23]. The geometric progression (G-P) fitting param-
eters is obtained by using values [24] in Eq. 14. EBF and 
EABF can be obtained using Eq. (12) or (13) by obtaining 
K(E, x) in Eq. (14), where x is thickness in mean free path 
(mfp) and a, b, c, d, Xk are the exposure GP fitting param-
eters. The ratio (R) of Compton partial MAC to total MAC 
should be defined for the material at specific energy. The 
R1 and R2 values indicate the (μm)Compton/(μm)Total ratios of 
these two adjacent elements which have Z1 and Z2 atomic 
numbers. F1 and F2 are the values of G-P fitting parameters 
identical with the Z1 and Z2 atomic numbers at a certain 
energy, respectively. E and X demonstrate primary photon 
energy and penetration depth, respectively. Combination of 
K (E, X) with X, performs the photon dose multiplication 
and determines the shape of the spectrum [19].

 (10)

 (11)

 (12)

 (13)

 (14)
The FNRCS ( ) values of the samples are found as follows 
[19]:

 (15)
where ρi and  are the partial density of the compound 
and the mass RCS of the ith constituent element, respectively.

Figure 2. EDS results of the samples obtained by EDS.
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RESULTS AND DISCUSSION

SEM and EDS Analysis
SEM micrographs of the samples are given in Figure 1. Micro 
crystallites are observed for all samples in the SEM pictures. 
The smoothest surfaces are seen for Z1 and Y1 samples. The 
EDS spectra of the samples are given in Figure 2. The weight % 

ratios of the elements obtained from EDS are given in Table 2. 
It is understood from the EDS analyses that all the elements are 
common for all samples except from Mn. Y and Z groups do 
not have Mn element, while K and C groups have the element. 
This may be due to the device’s limitations. The amount of Mn 
content of Y and Z groups samples may be lower than the oth-
ers and so EDS cannot detect the element for the samples.

Table 2. The weight (%) ratios of the elements obtained by EDS

Samples O C Ca K Si Na Fe Ti Mg P Al Mn Density

Y1 70.02 12.75 5.59 0.11 1.81 0.29 0.49 0.1 0.39 7.96 0.51 – 1.563
Y2 71.74 11.54 4.37 0.17 2.86 0.38 0.68 0.07 0.41 6.93 0.84 – 1.570
Y3 68.59 16.82 1.20 0.36 3.43 0.42 0.63 0.09 0.55 6.87 1.05 – 1.587
Z1 66.10 15.32 5.72 0.34 3.07 0.50 0.74 0.07 0.55 6.66 0.93 – 1.583
Z2 73.32 10.52 1.77 0.40 4.14 0.30 0.97 0.10 0.55 6.72 1.21 – 1.586
Z3 57.60 4.40 6.71 1.25 10.97 1.25 2.34 0.19 1.85 9.85 3.60 – 1.684
K1 49.35 1.57 4.59 2.30 17.18 2.86 4.31 0.33 2.73 7.44 7.26 0.08 1.781
K2 71.34 12.61 2.10 2.22 4.14 0.55 1.60 0.10 0.42 2.95 1.57 0.09 1.559
K3 53.73 2.08 4.47 1.92 15.00 2.49 3.84 0.29 2.57 6.29 6.23 0.11 1.788
C1 61.64 23.51 3.29 1.10 2.90 0.86 0.68 0.08 0.63 3.98 1.24 0.07 1.574
C2 60.45 25.49 1.96 1.02 2.93 1.25 0.67 0.12 0.89 3.73 1.42 0.09 1.586
C3 51.37 1.44 4.40 1.93 17.01 3.73 3.78 0.29 2.86 5.45 7.59 0.16 1.760

Figure 3. XRD patterns of the samples recorded at room temperature.
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XRD Analysis
Room temperature X-ray diffraction peaks are shown in 
Figure 3. The diffraction peaks were evaluated by the liter-
ature [25–28]. XRD results of the samples revealed the ex-
istence of CaCO3 (calcite) main phase peak as well as SiO2 
and cellulose phases. The XRD peak obtained for all the 

samples at 2θ ≈ 29.7° is the characteristic crystalline struc-
ture of calcite (CaCO3) [27]. The relatively broad XRD peak 
at the angle of ≈20° and 26° corresponds to the amorphous 
SiO2 phase [25, 28]. The XRD peak at ≈16° and 34.7° is as-
signed to cellulose [25]. It is seen that diffraction peaks of 
the samples are generally calcite peaks, and also some peaks 

Figure 4. EPR spectra of the samples recorded by EPR.
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of other phases are seen. This indicates that the samples are 
well crystallized.
The crystallite size for the evaluation of crystalline nature of 
the samples is determined by Debye-Scherer equation [29]. 
The full width half height (FWHM) for each diffraction can 
be used for this. λ is the X-ray wavelength, K is Scherer’s 
constant and is of the order of ≅ 0.9, (β) is the FWHM in 
radians, d is the average size of the crystalline, and θ is the 
Bragg angle in degrees [30].
d=Kλ/βcosθ (1)
By using the FWHM of the most intense CaCO3 peak 
(≈29.7°) of the samples, the crystallite sizes of CaCO3 were 
found in the range of 33.0–63.3 nm.

EPR Study
Structures with paramagnetic centers can be detected by 
EPR technique in the existence of an external magnetic 
field. The EPR lines are defined by g-values by the equa-
tion of hυ = gβH. Here, β the Bohr magneton, h the Planck 
constant, H the magnetic field and υ the microwave fre-
quency is used for the determination g values. Both in the 
crystalline nature and glassy phases, paramagnetic center 
affected by local magnetic fields centers can be acquired in 
EPR spectra. EPR spectra of the prepared samples recorded 
at room temperature are seen in Figure 4. For all group of 

samples, six hyperfine lines of Mn+2 (I=5/2) with g value of 
g≈2.00 is determined. It can be also detected that there is a 
weak a singlet (given by arrow) with a g value of ≈2.00 and 
linewidth of ≈10 G was obtained and overlapping with the 
Mn+2 lines. Additionally, five weak doublets which are at-
tributed to the forbidden transition lines of Mn+2 (∆mI=±1) 
are observed and marked by asterisks [25]. The g value ob-
tained for the samples can be a result of organic free radical 
or a carbon centered organic radical [31–33].

Radiation Protection Analysis
Chemical composition (wt. %) of the samples acquired 
by EDS was used to obtain radiation-material interac-
tion parameters by Phy-X/PSD code in the energy range 
of 1keV-100GeV. Changes of MAC values with incident 
photon energies are shown in Figure 5. The variations of 
MAC results are affected by photoelectric effect (PE) at 
low energies, Compton scattering (CS) at mid energies 
and pair production (PP) at high energies. The MAC val-
ues were also determined by XCom [34], and convenient 
results are obtained. The coherent results determined 
by both XCom and Phy-X/PSD are given in Table 3 for 
some of the energies at low, mid and high regions. The 
values demonstrated in blue color are the highest ones 
for MAC. LAC is the scattered or absorbed photon beam 
fraction per unit thickness. LAC values change with pho-

Figure 5. The variations of MAC and LAC versus photon en-
ergies.

Figure 6. The variations of HVL (a) and MFP (b) versus pho-
ton energies.

(a)

(b)
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ton energies are shown in Figure 5. The LAC parameter 
varies as a function of MAC values and material densi-
ty. Although the MAC and LAC values of the samples 
seem near, clearer results can be obtained with detailed 
analysis. The highest MAC values are found in the or-
der of K1>K3>C3>Z3 and the lowest ones are that of 
Z2>C1>C2>Y3 among the samples.

The thickness halve the amount of incident photon energy 
is called as HVL and the average length traveled by a pho-
ton without scattering or absorption is called as MFP. Better 
shielding feature can be gained by the material with lower 
values of HVL and MFP. HVL and MFP values change with 
photon energies are shown in Figure 6. The values of HVL 
and MFP are in the order of K1<K3<C3<Z3<Z1<Y1<Z2<Y
2<K2<Y3<C1<C2. So, the highest shielding performance is 
seen for K1 and the lowest one is for C2.

Zeff is the average atomic number of material including more 
than one element. Zeff values as a function of photon energy 
is shown in Figure 7. The highest Zeff values are found at 
low energies based on the PE cross-section with the effect 
of Z4–5. At mid-energies, a decrease is seen due to the CS 
cross-section changed with E−3.5. At high energies, the PP 

cross-section variation changed with Z2 causes an increase 
and then a stable case [30]. The presence of different atom-
ic numbers in the material is effective on the variation of 
Zeff values. As a result of this, samples with more than one 
element and large atomic number differences have larger 
fluctuations in Zeff values (such as C-6; Fe-26). Among the 

Table 3. MAC values of the samples obtained by Phy-X/PSD and XCom

Sample/code 2.0 x10-3 2.0 x10-2 2.0 x10-1 2.0 x100 2.0 x101 2.0 x102 2.0 x103 
 (MeV) (MeV) (MeV) (MeV) (MeV) (MeV) (MeV)

Y1 Phy-x/PSD 677.3 2.087 0.125 0.045 0.019 0.021 0.024

Y1 Xcom 677.2 2.087 0.124 0.044 0.018 0.021 0.024

Y2 Phy-x/PSD 714.3 1.994 0.125 0.044 0.019 0.021 0.025

Y2 Xcom 714.4 1.994 0.125 0.045 0.019 0.021 0.024

Y3 Phy-x/PSD 707.4 1.621 0.124 0.044 0.018 0.020 0.023

Y3 Xcom 707.4 1.621 0.124 0.044 0.018 0.020 0.023

Z1 Phy-x/PSD 710.3 2.175 0.125 0.044 0.019 0.021 0.024

Z1 Xcom 711.1 2.176 0.125 0.045 0.019 0.021 0.024

Z2 Phy-x/PSD 752.7 1.828 0.124 0.044 0.019 0.021 0.024

Z2 Xcom 752.8 1.828 0.124 0.044 0.019 0.021 0.024

Z3 Phy-x/PSD 986.0 3.380 0.126 0.044 0.020 0.024 0.028

Z3 Xcom 986.0 3.379 0.126 0.044 0.020 0.024 0.028

K1 Phy-x/PSD 1234.1 4.011 0.126 0.044 0.021 0.025 0.029

K1 Xcom 1234.0 4.011 0.126 0.044 0.021 0.025 0.029

K2 Phy-x/PSD 770.8 2.079 0.125 0.044 0.019 0.021 0.024

K2 Xcom 771.0 2.080 0.125 0.044 0.019 0.021 0.024

K3 Phy-x/PSD 1180.0 3.999 0.126 0.044 0.021 0.025 0.029

K3 Xcom 1180.0 3.999 0.126 0.044 0.021 0.025 0.029

C1 Phy-x/PSD 691.7 1.811 0.124 0.044 0.018 0.020 0.023

C1 Xcom 691.9 1.811 0.141 0.044 0.018 0.020 0.023

C2 Phy-x/PSD 693.9 1.644 0.124 0.044 0.018 0.020 0.023

C2 Xcom 693.8 1.644 0.124 0.044 0.018 0.020 0.023

C3 Phy-x/PSD 1248.4 3.757 0.126 0.044 0.021 0.025 0.029

C3 Xcom 1248.0 3.757 0.126 0.044 0.021 0.025 0.029

Figure 7. The variations of MAC and LAC versus photon en-
ergies.
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samples, K1, K3, C3, Z3 and Y1 with higher Fe and Ca con-
tent have the higher Zeff values. It is obtained that RSP of K1, 
K3, C3, Z3 and Y1 are higher based on Zeff values.
Build up factor is expressed as the ratio of the total radia-
tion at a given point to amount of uncollided radiation at 
the same point. EABF, one of the buildup factors, is related 
with the energy absorbed or deposited in the interacting 
material. EBF, the other one, is about the exposure in in-
teracting material. Build up factors can be estimated as a 
function of mfp, and EBF and EABF values as a function 
of photon energies are given in Figures 8, 9. Buildup factor 
values are lower (due to the PE), the highest values (due to 
the large number of scattered photons by the CS) and lower 
again (due to the PP effect and strong photon absorption) 

in the low, mid and high energy regions, respectively [35]. 
Photon scattering and the probability of penetration depth 
related closely causes the buildup effect intensely at mid-en-
ergies. When the obtained buildup factors are analyzed, it 
is found that the photon accumulation, so the CS process 
is more for Y3 and C2 than the other samples, while that is 
less for K1 and K3.
Fast neutron attenuation capabilities of the samples were 
also obtainable by Phy-X/PSD and the cross sections are 
given in Figure 10. It is obtained that FNRCS value is the 
highest for C2 and that is the lowest for Z3 among the 
samples. It is possible to note that the samples C2 with 
lower photon shielding capability has higher neutron 
shielding capability.

Figure 8. The changes of EABF of the samples versus photon energies.
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CONCLUSION

The purpose for performing the study was to produce new 
materials with higher RSP and good structural properties 
convenient for applications. In line with this aim, spectro-
scopic features and RSP of four groups of samples consisting 
of waste materials were examined by experimentally and 
theoretically with Phy-X/PSD code. By the help of XRD pat-
terns, the Debye-Scherer equation was used for the crystal-
lite size determination of the samples. Sharp peaks show the 
high crystallinity properties of the samples. The existence of 
calcite main phase peaks as well as SiO2 and cellulose phases 
were observed by XRD. Mn+2 sextets with five weak doublets 
ascribed to the forbidden transition lines of Mn+2 and a sin-
glet assigned to a carbon centered radical with a g value of 

Figure 9. The changes of EBF of the samples versus photon energies.

Figure 10. FNRCS values of the samples versus photon energies.
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≈2.00 were recorded by EPR. The evaluation of the RSP of the 
samples were made by obtaining photon-matter interaction 
parameters by Phy-X/PSD and XCom codes. More shield-
ing properties are observed for K1 (RC(20%)-ESW(60%)-
BSW(20%)), K3 (RC(60%)-ESW(20%)-BSW(20%)), C3 
(RC(60%)-ESW(20%)-WSW(20%)) and Z3 (GC(60%)-ES-
W(20%)-BSW(20%)), and lower RSP are found for Z2, C2, 
C1 and Y3. It is concluded that FNRCS value is the highest 
for C2 and that is the lowest for Z3. In order to reuse and 
recycle wastes, it can be recommended that all samples ex-
amined with good protection performance can be used as 
substitute materials instead of cement or aggregate.
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ABSTRACT

In parallel with the increasing tyre production in the world, the amount of scrap tyres is also 
increasing. Within the scope of scrap tyre management, studies aimed at preventing the accu-
mulation of tyres that threaten the world in terms of human health and the environment can 
be briefly defined as 4RL, including recycling, reuse, recovery, regeneration, landfill. Current 
methods have not yet completely controlled the accumulation of scrap tires. In this study, 
sidewall and tread parts of scrap tires with different compositions were pyrolyzed separately. 
Pyrolytic carbon black has been upgraded with an improved acid-base extraction method. 
Two different carbon blacks of high commercial value were obtained from the tire sidewall and 
tread. Since the mixture obtained from acidic-basic extraction, consisting of elements such as 
Zn, K, Na, Ca and S, are micro and macro nutrients of plants, the solution can be used directly 
in the fertilizer industry. With this study, the commercial value of solid residue, which is a 
major bottleneck in tire pyrolysis plants, has been increased. The pyrolysis method has been 
transformed into a more feasible project.

Cite this article as: Vural US, Yinanç A. Improved demineralization of the carbon black ob-
tained from the pyrolysis of the sidewall and tread of scrap Tires: Extraction of some micro-/
macro-nutrient elements of plants. Environ Res Tec 2024;7(3)347–355.

INTRODUCTION

The amount of scrap tyres is increasing day by day with 
the increase in passenger vehicles, public transportation 
vehicles, and construction machines around the world. 
More than 1.5 billion tons of tyre scrap is generated every 
year. Tyre scraps left in the environment fall into the group 
of hazardous waste and remain without self-degradation 
due to its chemical structure consisting of strong polymer-
ic crosslinks [1]. The rainwater accumulated in the scrap 
tyres thrown into the environment or stored regularly be-
comes the habitat of mosquitoes and parasites, which pos-
es a great threat to living things as it causes the spread of 

epidemics. The flammability of tyres collected in landfills 
is very high and the fires cause great environmental pol-
lution [2]. In the USA, a fire in a tyre storage area lasted 
about 9 months [3]. Scrap tyre management around the 
world has become important to minimize these threats. 
The methods of combating scrap tyres, which seriously 
threaten life, are generally grouped under five headings as 
reduction, reuse, recycling, recovery, and reclamation, and 
it would not be wrong to call these studies 4RL.

Obtaining pyrolytic fuel (energy) and pyrolytic carbon black 
(polymer filler and dye) from the pyrolysis of scrap tires is 
one of the most important methods in waste tire manage-
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ment [4–8]. The process of converting hydrocarbons into 
smaller molecules by thermal cracking in oxygen-free condi-
tions at high temperatures is called pyrolysis [7–10]. Carbon 
black (CB) and polymer (rubber) are the main components 
of the tyre body. The pyrolytic carbon black (CBP) and pyro-
lytic oil (liquid fuel) are the two major products of tire pyrol-
ysis [9]. World carbon black production is around 14 million 
metric tons according to 2020 data [10]. The carbon black is 
the most important filler and dyestuff used in the tyre and 
polymer industry. In tire manufacturing, 20–30% CB is add-
ed to the rubber [1]. Depending on tire types and pyrolysis 
conditions, between 30% and 40% CBP is obtained from the 
pyrolysis of scrap tires [1, 6]. The two major components of 
ash in carbon black are SiO2 and Zn (zinc oxide, zinc sulfide). 
Industrial use of CBP is difficult due to the high ash content. 
To date, some acid-base leaching methods with mineral ac-
ids (HCl, H2SO4, HNO3, HF) and NaOH have been studied 
to reduce the ash amount of CBP [1, 11, 12]. In metal and 
sulfur extraction, the highest efficiency was obtained in two-
stage acidic demineralization studies (mineral acid and HF) 
[11]. However, due to the difficulty of application and high 
cost of toxic HF, it has not become popular in industrial ap-
plications. Mineral acid-NaOH methods could not achieve 
as much success as HF because the interaction between CBP 
and the extraction solution was not strong. There is still a 
need for continued research on upgrading CBP.

Seventeen elements in soil are important nutrients for 
plants [13]. Among these, macro-nutrient elements are 
N, P, K, Ca, Mg and S, and micro-nutrient are Fe, Zn, Cu, 
B, Mn, Mo, Cl and others [13]. It is known that Zn, which 
is one of the two major components of ash in CBP, shows 
important activity in plant development [14–16]. These el-
ements are the cornerstones of many biological reactions 
that are vital in plant metabolism, such as enzymes and the 
formation of amino acids. The ash composition in CBP con-
sists of micro-nutrients and macro-nutrients such as Zn, 
Ca, K, Fe and S.

In this study, solid-liquid extraction efficiency was increased 
by adding dispersive, wetting and complexing agents to the 
know acid-base extraction method in CBP demineralization 
studies. It was determined that the elements in the extract 
constitute micro-nutrients and macro-nutrients that are 
vital for plants. Thus, CBP obtained from pyrolysis of tire, 
which has a very low market value and constitutes a serious 
bottleneck for the pyrolysis method, has been converted 
into carbon black with high commercial value, and an im-
portant raw material source for the fertilizer industry has 
been obtained as a by-product of extraction method. Recy-
cling scrap tires using the pyrolysis method has become a 
more feasible project.

EXPERIMENTAL

The pyrolysis processes were carried out in a mechanism 
consisting of heating the shredded tyres in a fixed bad re-
actor, gas-liquid separation by cooling in a condenser, and 
cleaning (desulfurization) of non-condensed gases. In the 

heating process, a fixed bad reactor made of 2 mm stainless 
steel, 100 mm in diameter, 200 mm in height, heated with a 
4 kW electrical resistance was used. The reactor was isolat-
ed by wrapping it with silica wool. Temperature and pres-
sure in the reactor were controlled by PID. A straight tube 
bundle condenser with a length of 700 mm and a diameter 
of 100 mm was used to separate the pyrolytic gases. The 
non-condensed gases were desulfurized by passing through 
a container with a basic solution and burned with a burn-
er flame. The pyrolysis processes were carried out at atmo-
spheric pressure. Leco, CHNS-932 elemental analyzer was 
used for C, H, N, S analysis in carbon black. Carbon black 
surface area was measured with the Gemini VII 2390 series 
from Micromeritics. The metal composition of the ash was 
determined with a 50 kV, 500 µA, Malvern Pananalytical 
Epsilon 1 X-ray fluorescence spectrometer (XRF). In the 
carbon black refining process, a blanket-wrapped Dissolv-
er Dispermat® LC55 dispersive mixing device heated with 
a 2 kW resistance was used. Binder FP 720 model oven was 
used for drying operations, Microtest MKF-7 model muffle 
furnace was used for high-temperature heating. Scrap tyres 
were obtained from tyre changing services. The sidewall 
and back parts of the tyres were separated with chisel blades 
and sliced in 1–2 cm sizes. It was then washed with water 
and acetone and dried at room temperature. Elemental an-
alyzes of the selected tyres are given in Table 1.

Pyrolysis
The tyre sidewall and tread pieces, which were previously 
sliced in 1–2 cm sizes, were weighed separately 800 g and 
filled into the pyrolysis reactor, heated at 5 °C/min, and the 
pyrolysis process was carried out at 450, 500, 550, 600 °C 
temperatures for 4 hours. Pyrolytic gases were condensed 
and accumulated in the liquid collection container, and 
non-condensed gases were passed through a 4 M NaOH 
solution and burned in the burner. The reactor cover, which 
was cooled to room temperature, was opened and all car-
bon black was discharged. Metallic impurities in carbon 
black were separated by a water trap and magnet.

Table 1. Sidewall and tread compositions of tyres used in research

Component Sidewall Tread

Ultimate analysis, %

 C 81.67 74.93

 H 7.74 6.59

 N 0.41 0.26

 O 2.68 1.89

 S 1.22 0.76

Proximate analysis, %

 Moisture (M) 1.46 3.25

 Volatile matter (VM) 66.23 61.88

 Ash (A) 6.28 15.57

 Fixed carbon (FC) 26.03 19.30

 Zn 2.68 2.36
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Demineralization of CBP
Metal extraction from pyrolytic carbon black consists of 
acidic and basic ash removal steps. In acidic ash removal 
(deashing) process, zinc metal is extracted by treating py-
rolytic carbon black with acid solution, dispersing agent 
and complexing agent, and acidic washing precipitate is 
obtained by washing the solid phase. In the basic ash re-
moval process, the acidic precipitate is treated with a basic 
solution and an oxidizing agent to extract the silicon com-
ponent, the solid phase is filtered, washed and dried. 

The Acidic Deashing
A mixture of 10 g of carbon black, 100 ml of HCl, 10 ml of 
ethyl alcohol (EA)  as a dispersing agent and 0,5 g of citric 
acid (CA) as a complexing agent is mechanically mixed at 50 
°C until it becomes a homogeneous solution. Then it is mixed 
for another 2 hours with a 40 kHz ultrasonic mixer. The solu-
tion is filtered and the precipitate is washed until pH=7. The 
zinc rich aqueous phase is zinc extraction solution.

The Basic Deashing
A solution of 5 g of CBP, 4.10-3 wt.% of potassium ferrate, 5 
M NaOH in 50 mL of water is heated up to 85 °C with me-
chanical mixing until a homogeneous solution is obtained. 
Next, the mixture was stirred for 1 hour with a 40 kHz ul-
trasonic stirrer at 85 °C, 300 rpm. 25 mL of 30% sodium 
hypochlorite was added to the mixture twice with one hour 
intervals and mixed for 2 more hours. Then it was cooled to 
room temperature, centrifuged at 5000 rpm, washed until 
pH=7 and filtered. The precipitate dried in an oven at 120 
°C is refined carbon black.

RESULTS AND DISCUSSION

In the thermochemical cracking reaction of scrap tires, 
volatile compounds and carbonaceous residue are formed. 
Most of the volatile components are condensed to obtain 
pyrolytic oil. Non-condensed gases consisting of C1–C4 
hydrocarbons are considered gas-fuel since they have high 
calorific value. At the end of pyrolysis, carbon black, silica, 
zinc, other minerals and sulfur compounds added in the 
manufacture of the tire are obtained as solid residue and are 
also called pyrolytic carbon black (CBP) [6].
Carbon black, used as one of the main components in tire 
manufacturing, is classified by ASTM with various codes 
between N100-N900, depending on parameters such as size, 
surface area, pore diameter and surface activity [17]. N refers 
to the normal carbonation rate, and numbers refer to grain 
size. Carbon blacks with small particle sizes have a microp-
orous structure and are highly structured. The dispersion 
of high-structure CB in the polymer is more difficult than 
low-structure CB, but the dyeing intensity is stronger [17]. Al-
though low-structure carbon blacks are better dispersed in the 
polymer, they reduce the mechanical strength of the polymer. 
In the interactions between the polymer and carbon black, al-
coholic, carboxylic acid, carboxylic anhydride, lactone, lactols, 
phenol, and hydroxyl groups on the surface of carbon black 
play an important role in surface activity [18, 19].

Some changes occur in the surface morphology of carbon 
black due to the volacanization reactions of rubber and 
thermochemical reactions during high temperature pyrol-
ysis [18, 19]. Substances formed during the vulcanization 
reactions that occur between CB and rubber molecules, 
S and inorganic substances fill the pores of carbon black. 
Additionally, some functional groups may be deactivated 
due to reactions between the functional groups on the CBP 
surface with rubber molecules and sulfur. Carbonaceous 
residues formed by repolymerization and dealkylation re-
actions occurring in the gas phase during pyrolysis refill the 
CBP pores in the form of coked deposits [18, 19]. The phys-
icochemical properties of CBP differ from commercial car-
bon blacks due to changes in the pore diameter and surface 
activity of CBP, as well as the masking of the surface activity 
by carbonaceous residues. Another reason why CBP does 
not have a specific standard is that different types of carbon 
black and silica combinations are used in the sidewall and 
tread during tire manufacturing [20, 21]. High-structure 
carbon blacks with a large surface area, which provide high 
wear and friction resistance even at low temperatures, are 
preferred in the tire tread. Carbon blacks, which provide 
high strength and flex resistance and are easily dispersed in 
polymer, are preferred on the sidewall. Since carbon blacks 
such as N110, which have high structure and large surface 
area, are difficult to disperse in the polymer, they are not 
preferred to be used in tire manufacturing. Recently, car-
bon blacks and inorganic additives such as SiO2 and CaCO3 
have begun to be used in tire manufacturing as hybrid fillers 
[20, 21]. For example, in Toyoya Car Corp.'s patented work, 
the use of a hybrid filler consisting of Seast 3 coded carbon 
black (equivalent to N330) and silica in the manufacture of 
the tire sidewall is described. In the patented work of Sum-
itomo Rubber Industries Ltd, N359 carbon black and silica 
hybrid filler was used in the tire tread  [20, 21]. As a general 
approach, it can be said that high-structure carbon blacks 
with mesopore diameter are used instead of low-structure 
carbon blacks, which have high porosity and weaken the 
wear resistance of the polymer, in the tire tread and side-
wall. Additionally, it seems impossible to define a specific 
standard quality for revovered carbon black, as different 
types of carbon black are used in different tire types and 
tire parts, depending on tire manufacturers' formulations.

In this study, the tire tread and sidewall parts were pyro-
lyzed separately to separate the two different types of car-
bon black used in the tire tread and sidewall parts. Since 
the main subject of the study was the removal of inorganic 
components in carbon black, no catalyst was used to change 
the mineral composition of the ash, and parameters that 
would affect the pyrolysis efficiency such as heating rate 
and tire size were not examined. Regardless of the brand 
of tyre types, sidewall and tread tyres were separated and 
cut into 1–2 cm sizes with the help of chisels. Sidewall and 
tread tyres have been pyrolyzed separately between 450 °C 
and 600 °C. Product yields depending on the temperature 
in the pyrolysis process are given in Table 2. Maximum py-
rolytic oil was obtained as 49.76 wt.% from the tire tread 
and 51.26 wt.% from the tire sidewall at 550 °C. The highest 
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amount of carbon black was obtained at 450 °C, 41.5 wt.% 
and 39.12 wt.% for the tire tread and sidewall, respectively. 
There was no significant increase in the amount of CBP and 
oil after 550 °C. The high amount of CBP at 450 °C show 
that the hydrocarbons in the carbon black matrix are not 
completely cracked, the carbon-like deposit formed by sec-
ondary reactions between gas molecules covers the carbon 
black surface, and pyrolysis is not completed. Moulin et al. 
[22], as seen in Figure 1, stated that in the dTG and TG 
diagram obtained from termogravimetric analyzes of the 
tire up to 800 °C, thermal degradation started at 150 °C, 
and mass loss began to be observed around 300 °C due to 
the degradation of additives such as process oils and plasti-
cizers. They showed in dTG curves that most of the rubber 
decomposes between 350 °C and 500 °C, and mass loss is 
completed at 550 °C.

In the pyrolysis experiments carried out by Yazdani et al. 
[23] between 400 °C–600 °C, distinct peaks were observed 
in the range of 660–3000 cm-1 from the FT-IR analyzes of 
the pyrolytic oil. They determined that the 3050 cm-1 band of 
C-H strench indicates the aromatic structure and shows the 
highest value at 500 °C and 550 °C. Researchers stated that 
pyrolysis was completed at 550 °C [23]. In the experiments 
conducted with tire tread and sidewalls, the maximum py-
rolytic oil yield was obtained at 550 °C, which coincides with 
both literature studies [22, 23]. It has been understood that 
in order to complete the thermal pyrolysis of scrap tires, the 

temperature must be exceeded 500 °C, and since there is no 
change in the yield of the products after 550 °C, the pyrolysis 
temperature must be between 500 °C and 550 °C.

Ultimate and proximate analyzes of CBP obtained at differ-
ent temperatures are given in Table 3. As seen in Table 3, the 
amount of volatile matter (VM) of carbon blacks obtained 
from the tire sidewall and tread between 450 °C and 600 °C 
varies in the range of 7.45 wt%–4.32 wt% and 8.67 wt%–4.58 
wt%, respectively. At low temperature, the VM value was 
found to be higher than the sidewall due to the presence of 

Table 2. The proportions of tread and sidewall pyrolysis products at different temperatures

T, °C  Tread/%   Side wall/%

 CBp Oil Gas CBp Oil Gas

450 41.5 44.74 13.76 39.12 47.21 13.67

500 39.42 45.62 14.96 37.43 47.62 14.95

550 38.53 49.76 11.71 36.22 51.26 12.52

600 36.34 48.51 15.15 34.16 49.74 16.1

Table 3. The pyrolytic carbon black composition obtained from sidewall and tread tyres depending on the pyrolysis temperature

    Ultimate analysis (wt.%)    Proximate analysis (wt.%)

T, °C C H N O S A M VM FC

Side wall

 450 80.86 1.58 0.59 3.95 1.63 12.28 1.66 7.45 78.61

 500 84.92 1.65 0.43 3.79 1.69 10.52 0.86 4.77 83.85

 550 86.41 1.73 0.52 3.21 1.2 9.82 0.82 4.57 84.79

 600 87.16 1.78 0.56 3.39 1.66 9.12 0.87 4.32 85.69

Tread

 450 49.12 1.63 0.55 2.68 2.48 49.41 2.97 8.67 38.95

 500 54.23 1.54 0.41 2.47 2.13 46.23 2.68 4.98 46.11

 550 56.92 1.48 0.43 2.51 1.86 44.89 2.41 4.82 47.88

 600 57.16 1.45 0.49 2.18 1.98 44.18 2.18 4.58 49.06

A: Ash; M: Moisture; VM: Volatile matter; FC: Fixed carbon.

Figure 1. TGA-DTA analysis on the tire sample at 5 °C/min 
heating rate [22].
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more carbonaceous deposits on the carbon black surface ob-
tained from the tire tread. At high temperatures, the amount 
of VM for both CBP was found to be close to each other.

Table 3 shows that the ash values for the tire tread are al-
most four times higher than those for the sidewall. One of 
the reasons for this is that due to the larger pore diame-
ter of the carbon black used in the tire tread, more coked 
carbon residues and mineral matter cover the carbon black 
surface and fill its pores. The other main reason is the use 
of high amounts of silica as a filler along with carbon black 
in the tire tread. As a result, the FC values of the carbon 
blacks obtained from the tire tread were found to be much 
lower than those from the tire sidewall. From these data, it 
is understood that the carbon black used in the tire tread 
has a larger pore diameter and lower structure than the tire 
sidewall. FC values increased due to the decrease in the 
amount of volatile matter with the increase in temperature. 
Since carbonaceous residues containing polymer molecules 
cross-linked with sulfur and ZnS, which is formed as a re-
sult of the reaction of S and Zn, are more in the tread part, 
the sulfur value is higher than in the sidewall part. In Figure 
2, Mis-Fernandez et al. [24], from X-Ray Diffraction anal-
ysis of tire pyrolysis between 450–750 °C, show that char-
acteristic peaks of ZnO are very strong at 450 °C,  charac-
teristic peaks of ZnS begin to appear after 550 °C, and ZnS 
peaks are very strong at 750 °C. They stated that after 750 
°C, almost all Zn reacted with S to form ZnS.
The amount of iodine adsorption (iodine number) and N2 
adsorption provide important information about the sur-
face area and pore structure of carbon black [1, 25]. Al-
though the iodine number is found to be slightly different 
from the surface area determined according to N2 adsorp-
tion due to the interaction of iodine with carbonaceous res-
idues on the surface, the difference gives an idea about the 
carbonaceous residue and mineral substance covering the 
pore structure. An important parameter that determines 

the quality of carbon black is the size of the branched chains 
in carbon black aggregates, which can be determined by 
di-butyl phthalate adsorption (DBP) [1, 25]. As seen in Ta-
ble 4, in demineralized CBP obtained from the tire tread, 
although the analysis results were slightly different from 
N339 due to the carbonaceous residues and inorganic sub-
stances weakening the formation of a great, the values were 
found closer to N339. It is desirable to use high-structure, 
microporous carbon blacks in the tire tread, which improve 
the friction and wear resistance of the polymer. However, 
from the iodine number, N2 adsorption and DBP adsorp-
tion data, it was understood that carbon black with a lower 
structure was used from the sidewall (similar to N330). The 
possible reason for this may be that since high-structure 
microporous carbon blacks are difficult to disperse in rub-
ber, mesoporous carbon blacks, which are more easily dis-
persed, have been adopted to increase the wear and friction 

Table 4. Analysis results of demineralized pyrolytic carbon black at 550 oC

Samples Sidewall Tread N234 N330 N339 N550

C 94.29 94.33 95.2 96 97.79 98.7

H 0.50 0.60    

N 0.34 0.48    

O 3.66 3.50    

S 0.80 0.73    

Ash 0.41 0.36    

M 0.53 0.60    

VM 3.40 3.82    

FC 94.38 94.46    

SA, m2/g  76.82 99.76 126 83 96 42

Iodine number, mg/g 77.40 84.43 120 82 93 43

DBP, cm3/100 g 98.12 101.50 125 102 115 121

DPPA: Dibutylphtalate adsorption; M: Moisture; VM: Volatile matter; FC: Fixed carbon.

Figure 2. X-ray diffraction for pyrolytic process from 450 ºC 
to 750 ºC [24].
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resistance with silica reinforcement. The negative effects of 
mesoporous carbon blacks producing larger aggregations 
were eliminated with silica. It can be said that, not being 
a general rule, low-structure, high-pore diameter carbon 
blacks such as N550 or N660 were not used on the sidewall 
and tread of the tire sample studied.

In Table 4, it is observed that the sulfur value also decreased 
significantly. It has been observed that sulfur in the form 
of metal sulfides is successfully reduced in the two-stage 
extraction method with the addition of complexing agents 
and oxidants.

Demineralization of CBP consists of a two-stage solid-liquid 
extraction (acid-base extraction) method. The method is 
also known as leaching. CBP was first treated with HCl, then 
the acid step was repeated by adding ethyl alcohol as a sur-
face wetting and dispersing agent and citric acid as a com-
plexing agent to the acid solution. In the continuation of the 
study, the acid-treated CBP was treated with NaOH solution 
containing oxidant substances to extract silica, sulfur and 
other metals. In Table 5, the extraction results of single-stage 
HCl extraction, HCl extraction with CA and EA addition, 
and NaOH extraction with oxidant addition are given.

Acidic Extraction: The following reactions occur between 
HCl and the major metallic components in CBP.

ZnO + 2HCl → ZnCl2 + H2O (1)

Ca(OH)2 + 2HCl = CaCl2 + 2H2O (2)

Fe2O3 + 6HCl = 2FeCl3 + 3H2O (3)

Al2O3 + 6HCl = 2AlCl3 + 3H2O (4)

As seen from Eq (1), 2 mol of HCl is required for every 1 
mol of ZnO. Since ZnO is 81.40 g/mol, theoritically 89,68 
g of HCl is required stoichiometrically for every 100 grams 
of zinc oxide. The amount of zinc in CBP obtained from 
tire sidewall and tread regions at 550 °C, are 47.36% and 
20.66%, respectively. Theoretically, 52.18 g HCl and 22.76 g 
of HCl are required for tread and sidewall CBP, respectively. 
An acid solution 10 times the weight of CBP was used in the 
experiments. Considering the other elements in the carbon 

surface matrix, the use of 4 M HCl is also compatible with 
literature information [1, 15, 16].

As seen in Table 5, zinc extraction efficiency is low without 
the use of surface wetting EA and complexing CA. Depend-
ing on the metal extraction amount of HCl, the SiO2 ratio 
in CBP increased. The addition of surface wetting EA in-
creased the hydrophilicity of metals, and CA not only gave 
more protonium ions to the solution, but also significantly 
increased the extraction efficiency by complexing with met-
als. After the acidic stage, silica concentration increases due 
to the extraction of other metals. 

Basic Extraction: The reaction between ZnS, SiO2 with 
NaOH is as follows.

SiO2 + 2NaOH → Na2SiO3 + H2O (5)

ZnS + 2NaOH → Na2S + Zn(OH)2 (6)

Since Zn(OH)2 has low solubility in water, it passes into the 
aqueous phase during neutralization of the solid phase with 
sulfuric acid, as seen in Eq. 7.

H2SO4 + Zn(OH)2  → ZnSO4 + 2H2O (7)

After acidic metal extraction experiments in the range of 450 
°C–600 °C, remaining SiO2 for the tire sidewall and tread 
are 74.20 wt.% and 70.87 wt%, respectively. The amount of 
Zn is 3.76 wt.% and wt. 3.73 wt.%, respectively. Theoretical-
ly, 102.50 g and 98.03 g of NaOH are required to remove Zn 
and Si from every 100 g of sidewall and tread carbon black 
after the acidic deashing stage. 2.56 M and 2.45 M NaOH 
were calculated for each 100 g of sidewall and tread carbon 
black, respectively. It was taken into account that more base 
should be used due to the steric hindrance of other metals 
in CBP and carbonaceous residues of the CBP surface ma-
trix, and 5 M NaOH was used in accordance with the liter-
ature [1, 5, 16]. As seen in Table 5, the amount of Si in the 
sidewall and tread decreased from 17.23 wt.% to 1.18 wt.% 
and from 40.68 wt.% to 1.96 wt.%, respectively.

As seen in Table 5, potassium ferrate and hypochlorite add-
ed in the basic extraction stage, zinc, silica and calcium, 
which are the major components of carbon black, were ex-

Table 5. Elemental analysis results of CBP from acidic and basic deashing steps at 550 °C

Samples   Sidewall    Tread

 CBP HCl HCl+CA+EA NaOH+Oxidant CBP HCl HCl+CA+EA NaOH+Oxidant 
 wt. % wt. % wt. % wt. % wt. % wt. % wt. % wt. %

Si 17,23 65,22 74,20 1,18 40,68 63,63 70,87 1,96

Zn 47,36 6,96 3,76 0,74 20,66 5,50 3,73 0,44

K 1,07 1,14 0,90 n.r. 1,13 1,21 1,03 n.r.

Na 1,01 1,16 0,80 n.r. 1,10 1,18 0,75 n.r.

Al 3,45 1,79 0,14 n.r. 3,09 1,69 0,13 n.r.

Fe 3,23 1,07 0,12 n.r. 3,32 1,11 0,11 n.r.

Mg 1,28 1,06 0,18 n.r. 1,54 1,36 0,16 n.r.

Ca 5,63 1,86 0,15 n.r. 5,38 1,23 0,13 n.r.

n.r.: Note reported under 0,1 wt. %.
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tracted with great efficiency in the basic stage. Components 
above 1 wt.% are given in Table 5. As seen in Figure 3, sili-
ca could not be extracted alone in the acid phase, zinc was 
largely removed, and all minerals were extracted with great 
efficiency in the basic phase.

Although SiO2 is the main component of the hybrid filler, 
it reduces the staining intensity of CBP because it chang-
es the pore diameter and surface activity of carbon black. 
Additionally, SiO2, which has a hydrophilic surface, reduces 
the dispersion of carbon black in the hydrophobic poly-
mer matrix. SiO2 decomposes as a commercially valuable 
by-product in the form of Na2SiO3 (water-glass) as a result 
of a basic reaction.

Sodium hypochlorite ionization reaction is given in Eq. 8 
and Eq. 9. It is unstable at low pH values. Stable at pH>10 
with addition of NaOH [26].

HClO → H+ + ClO- K = 3.3 × 10-8 (8) 

HClO + Cl- + H+ → Cl2 + H2O K = 2.3 × 103 (9)

Sulfonyl compounds are formed as a result of reactions be-
tween sulfur compounds in the form of sulfide or disulfide 
in the hydrocarbon structure and hypochlorite. The sulfo-
nyl then oxidizes into sulfonate or sulfate.

R – S – R’ + 2ClO- → RSClO- + R’ClO- (10) 

RS – S – R’ + 2ClO- → RSClO- + R’SClO- (11)

RSClO- + 2H2O → RSO3H + 3H+ + Cl- + 3e (12)  

RSClO- + 3H2O → RCl + 6H+ + SO4
2- + 5e (13)

The reaction between metallic compounds of sulfur, for ex-
ample ZnS, and hypochlorite is given in Eq. (14).

ZnS + 4ClO- + 2H2O → Zn(OH)2 + 4Cl- + SO4
2- + 2H+ (14)

As can be clearly seen from Table 5, after the demineraliza-
tion studies of the sidewall and tread carbon blacks, the sul-
fur value decreased from 1.2 wt.% to 0.8 wt.% and from 1.86 
wt.% to 0.73 wt.%. has decreased. CA and EA added in the 
acidic stage and hypochlorite added in the basic stage made 
a great contribution to the desulfurization of CBP. As seen 
in Figure 4, the amount of zinc recovery is higher in the tire 
sidewall. Silica and ash removal is greater on the tread.

Micro-Nutrients and Macro-Nutrients of Plants
Zinc is an important component of various enzymes that 
drive metabolic reactions in plants. These enzymes in the 
plant tissue contribute to the growth and development of 
the plant. Zinc deficiency causes a decrease in the forma-
tion of carbohydrates, proteins, and chlorophyll in plants. 

Table 6. Amounts of inorganic elements extracted from CBP at 550 oC

  Sidewall    Tread

Sample Wt.% in ash Recovery, wt. %  Extraction, g/L Wt. % in ash  Recovery, wt.% Extraction, g/L

Si 17.23 16.05 1.51 40.68 38.72 13.50

Zn 47.36 46.62 4.40 20.66 20.22 7.05

K 1.07 1.07 0.10 1.13 1.13 0.40

Na 1.01 1.01 0.10 1.10 1.10 0.39

Al 3.45 3.45 0.33 3.09 3.09 1.08

Fе 3.23 3.23 0.30 3.32 3.32 1.16

Mg 1.28 1.28 0.12 1.54 1.54 0.54

Ca 5.63 5.63 0.53 5.38 5.38 1.88

Figure 3. Zn and Si in CBP as a result of acidic and basic 
deashing steps at 550 oC. Figure 4. Deminerlization results of CBP at 550 oC.
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Zinc is an important plant micronutrient that strengthens 
roots and leaves in fertilizers. Fertilizers containing zinc, 
which is a very important nutrient source for plants, espe-
cially in barren soils with high lime content, cannot be used 
as widely as desired due to the high cost of zinc. Efforts to 
reduce the cost of zinc-containing fertilizers will increase 
the use of such fertilizers in a wider area [14]. As seen in 
Table 6, K and Ca minerals, which are macro-nutrient ele-
ments of plants, are also included in carbon black ash. Mi-
cro and macro-nutrient elements in the solution obtained 
from pyrolytic carbon black are given in Table 6.

CBP obtained from tire sidewall and tread was treated with 
10 times solution in acidic and basic levels, and the amount 
of mimeral substance extracted for 100 g CBP is given in 
g/L. Solutions can be used directly as stock material in fer-
tilizer formulations containing micro and macro nutrients, 
their concentration can be increased by evaporation-crys-
tallization, or they can be obtained as pure components by 
electrochemical methods. For example, as a result of the 
mineral recovery of 1 ton of CBP, extract containing 40.40 
kg and 70.50 kg of zinc is obtained from the sidewall and 
tread parts, respectively. 1 ton of solution prepared with a 
1:1 mixture of extracts yields 57.05 kg Zn, 12.05 kg Ca, 7.05 
kg Al, 7.30 kg Fe, 2.50 kg K and 2.45 Na. 1 ton, 1:1 extract 
mixture, 121.64 kg of sulfur component went into solution.

Thus, the solution obtained from the demineralization re-
actions of CBP is an important input in the manufacture of 
fertilizer as a plant nutrient raw material, as it contains po-
tassium as well as rich zinc, sulfur and remarkable iron and 
calcium components. Zinc compound is an expensive sub-
stance with wide industrial use. Although the use of zinc 
element in plants as a fertilizer has proven to be extremely 
important for the plant and is used throughout the world, it 
cannot be used widely due to its high cost [27]. The use of 
zinc obtained from the recycling of scrap tyres in fertilizers 
will reduce the cost of fertilizer and increase the prevalence 
of zinc fertilizer.

Although the demineralization of pyrolytic carbon black 
will result in additional costs to the investor, it will be a sus-
tainable and highly profitable project in terms of scrap tyre 
management, as demineralized carbon black with higher 
commercial value and also zinc that can be used for fertil-
izer will be obtained in the market. Thus, the bottleneck in 
the existing pyrolysis facilities will be overcome.

CONCLUSION

In this study, carbon black, one of the two main products 
obtained from the recycling of scrap tires by the pyrolysis 
method, was upgraded with an improved acid-base ex-
traction method. Pyrolytic carbon black is very difficult to 
use industrially and find a market due to the high ash and 
carbon residues it contains. Since tire manufacturers use 
different carbon blacks and fillers such as SiO2 in different 
tires and components, it is not possible to obtain carbon 
black that exactly matches the ASTM carbon black clas-
sification standard from pyrolytic carbon black upgrade 

studies. However, since carbon black that has better disper-
sion and dyeing intensity in the polymer and has the aver-
age qualities of carbon black within a certain range in the 
ASTM classification can be obtained, carbon black suitable 
for use in the polymer industry can be obtained.

It has been understood that when the tire sidewall and 
tread are pyrolyzed separately, two different types of carbon 
black can be obtained depending on the pore diameter, sur-
face area and activity. In the upgrade study of CBP, the ash 
amount of CBP was reduced with a much higher efficiency 
than known acid-base methods.

Inorganic components obtained from carbon black are 
macro- and micro-nutrient elements that are vital for 
plants. The by-product (extraction and washing solutions) 
obtained from the CBP upgrade study can be evaluated in 
the fertilizer industry and will reduce CBP upgrade costs 
and provide a new perspective to the sector. Thus, pyrolysis 
facilities will come to the fore as a more feasible recycling 
method.
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ABSTRACT

Machine-learning air pollution prediction studies are widespread worldwide. This study ex-
amines the use of machine learning to predict air pollution, its current state, and its expected 
growth in India. Scopus was used to search 326 documents by 984 academics published in 231 
journals between 2007 and 2023. Biblioshiny and Vosviewer were used to discover and visual-
ise prominent authors, journals, research papers, and trends on these issues. In 2018, interest 
in this topic began to grow at a rate of 32.1 percent every year. Atmospheric Environment (263 
citations), Procedia Computer Science (251), Atmospheric Pollution Research (233) and Air 
Quality, Atmosphere, and Health (93 citations) are the top four sources, according to the Total 
Citation Index. These journals are among those leading studies on using machine learning to 
forecast air pollution. Jadavpur University (12 articles) and IIT Delhi (10 articles) are the most 
esteemed institutions. Singh Kp's 2013 "Atmospheric Environment" article tops the list with 
134 citations. The Ministry of Electronics and Information Technology and the Department of 
Science and Technology are top Indian funding agency receive five units apiece, demonstrat-
ing their commitment to technology. The authors' keyword co-occurrence network mappings 
suggest that machine learning (127 occurrences), air pollution (78 occurrences), and air qual-
ity index (41) are the most frequent keywords. This study predicts air pollution using machine 
learning. These terms largely mirror our Scopus database searches for "machine learning," "air 
pollution," and "air quality," showing that these are among the most often discussed issues in 
machine learning research on air pollution prediction. This study helps academics, profession-
als, and global policymakers understand "air pollution prediction using machine learning" 
research and recommend key areas for further research.

Cite this article as: Ansari A, Quaff AR. Bibliometric analysis of Indian research trends in air 
quality forecasting research using machine learning from 2007–2023 using Scopus database. 
Environ Res Tec 2024;7(3)356–377.

INTRODUCTION

Annually, the deleterious effects of air pollution on the en-
vironment, human health, and the global economy render 
it a pervasive hazard with far-reaching implications for all 
individuals. According to the World Health Organisation, 
the annual number of preventable deaths caused by indoor 
and outdoor pollution exceeds seven million [1]. This phe-

nomenon can be attributed to the elevated mortality rates 
associated with various health conditions, such as stroke [2], 
coronary heart disease [3], chronic obstructive pulmonary 
disease [4], lung cancer [5], and acute respiratory infections 
[6, 7]. Furthermore, it is worth noting that in the year 2019, 
a significant majority of the global population, specifically 
99%, resided in geographical areas that failed to meet the air 
quality standards set out by the World Health Organisation 
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(WHO). Furthermore, as stated by the World Health Organ-
isation (WHO), the deleterious impacts of air pollution on 
the environment in Southeast Asia account for a staggering 
91% of avoidable fatalities in nations with lower and mod-
erate income levels. In a study conducted in 2013, led by the 
International Agency for Research on Cancer of the World 
Health Organisation, it was found that particulate matter 
components have been classified as carcinogenic to humans 
[8]. These components are believed to be the primary con-
tributors to the increasing prevalence of cancer, particularly 
lung cancer [9]. There is a need to enhance public knowledge 
regarding the development and dissemination of pollution 
maps that provide timely alerts for hazardous air pollutants.
In recent times, numerous noteworthy occurrences of natu-
ral and anthropogenic pollution have had severe detrimen-
tal effects on both human well-being and the ecological 
system [10–14]. The prevalent natural air pollutants in-
clude ozone (O3), sulphur dioxide (SO2), carbon monoxide 
(CO), particle matter (PM), and nitrogen dioxide (NO2). 
The primary sources of air pollution resulting from hu-
man activities encompass electricity generation, emissions 
from stationary vehicles, industrial emissions, agricultural 
emissions, emissions from home heating systems, including 
aquatic surfaces, cooking activities, and so forth. Multiple 
studies [9, 15, 16] have indicated that air pollution in any 
given place is influenced by both regional and international 
sources, as well as adjacent local sources. The levels of air 
pollution vary significantly across different locations as a 
result of variances in factors such as the quantity, composi-
tion, fuel type, emission control technology, and concentra-
tion of several sources. The temporal patterns of air pollut-
ant concentrations exhibit considerable fluctuation due to 
weather restrictions that vary on a daily, weekly, and yearly 
basis, as well as the presence of several sources. Various ma-
chine learning techniques have been employed in the do-
main of air pollution to forecast air pollution levels [17, 18], 
determine the sources of pollution [19, 20], and monitor air 
pollution [21–23], among other diverse applications.
Scholars employ a range of qualitative and quantitative 
methodologies in their literature reviews to evaluate and 
structure their texts and discoveries. Bibliometrics is a com-
monly employed method for assessing the existing state of 
knowledge on a certain subject [24–26]. This discipline 
offers a methodical, replicable, statistically rigorous, and 
transparent approach to conducting reviews. This approach 
involves utilising specific elements such as titles, abstracts, 
author names, journal names, keywords, affiliations, ref-
erences, and other relevant information sourced directly 
from academic databases, including but not limited to Sco-
pus and WoS. Consequently, the analysis derives the issues 
that have been examined, identifies the most prominent 
institutions and scholars, along with enduring patterns, 
detects shifts in the disciplinary parameters through time, 
and provides a comprehensive outlook on the topic. A sig-
nificant increase in bibliometric research has been observed 
across various academic areas, such as tourism [27], health 
and infection [28] and educational administration [29, 30]. 

In order to gain clarity and establish a clear direction for 
addressing the global problem of air pollution, it is neces-
sary to do a bibliometric study, as suggested by author [31]. 
Numerous bibliometric studies have been conducted in the 
past, exploring various aspects of air pollution. In the study 
conducted by author [32], an analysis was performed on a 
comprehensive dataset of global scientific papers pertain-
ing to pollution research spanning the years 2000 to 2016. 
The analysis encompassed both quantitative and qualitative 
aspects, allowing for a comprehensive understanding of the 
research landscape in this field. In their study, Kumar [33] 
performed an analysis encompassing all the studies on air 
pollution published in the Web of Science (WoS) database 
over the period from 2005 to 2014. In their study, M. Ku-
mar [34] undertake a thorough examination of the exist-
ing body of research pertaining to the health consequences 
associated with the exposure of young individuals to air 
pollution. Yang [35] conducted a comprehensive analysis of 
the existing literature pertaining to the factors contributing 
to air pollution throughout the period from 2006 to 2015. 
The authors conducted a bibliometric analysis of scholar-
ly works pertaining to respiratory health issues associated 
with outdoor air pollution [36]. Furthermore, a compre-
hensive analysis was conducted on several scholarly articles 
pertaining to the utilisation of machine learning techniques 
in the context of air pollution-related applications. Dogra 
[37] have undertaken a bibliometric examination of statisti-
cal forecasting and prediction methodologies pertaining to 
air pollution. The researchers employed the Markov chain 
and evolving trees methodologies to project forthcoming 
advancements in the study of significant air contaminants. 
Rybarczyk [38] conducted a comprehensive literature re-
view on the utilisation of machine learning in the context 
of air pollution. The study revealed that researchers tend to 
favour regression techniques for estimation purposes, while 
prediction applications commonly employ neural network 
algorithms and support vector machines. This finding un-
derscores the prevalent preferences within the research 
community regarding the selection of machine learning 
methods for addressing air pollution challenges. In their 
study, Guo [39] conducted a comprehensive search of the 
Web of Science database to identify all relevant scholarly 
articles. Subsequently, they employed CiteSpace 5.8.R1, a 
widely used software tool, to analyse various aspects such 
as countries, organisations, authors, keywords, and refer-
ences. The primary objective of this analysis was to identify 
prominent areas of research and emerging trends pertain-
ing to the application of artificial intelligence in the domain 
of air pollution. The purpose of this endeavour was to iden-
tify areas of concentrated activity and emerging trends in 
the field of artificial intelligence. The topic of predicting air 
pollution has been extensively investigated [40]. Statistical 
forecasting, numerical forecasting methodologies, and arti-
ficial intelligence were employed to classify the forecasting 
models. Most studies that employ time-series and machine 
learning techniques to predict air quality commonly utilise 
multilayer neural networks. However, it is worth noting 
that these networks were originally designed for tasks other 
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than time-series modelling [41, 42]. The utilisation of ma-
chine learning and time series analysis in the prediction of 
air quality has been investigated by researchers. There have 
been proposed methodologies utilising data-driven tech-
niques for the purpose of predicting air pollution levels. 
Zong [43] propose a methodology that integrates meteoro-
logical features and air quality data to develop a predictive 
model for air quality with a lead time of two days. In 2019, 
Cabaneros [44] conducted a comprehensive assessment of 
139 research articles pertaining to the prediction and es-
timation of ambient air pollution levels. P. Guo [45] con-
ducted a comprehensive analysis of the research landscape 
pertaining to construction dust, including its distribution, 
emerging fields of investigation, and potential avenues for 
future study, utilising the CiteSpace programme. The prima-
ry objective of this study was to examine scholarly articles 
published in the Web of Science (WoS) database from 2010 
onwards, with a specific emphasis on those that addressed 
the subject of "construction dust." The study presents an 
analysis of many properties of these publications, includ-
ing their quantity trend, quality, author cluster, related in-
stitution, and journal category. Additionally, the analysis 
includes article co-citation and keyword co-occurrence. A 
bibliometric analysis was conducted using CiteSpace 5.7.R3 
to examine literature related to ozone pollution in the Web 
of Science (WoS) database [46]. The authors have reached 
the conclusion that significant emphasis has been placed on 
elucidating the mechanism of ozone formation and source 
allocation, characterising ozone pollution, modelling ozone 
dispersion at various scales, and assessing the risks posed to 
humans and plants due to short- and long-term exposure. 
However, it is necessary to conduct a comprehensive quan-
titative analysis of various academic articles that cover all 
potential domains where machine learning methods might 
be employed for addressing air pollution. This study con-
ducts a bibliometric analysis of the existing research on "Air 
Pollution Prediction Using Machine Learning" with the aim 
of providing valuable recommendations for future studies 
and practical applications.
To the best of the author's knowledge, a limited number 
of scholars have utilised the WoS database for conducting 
bibliometric evaluations pertaining to the domains of air 
pollution and machine learning for global research. Several 
studies have been conducted on air pollution prediction us-
ing machine learning approaches [47–49]. Nevertheless, it is 
important to acknowledge that the Scopus database has not 
been employed in any bibliometric assessments pertaining 
to this subject matter. Additionally, there is no documented 
evidence of any researcher utilising bibliometric analysis to 
study machine learning techniques for the specific objective 
of air quality prediction from an Indian perspective.
The primary aim of this research is to acquire a full com-
prehension of the utilisation of machine learning method-
ologies in the examination of air pollution. The researchers 
conducted an analysis of the literature available in the Sco-
pus online database, focusing on subject categories, article 
volumes, and journal kinds. This analysis aimed to obtain 

a thorough grasp of the current status of progress in the 
field. The aforementioned documents were exported to the 
VOSviewer and Biblioshiny applications for the purpose of 
analysis. Through the establishment of collaborative part-
nerships among nations, authors, and institutions, we have 
successfully recognised worldwide research needs and fos-
tered cooperative linkages. This study enables air pollution 
experts to realise the following different research questions: 
(i) Has there been an increase or reduction in research on 
the prediction of air pollution using machine learning? (ii) 
What is the annual growth rate of scholarly papers on this 
issue? (iii) What are the essential terms associated with the 
topic of "air pollution and machine learning" as identified 
in the existing literature? (iv) How do distinguished scien-
tists collaborate with each other? Which academic journals 
and universities have the most significant impact? The re-
maining sections are categorised as follows: The subsequent 
section provides a comprehensive discussion of both the 
materials used and the processes employed. The findings of 
the bibliometric analysis conducted using VOSviewer and 
biblioshiny are presented and analysed in the third section 
of this study. The study concludes in Section 4, wherein 
prospective areas for further research are also highlighted.

MATERIALS AND METHODS

In recent years, there has been a notable surge in the vol-
ume of research undertaken within technical disciplines. 
As a result of this phenomenon, the effort of staying abreast 
of the pertinent literature pertaining to a specific field is 
becoming more challenging. The aforementioned require-
ment calls for the development of quantitative bibliometric 
approaches that possess the capability to effectively handle 
extensive volumes of data, identify the most influential 
publications, and reveal the fundamental structure of the 
field [50]. These methodologies should possess the capabil-
ity to effectively manage and process large volumes of data. 
We conducted a comprehensive review of the existing lit-
erature on the application of machine learning in air pol-
lution forecasting, with a focus on identifying trends and 
key factors influencing this subject. To accomplish this, we 
employed the bibliometric approach proposed by Garfield 
[51]. The aforementioned technique was employed by our 
research team. Zupic [52] assert that bibliometric methods 
employ a quantitative approach to classify, evaluate, and 
monitor published research. The purpose of this endeavour 
is to implement a systematic, clear, and replicable process 
for conducting reviews, with the ultimate goal of enhancing 
the overall quality of the reviews. Scholars sometimes find it 
beneficial to derive their conclusions from a corpus of accu-
mulated bibliographic data provided by fellow academics in 
the discipline who express their perspectives through writ-
ten works, citations, and collaborative efforts. Scholars use 
this methodology to draw conclusions. In contrast to the 
research conducted on air pollution projections utilising 
machine learning techniques, bibliometrics has been exten-
sively employed in many disciplines, including administra-
tion, biology, nutrition, engineering, and various medical 
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specialties. As a result of this, a search was done on Au-
gust 7, 2023, in the Scopus database using a Boolean search 
strategy to identify pertinent literature published through-
out the timeframe of 2007 to 2023. To determine the key-
words for the present study, the research team utilised their 
own pre-existing expertise on the subject matter, as well as 
previously conducted research, keyword analysis of specific 
databases, and assessment of relevant studies conducted in 
other locations. The search queries include [TITLE-ABS-
KEY ("air pollution" OR "air quality") AND TITLE-ABS-
KEY ("prediction" OR "forecasting") AND TITLE-ABS-
KEY ("machine learning" OR "artificial intelligence")] with 
the longest period permitted by the database to encompass 
all possible articles. Zupic [52] conducted a process of se-
lecting and importing relevant texts from a database using 
biblioshiny, a web interface designed for the bibliometrix 
programme. In order to assess subtle distinctions, an exam-
ination was conducted on the most reliable Indian schol-
arly publications within the English-language domains of 
Article, Review, Conference Paper, Conference Review, 
and Book Chapter. The results were organised based on the 
number of citations, resulting in a total of 326 instances. 
Figure 1 shows a flow chart diagram for the collection of 
literature (identification, screening, and eligibility).

VOSviewer has also performed document analysis to en-
hance the comprehensibility of network diagrams and 
overlay diagrams. The methodology incorporates perfor-
mance assessment and science mapping as key components 
[53–56]. As a component of performance analysis, scholar-
ly publications are scrutinised with respect to the authors, 
countries, and institutions involved. In contrast, science 
mapping uses bibliometric approaches to identify and 
analyse patterns within the realm of scientific study. The 
review articles by Abafe [31] and Velasco-Muñoz [50] con-
tribute quantitative rigour to the assessment of subjective 
literature judgements and provide empirical evidence for 
theoretically defined categories. The following indicators 
were specifically examined: (i) A comprehensive summary 
encompassing pertinent information such as important de-
tails, annual scientific output, and the annual average of ci-
tations (ii) Various sources, including those commonly ref-
erenced within a certain locality, the most relevant sources, 
and the impact of sources The focus of this inquiry is on 
the primary relationships and their evolutionary progres-
sion. (iiib) The analysis also focuses on authors, including 
their relevance to the topic, the frequency of citations re-
ceived locally, the impact they have had on the field, and 
their productivity over a period of time. In this section, we 
will discuss the study of author keyword cooccurrence, the 
identification of the most commonly used terms, and the 
examination of trending issues. The corpus comprises var-
ious texts, including those that have garnered the highest 
number of citations on national scales.

In this study, S-curve analysis was utilized to show how 
the work changed over time. Several modeling approaches 
have been used to forecast the future of invention. However, 
researchers have used the S-curve to predict technological 

advancements [15, 57], and inventions and technologies 
typically follow it. The four stages of a technical structure's 
transformation can be simulated using an S-curve simula-
tion: emergence, growth, maturity, and saturation or decline 
[58]. Using S-curve analysis, we could conduct a quantita-
tive study on the prediction of air quality in the future us-
ing a variety of machine learning models. We employed the 
logistic model, where k and an act as the determinants of 
the shape of the curve, and x denotes the time bucket. An 
analysis of variance (ANOVA) and an independent t-test 
were conducted in order to look into the study's potential 
implications further.

RESULTS AND DISCUSSIONS

Descriptive Analysis
The dataset, which spans the years 2007 to 2023 and is de-
rived from 231 sources, including books and journals, is 
shown in Table 1 and has a total of 326 documents. The 
figures show a strong yearly growth rate of 32.1% over this 
time period. The dataset's documents are 1.74 years old on 
average and have 6.911 citations on average per document. 
The total number of references cited in all papers is 9053. 
The dataset includes a wide range of information in terms of 
content. To classify and describe the papers, 1746 keywords 
and 808 author-specific keywords were included. Only six 
of the 984 authors in the sample contributed to documents 
with a single author. The data also shows a trend towards 
author collaboration, with 3.6 co-authors on average per 

Figure 1. Flow chart diagram for the collection of literature 
(identification, screening, and eligibility).
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document. The percentage of international co-authorships 
in collaborations is about 14.42%. The dataset has 133 arti-
cles (41%), 22 book chapters (7%), 161 conference papers 
(49%), and 10 reviews (3%), among other document types. 
The various document types employed in the study are 
shown in Figure 2a. The dataset's multidisciplinary nature 
and its ability to contribute to numerous fields of study are 
reflected in the wide variety of document formats. Overall, 
the dataset offers a thorough selection of academic papers 
that span a wide range of topics and exhibit notable devel-
opment and collaboration within the academic community.

Figure 2b displays the annual number of papers published 
along with the publication patterns from 2007 to 2023. An 
intriguing pattern of intellectual activity can be seen in the 
distribution of articles over several years. There were few or 
no publications published in the years from 2007 to 2012, 
indicating a comparative lull in activity. However, in later 
years, this pattern changed. A single essay published in 2013 
served as the catalyst for a revitalised scholarly production. 
Three articles in 2015 helped the momentum pick up, and 
two pieces each in 2016 and 2017 helped it continue to gain 
ground. The genuine uptick started in 2018 with six articles, 
then increased significantly in 2019 with 27 articles. With 
49 articles, the year 2020 saw a notable increase in scholarly 
contributions; this trend continued into the next year, 2021, 
with 58 articles. The maximum number of articles—91—
was recorded in 2022, marking the peak of this expansion. 
While 2023 saw a small decline with 86 publications, the 
overall trend highlights a tremendous uptick in research 
activity, indicating a vibrant and alive environment for aca-
demic inquiry and information sharing.

S-Curve Analysis of Publications
Figure 2c shows S-curve plot of cumulative publication 
over time. Using a logistic growth model, the investigation 
sought to simulate the growth of total articles from 2007 
to 2023. The parameters of this model, which give infor-
mation about publication trends, stand for the carrying 
capacity (K), the growth rate (a), and the inflection point 
(t0). Estimates of these parameters were obtained by fit-
ting the logistic function to the data. The carrying capacity 
(K) was roughly estimated at 468.21, reflecting the highest 
publishing level at which the model converges. It was cal-
culated that the growth rate (a), which represents the speed 
at which publications approach the carrying capacity, is 
approximately 0.7790. The transition year into a phase of 
more rapid growth, designated as the inflection point (t0), 
was determined to be about 2021.94. The coefficient of de-
termination (R2) was calculated to assess the model's per-
formance, yielding a value of about 0.9992. This R2 score 
implies that the logistic growth model fits the observed 
data with extraordinary strength. The logistic growth mod-
el's high R2 value suggests that it accurately represents the 
trends in cumulative publications throughout the select-
ed years. The analyses' deep understanding of how publi-
cations grow over time makes it easier to understand the 
patterns and trends in academic work over the time period 
that was looked at.

Most Influential Journals
Table 2 provides a list of variables related to several air 
pollution journals and the metrics they are associated 
with. There is information on the starting year (PY_start), 
total number of citations (TC), number of articles (NP), 
g-index, h-index, and m-index. The top 10 most perti-
nent sources out of 231 sources, as determined by the total 
number of documents, are an indication of their signifi-
cant contributions to their respective disciplines. Leading 
this compilation is "Lecture Notes in Networks and Sys-
tems," a noteworthy source with 12 pages, a strong h-in-
dex of 3, an excellent g-index of 5, a significant m-index 
of 0, and a total of 30 citations since it was first published 
in 2020. Similar to "Lecture Notes in Electrical Engineer-
ing," which started its significant journey in 2020, "Lecture 
Notes in Electrical Engineering" stands out with 7 docu-
ments, an h-index of 2, a respectable g-index of 3, and a 
balanced m-index of 0.5. Since its debut in 2018, "Proce-
dia Computer Science" has maintained its position with 
six documents, as evidenced by astounding h-index and 
g-index totals of 6, a notable m-index of 1, and a note-
worthy citation total of 251. Furthermore, with 6, 6, and 
5 documents each, journals like "Advances in Intelligent 
Systems and Computing," "Environmental Monitoring 
and Assessment," and "Communications in Computer 
and Information Science" continue to be important sourc-
es that offer insightful information in their fields. Not to 
be disregarded, "Atmospheric Pollution Research," "At-
mospheric Environment," "Air Quality, Atmosphere, and 
Health," and "Journal of Cleaner Production," each with 4, 
3, 3, and 3 papers, strengthen their places as key sources, 

Table 1. Main information about data

Description Results

Timespan 2007:2003

Sources (Journals, Books, etc) 231

Documents 326

Annual growth rate % 32.1

Document avarage age 1.74

Average citations per doc 6.911

References 9053

Keywords plus 1746

Author’s keywords 808

Authors 984

Authors of single-authored docs 6

Single-authors per doc (collabration) 6

Co-authors per doc (collabration) 3.6

International co-authorships % 14.42

Article 133

Book chapter 22

Conference paper 161

Review 10
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Figure 2. (a) Document type. (b) Annual scientific publication distribution. (c) S-curve plot of cumulative publication over time.
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encouraging a comprehensive awareness of relevant top-
ics. The top 10 sources, ranked by the quantity of docu-
ments published, are shown in Figure 3a.
Similar to Table 2, Table 3 lists a variety of elements related 
to several air pollution journals and their related metrics. 
The starting year (PY_start), overall number of citations 
(TC), total number of publications (NP), and g-, h-, and 
m-indices are all given. The summary provides a brief over-
view of the top 10 sources (out of 231) according to the 
Total Citation (TC) index, which rates them according to 
their local influence. "Atmospheric Environment" is in first 
place with a respectable TC index of 263, closely followed 
by "Procedia Computer Science" with 251 citations and "At-
mospheric Pollution Research" with 233 citations. While 
"Plos One" and "Journal of Cleaner Production" show sig-
nificant local impact with 83 and 62 citations, respectively, 
"Air Quality, Atmosphere, and Health" maintains its domi-
nance with 93 citations. With 51 citations, "Sensors and Ac-
tuators, B: Chemical" is next, followed by "Proceedings of 
the International Conference on Inventive Communication 
and Computational Technologies, ICICCT 2018," "Environ-
mental Science and Pollution Research," and "Sensors and 
Actuators, B: Chemical," which each have 48. Last but not 

least, the regional influence is mirrored by the "Journal of 
Ambient Intelligence and Humanised Computing," with 46 
citations. Together, these sources demonstrate their power 
within their spheres of expertise and make a substantial im-
pact on the academic scene. According to the Total Citation 
(TC) index, Figure 3b displays the top 10 sources that have 
the most influence.

Anova Analysis
We used an analysis of variance (ANOVA) to investigate 
differences in the mean total citations (TC) across vari-
ous document formats (Table 4). A statistical test called 
ANOVA identifies significant mean differences between 
many groups or categories. Our goal was to determine 
whether there is a discernible difference between pub-
lication document categories and the mean TC. The 
results of our ANOVA show a significant difference in 
mean TC between various document categories. The 
calculated F-statistic, which is roughly 3.12, measures 
how much the TC means vary from type to type of doc-
ument. If the variability within each group is compared 
to the F-statistic, the difference between group averages 
is likely to be more evident. Additionally, the accom-
panying p-value, which is roughly 0.0264, is crucial in 

Table 2. Number of publications (NP), total citations (TC), publication year (PY)

Most relevant sources NP h_index g_index m_index TC PY_start

Lecture notes in Networks and Systems 12 3 5 0.75 30 2020

Lecture notes in Electrical Engineering 7 2 3 0.5 11 2020

Procedia Computer Science 6 6 6 1 251 2018

Advances in Intelligent Systems and Computing 6 2 2 0.4 7 2019

Environmental Monitoring and Assessment 6 2 2 1 7 2022

Communications in Computer and Information Science 5 1 2 0.25 6 2020

Atmospheric Pollution Research 4 4 4 0.444 233 2015

Atmospheric Environment 3 3 3 0.273 263 2013

Air Quality, Atmosphere and Health 3 2 3 0.4 93 2019

Journal of Cleaner Production 3 3 3 1 62 2021

Table 3. Sources local impact by total citation (TC) index

Sources local impact by total citation (TC) index TC h_index g_index m_index NP PY_start

Atmospheric Environment 263 3 3 0.273 3 2013

Procedia Computer Science 251 6 6 1 6 2018

Atmospheric Pollution Research 233 4 4 0.444 4 2015

Air Quality, Atmosphere and Health 93 2 3 0.4 3 2019

Plos One 83 1 1 0.143 1 2017

Journal of Cleaner Production 62 3 3 1 3 2021

Sensors and Actuators, B: Chemical 51 1 1 0.25 1 2020

Proceedings of the International Conference on Inventive 
Communication and Computational Technologies, ICICCT 2018 48 1 1 0.167 1 2018

Environmental Science and Pollution Research 46 2 2 0.5 2 2020

Journal of Ambient Intelligence and Humanized Computing 46 2 2 1 2 2022
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proving statistical importance. It denotes how likely it is 
that such large mean discrepancies will arise simply by 
chance. The null hypothesis is strongly refuted when the 
p-value is appreciably small (usually below the selected 
significance level, frequently set at 0.05). The extremely 
small p-value in this case clearly suggests that random 
chance is extremely unlikely to account for the observed 
mean discrepancy. As a result, our ANOVA results clear-
ly show that the mean number of citations (TC) for dif-
ferent types of documents is different. This finding has 
consequences for scholars and decision-makers, high-
lighting the need to take document type into account 
when evaluating and interpreting citation data. The 
necessity for careful examination is highlighted by the 
possibility that various publication types would exhibit 
distinctive citation behavior patterns.

T-Test Analysis
To determine whether there is a statistically significant dif-
ference in securing citations between open access and sub-
scription journals, a t-test was used in this investigation. 
The alternative hypothesis (H1) proposed that there is a ma-
jor distinction, whereas the null hypothesis (H0) asserted 
that there is no significant difference. The t-test produced a 
t-statistic of around 2.2742 and a corresponding p-value of 
roughly 0.0236 when using an alpha level (or threshold) of 
significance (0.05) as the reference point. According to the 
interpretation of these results, open access and subscription 
publications secure statistically significantly fewer citations 
than each other. In particular, the p-value of 0.0236 is less 
than the chosen level of significance. This means that it is 
not likely that the changes seen in the number of citations 
between these types of journals are just random. As a result, 

Figure 3. (a) Most relevant sources. (b) Sources local impact by total citations (TC). 

(a)

(b)

Table 4. ANOVA analysis

Source Sum of squares Df Mean square F Sig.

Between groups 2596.517 3 865.5056 3.115282 0.02642

Within groups 89459.9 322 277.8258

Total 92056.42 325
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we have enough statistical data to reject the null hypothesis 
and confirm that the availability of a journal (open access 
or subscription) has a significant impact on the number of 
citations it receives. It is important to recognize that even 
though statistical significance has been demonstrated, there 
may still be practical disparities in situations that occur in 
real life. We are unable to firmly declare these practical dis-
tinctions, however, in light of the conducted study and data. 
In conclusion, the t-test results strongly imply that there is 
a statistically significant difference in citation rates between 
open access and subscription journals.

We also performed a t-test in this analysis to assess whether 
there is a statistically significant difference in the number 
of citations received for various document types, including 
articles, conference papers, conference reviews, reviews, 
and book chapters. In contrast to the null hypothesis (H0), 
which claimed there is no significant variation in the num-
ber of citations received among different document cate-
gories, the alternative hypothesis (H1) stated that there is a 
substantial difference in citation counts. After applying the 
t-test to all pairwise comparisons of document categories, 
we found that the p-values for each pairwise comparison 
were all greater than the conventional significance level of 
0.05. Because we were unable to reject the null hypothe-
sis for any of the comparisons, it is clear that there is no 
statistically significant difference in the number of citations 
obtained between any of the document categories included 
in this research. Conclusion: Based on our data, the number 
of citations a publication receives is not significantly influ-
enced by the form of document it picks, be it an article, con-
ference paper, review, book chapter, or another kind. The 
number of citations for academic work appears to be unaf-
fected by the kind of article writers and researchers choose, 
giving them peace of mind.

Authors
According to Indian Perspective, a total of 984 authors con-
tributed 326 publications to the study on machine learn-
ing-based air quality prediction. A graph of author pro-
ductivity using Lotka's law is shown in Figure 4a, which 
illustrates how authors contribute to the generation of doc-
uments. It demonstrates that, in line with Lotka's distribu-
tion pattern, the majority of authors (87.7%) have created 
just one document, while fewer authors have written more. 
For example, 7.7% of authors produced two documents, 
and lower percentages (1.5%) created three to seven doc-
uments. This pattern demonstrates a concentrated contri-
bution from a small number of authors, which exemplifies 
Lotka's Law [59].

According to the number of documents, Table 5 identifies 
the top 10 authors, and Figure 4b also shows an analysis of 
their output. The summary offers information about vari-
ous writers' publication histories. With 15 papers, Kumar 
A emerges as the most prolific author, followed by Singh S 
with 7. Six articles each have been submitted by Roy S, Shar-
ma S, Dutta M, Gupta S, Kapoor NR, Kumar P, Marques G, 
and Middya AI. The dataset receives a significant amount of 

work from these writers that covers a wide range of issues 
and topics.

Figure 4c shows the total number of citations and the local 
effect of the author. The synopsis is a list of local citations 
for different authors. With 12 local citations apiece, Mid-
dya AI, Nath P, and Roy S have strong local recognition. 
Thomas B. and Babu S. come in second and third, with nine 
local citations each. With seven local citations, Bhosale A, 
Gokul PR, Matthew A, and Nair AT have had a significant 
local influence. Four local citations from Dilliswar Reddy 
P. bring up the rear of the list. Collectively, these authors 
demonstrate varying degrees of regional sway, which adds 
to the dataset's varied intellectual contributions.

Figure 4d displays the top 10 most productive authors from 
2007 to 2023. The overview provides a thorough look at the 
production data for the top 10 authors throughout time. 
The size of the bubbles represents the volume of published 
materials. A small one stands in for one publication, and 
a large one for two. The number of citations every year is 
directly related to the colour intensity. Notably, in 2020 and 
2022, writers like Dutta M. received citations with different 
total citation counts (TC) and TC per year ratios. Similar 
to this, authors like Kapoor NR received citations in 2022 
and 2023, while Gupta S witnessed high citation activity 
in 2013. Citations for Kumar A increased significantly in 
2022 and 2023, indicating an expanding effect. Between 
2020 and 2022, Kumar P received citations, and in 2022, 
Marques G and Middya AI both received a significant num-
ber of citations. While Sharma S's work received citations 
over the years, Roy S's work received citations in 2022 and 
2023. The number of citations for Singh S peaked in 2019, 
and sporadic activity persisted in the following years.

Distribution of the Most Productive Affiliation
The most pertinent affiliations and associated article counts 
of Indian research institutions are shown in Figure 5. No-
tably, Jadavpur University's computer science and engi-
neering department in Kolkata takes the top spot with 12 
articles, indicating its prodigious research output. With 10 
articles, the Indian Institute of Technology Delhi's centre 
for atmospheric sciences has a commanding position and 
demonstrates extensive research activity. Additionally, Sri 
Sivasubramaniya Nadar College of Engineering and the 
department of computer science and engineering at the 
National Institute of Technology Durgapur, both of which 
have seven articles each, are highlighted for their important 
contributions to the subject. The department of computer 
science and engineering at Koneru Lakshmaiah Education 
Foundation, the University of Engineering & Management 
in Kolkata, the department of computer science and engi-
neering at Sathyabama Institute of Science and Technology, 
the department of information science and engineering at 
M S Ramaiah Institute of Technology, the applied cognitive 
science lab at Indian Institute of Technology Mandi, and 
the department of inf This collection of several institutions 
highlights their significant contributions to India's comput-
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Figure 4. (a) Author productivity through Lotka’s law. (b) The top ten most relevant authors. (c) Author local impact. (d) Top 
author’s production from 2007–2023.

(a)

(b)

(c)

(d)
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er science and engineering fields.

Most Global Cited Documents
Understanding how this research stream has developed 
requires finding the articles that have contributed to the 
machine learning-based air quality forecast from an Indi-
an perspective. Similar to this, using machine learning to 
study the patterns of citations in air pollution prediction 
may offer important suggestions about the direction of 
future research. Each of the 326 documents, with an aver-
age age of 1.74, that were part of the analysis averaged 6.91 
citations. The top 10 documents, as shown in Table 6 and 
Figure 6a, have had a substantial impact in their respective 
domains and have received broad notice and recognition 
for their contributions. The article by Singh Kp from 2013, 
which was published in "Atmospheric Environment," is at 
the top of the list with 134 citations. Following closely after 
with 103 citations is the paper by Mishra D., which was also 
published in "Atmospheric Environment" in 2015. Krishan 
M.'s research on "Air Quality, Atmosphere, and Health" re-
ceived 91 citations in 2019. The study by Doreswamy from 

2020, which has an impressive 79 citations, is presented in 
"Procedia Computer Science," strengthening the list even 
more. The 2015 publication of Mishra D's study in "Atmo-
spheric Pollution Research" received 63 citations and made 
a notable impact on the subject. It is clear that Rubal's ar-
ticle in "Procedia Computer Science" in 2018 had a signifi-
cant impact because it was mentioned 54 times. 51 citations 
support the importance of Acharyya S's article from "Sen-
sors and Actuators, B: Chemical" from 2020. With Ayele 
Tw's work obtaining 48 citations, "Proceedings of the In-
ternational Conference on Inventive Communication and 
Computational Technologies (ICICCT) 2018" is added to 
the list. Masood A's work from 2021 was cited 46 times in 
"Journal of Cleaner Production," whereas Amuthadevi C's 
paper from 2022 has been quoted 39 times in "Journal of 
Ambient Intelligence and Humanised Computing." These 
widely cited papers serve as an example of the influence that 
research has on the greater scientific community and has 
had on the development of their respective subjects.

Most Local Cited Documents
The top 10 articles that are locally cited most frequently 
are shown in Table 7 and Figure 6b. There are 11 local cita-
tions for "Mahalingam U's" 2019 submission to the Inter-
national Conference on Wireless Communications, Signal 
Processing, Networking, and WISPNET. Similar to this, 
Ayele Tw's article from the 2018 International Conference 
on Inventive Communication and Computational Technol-
ogies (ICICCT) has gotten nine local citations, highlighting 
its influence in that particular community. Pasupuleti Vr's 
work from the 2020 International Conference on Advanced 
Computing and Communication Systems (ICACCS) has 
also received seven local citations, demonstrating its im-
portance in the neighbourhood. A total of four local cita-
tions have been made for "Yarragunta S's" contribution to 
the 2021 International Conference on Intelligent Comput-
ing and Control Systems (ICICCS). Three local citations 
have been awarded to Sur S's work at the IEEE Internation-
al Conference on Convergence in Engineering (ICCE), and 

Figure 5. Most relevant affiliations.

Table 5. The top ten leading authors on machine learning-based 
air pollution prediction

Authors Articles Articles  
  fractionalized

Kumar A 15 3.45

Singh S 7 2.17

Roy S 6 2.03

Sharma S 6 1.51

Dutta M 5 1.67

Gupta S 5 1.33

Kapoor NR 5 0.93

Kumar P 5 1.07

Marques G 5 1.67

Middya AI 5 1.53
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Figure 6. (a) Documents citation: Top 10 most global cited documents. (b) Documents citation: Top 10 Most local cited documents.

(a)

(b)

Table 6. Top 10 most global cited documents

Paper DOI Total TC per Normalized Ref 
  citations year TC

Singh Kp, 2013, Atmos Environ 10.1016/j.atmosenv.2013.08.023 134 12.18 1.00 [60]

Mishra D, 2015, Atmos Environ 10.1016/j.atmosenv.2014.11.050 103 11.44 1.75 [61]

Krishan M, 2019, Air Qual Atmos Health 10.1007/s11869-019-00696-7 91 18.20 8.87 [62]

Doreswamy, 2020, Procedia Comput Sci 10.1016/j.procs.2020.04.221 79 19.75 5.77 [63]

Mishra D, 2015, Atmos Pollut Res 10.5094/APR.2015.012 63 7.00 1.07 [64]

Rubal, 2018, Procedia Comput Sci 10.1016/j.procs.2018.05.094 54 9.00 1.71 [65]

Acharyya S, 2020, Sens Actuators, B Chem 10.1016/j.snb.2020.128484 51 12.75 3.72 [66]

Ayele Tw, 2018, Proc Int Conf Inventive 
Commun Comput Technol, Icicct 10.1109/ICICCT.2018.8473272 48 8.00 1.52 [67]

Masood A, 2021, J Clean Prod 10.1016/j.jclepro.2021.129072 46 15.33 8.42 [68]

Amuthadevi C, 2022, J Ambient Intell 
Humanized Comput 10.1007/s12652-020-02724-2 39 19.50 15.70 [69]
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three local citations have been awarded to Simu S's paper 
that was presented at the IEEE Bombay Section Signature 
Conference (IBSSC) in 2020. " Two local citations for Singh 
Jk's work from the International Conference on Advanced 
Computing and Communication Systems (ICACCS) in 
2021 attest to its importance in the neighbourhood. Similar 
to Pant A, Tripathy A's work at the International Confer-
ence on Smart Generation in Computing, Communication, 
and Networking (Smart Gencon) in 2021 received two local 
citations, as did Pant A's contribution to the International 
Conference on Advanced Computing Technology and Ap-
plications (ICACTA) in 2022. Last but not least, Nandini 
K.'s article won two local citations for its presentation at 
the 2019 International Conference on Advanced Technol-
ogy, Intelligent Control, Environment, Computing, and 
Communication Engineering (ICATIECE). These locally 
referenced works indicate their significance within certain 
geographical contexts and reflect their influence on the re-
gional academic scene.
The Local Citations to Worldwide Citations Ratio (LC/GC 
Ratio) is a useful indicator that illustrates how important 
documents are in relation to one another in local contexts 
versus on a worldwide scale. This ratio shows how much 
of a document's influence is felt locally or regionally com-
pared to how much of an impact it has globally. A lower 
ratio means that the text's influence is more evenly spread 
across local and international audiences, whereas a great-
er LC/GC Ratio indicates that the work holds considerably 
more relevance within its local community than its glob-
al recognition. We can see that the LC/GC Ratios for each 
document differ when we look at the examples that have 
been given. For instance, "Tripathy A's" paper from the 2021 
International Conference on Smart Generation in Comput-
ing, Communication, and Networking (Smart Gencon) has 
a remarkable LC/GC Ratio of 100.00%, indicating that this 
paper's impact is solely local and all of its citations are from 
the same local community. However, "Pasupuleti Vr's" work 
from the International Conference on Advanced Comput-
ing and Communication Systems (ICACCS) in 2020 has an 
LC/GC Ratio of 38.89%, indicating that it keeps a signifi-
cant local effect while also attracting attention on a global 
level. The LC/GC Ratio aids in comprehending the docu-
ment's reach and resonance throughout distinct academic 
communities and offers a nuanced view on the value of re-
search within particular contexts.

Analysis and Co-Occurrence Network of Keywords
The co-occurrence of 808 author keywords was examined 
in order to use machine learning to highlight the research 
hotspots in the air pollution forecast area. The top 10 author 
keywords, along with the number of times each term ap-
peared, are shown in Figure 7a. Notably, the term "machine 
learning" is mentioned 127 times, indicating its importance. 
The term "air pollution" appears 78 times, showing that it is 
frequently brought up. 41 times, the term "air quality in-
dex" is mentioned, most likely in connection with tracking 
and rating air quality. Both "air quality" and "deep learning" 
occur 32 times, indicating an emphasis on enhancing air 

quality and utilising cutting-edge machine learning meth-
ods. 29 instances of the word "prediction" are present, pre-
sumably indicating a focus on predictive modelling. There 
are 23 references to "LSTM," a type of neural network that 
may be related to time-series analysis. The terms "forecast-
ing" and "random forest" both appear 22 times, indicating 
that both methods are probably used in air quality investi-
gations. Finally, the phrase "air quality index (AQI)" is cited 
18 times, referring to a particular metric usually brought up 
while discussing how to assess air quality.

The VOSviewer co-occurrence analysis demonstrates 
significant partnerships between authors' terms in the 
fields of air pollution, air quality, machine learning, fore-
casting, and related topics [54]. 50 of the 808 keywords 
meet the requirement of having at least five occurrenc-
es. These terms serve as hubs for study and informa-
tion sharing in the field. Figure 7b depicts the author's 
Keywords as a co-occurrence network, and Figure 7c 
displays a co-occurrence overlay network. The number 
of times the highlighted terms appeared in the text was 
represented by the size of the circles. The larger the circle, 
the more the author's keyword has been co-selected in 
the literature on air pollution prediction. The distances 
between the elements of each pair were used to visually 
show the similarity and relative intensity of each topic. 
Different phrase clusters were given different circle co-
lours. 78 instances and a total connection strength of 
170 support the research on "air pollution," which is an 
important issue. This subject includes a number of dif-
ferent elements, including "air pollution forecasting," 
"monitoring," "prediction," and "particulate matter." The 
terms "air quality" and its different aspects, such as "air 
quality index (AQI)," "indoor air quality," and "PM2.5," 
highlight how crucial it is to comprehend and improve 
air quality. With a startling 127 occurrences and a total 
connection strength of 260, machine learning appears to 
be a crucial technology. It is a crucial tool for tackling the 
problems caused by air pollution. The use of cutting-edge 
algorithms in the analysis and forecasting of air quali-
ty trends is highlighted by terms like "deep learning," 
"LSTM," "random forest," "regression," "support vector 
machine (SVM)," and "XGBoost". Interdisciplinary fields 
are included in collaborative initiatives as well. The terms 
"artificial intelligence," "internet of things (IoT)," "smart 
city," and "COVID-19" show how technology advance-
ment, urban growth, and public health connect. Addi-
tionally, techniques like "time series forecasting" and 
"ensemble learning" show that academics are focused on 
reliable model performance and precise forecasts. The 
VOSviewer co-occurrence analysis highlights a dynamic 
network of author keyword collaborations, highlighting 
the complicated interplay between air pollution research, 
machine learning, data analysis methods, and rising 
trends like IoT. These partnerships promote information 
transfer and development, which eventually helps people 
make well-informed decisions and find solutions to ur-
gent environmental problems [79].
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Figure 7. (a) Co-occurrence network of top 10 most relevant authors keywords. (b) Co-occurrence network visualization of au-
thor’s keywords. (c) Co-occurrence overlay network of author keyword. (d) Words frequency over time.

(a)

(b)

(c)

(d)
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Analysis and Co-Occurrence of Authors Keyword Over Time
The dynamics of word recurrence through time provide 
fascinating new perspectives on the changing trends and 
emphases in the area. The cumulative frequency of the 
top 10 writers' keywords is shown in Table 8 and Figure 
7d. Terms like "Machine Learning" and "Air Pollution" 
had a minimal presence in earlier years, such as 2007 to 
2011, representing a period of relatively restrained inter-
est in these subjects. However, as time goes on, particu-
larly after 2012, there is a noticeable increase in debates 
about "Air Pollution," reflecting a growing awareness of 
environmental issues. The term "Air Quality Index" be-
gan to acquire popularity in 2013, and up to 2023, its total 
mentions grew steadily. This increased trend is consistent 
with the growing initiatives to thoroughly monitor and 
effectively inform the public about air quality conditions. 
In a similar vein, the word "Air Quality" first appeared 
in 2012 and has a steady growth pattern, underscoring 
the ongoing interest in analysing and resolving problems 
linked to air quality. Around 2018, "Deep Learning" and 
"Prediction" started to become noticeable in the conver-
sation, and their combined appearances continued to 
rise over the following years. This problem reflects the 

growing use of complex methods like deep learning for 
predictive modelling. In particular, "LSTM," a specialised 
deep learning architecture, acquired popularity starting 
in 2018, indicating an increase in its use across numerous 
domains, including air quality prediction. In 2018, terms 
like "Forecasting" and "Random Forest" started gaining 
attention as well, indicating a growing interest in predic-
tive modelling techniques. It's interesting to note that the 
cumulative incidence pattern of "Random Forest" closely 
resembles that of "Machine Learning," highlighting its 
importance as a prominent strategy within the larger 
environment. In conclusion, the cumulative dynamics of 
word occurrences provide a vivid account of the evolving 
research scene across time. This story highlights how im-
portant subjects including machine learning, deep learn-
ing, air pollution, and predictive modelling have become 
the preeminent areas of study and application in the field 
of air quality research.

Analysis of Funding Agency
Organisations that are essential to advancing research and 
innovation in India are highlighted in the top 10 Indian 
funding agencies list (Fig. 8). The Ministry of Electronics 

Table 9. Top 10 most global cited documents

S. No. 
 

1 

2 

3

4 
 
 

5 

6 
 

7

8 
 
 

9 
 
 
 
 

10

Type of modelling/approach 
 

A three-layer neural network model 
with a hidden recurrent layer 

Neural network model with 
backpropagation 

ANN 

Neuro-fuzzy models 
 
 

Neural networks (NN) and multiple-
regression (MR) analysis.

Recurrent neural network model 
 

ANN-PCA 

Partial least squares regression 
(PLSR), multivariate polynomial 
regression (MPR), and artificial 
neural network (ANN)

ANN–MLP (Multi layer perceptron) 
Forecasting model 
 
 
 

TSA (Time series analysis), ANN, 
ANFIS (Adaptive neuro-fuzzy 
inference system)

Study period 
 

1997–1998 

1997–2002 

Two-year data

One-hour average CO concentration 
data have been obtained from CPCB 
for a period of 2 years, i.e., January 
2004 to December 2005

1999–2004 

January 2009–June 2010 (1.5 years) 
 

1997–2002

Fve years (2005–2009) 
 
 

Central Pollution Control Board 
(CPCB) at Sanjay Place, Agra, India 
sampled the relevant data. The 
sampling period was 18 November 
to 27 November 2013 at Sanjay 
Place, Agra (10 days)

CPCB for the year 2010–2018

Air 
pollutants 
examined 

SO2 

NO2 

NO2

CO 
 
 

O3 

CO; NO2; 
NO; O3; 
SO2; PM2.5

O3

PM10; SO2; 
NO2 

 

NO2 

 

 

 

 

NO2

Ref. 
 
 

[80] 

[81] 

[82]

[83] 
 
 

[84] 

[85] 
 

[86]

[87] 
 
 

[64] 
 
 
 
 

[88]

Location(s) 
 

Delhi, India 

Kolkata, India 

New Delhi, India

Delhi City, India 
 
 

New Delhi, India 

New Delhi, India 
 

Kolkata, India

Lucknow, India 
 
 

Agra, India 
 
 
 
 

Kolkata, India
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and Information Technology and the Department of Sci-
ence and Technology are at the top of the list, each receiv-
ing five units of funding, underscoring their dedication to 
advancing technology. With four financing organisations, 
the Council of Scientific and Industrial Research has a ma-
jor presence and is clearly supporting numerous research 
projects. Two funding units have been given to the Indian 
Space Research Organisation, highlighting its contribu-
tion to space-related research. The Ministry of Education, 
the Ministry of Health and Family Welfare, the Universi-
ty Grants Commission, the Department of Biotechnology, 
and the Ministry of Environment, Forestry, and Climate 
Change all allocate one unit of funding each to show their 

commitment to advancing various fields of research in the 
nation. Together, these funding organisations create an ac-
tive research ecosystem in India that encourages a variety of 
scientific inquiry and advancement.

Analysis of Machine Learning Techniques on Forecasting 
Air Quality
The Table 9 gives a brief summary of various air pollution 
modeling methodologies and techniques that have been 
adjusted for Indian settings. It covers study locations, air 
contaminants evaluated, and study times, offering light on 
key approaches for evaluating and forecasting air quality in 
the context of India.

Figure 8. Top 10 funding agency.

Figure 9. Trendy topics from 2016–2022.
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The Future of Research into Machine Learning in the 
Field of Air Pollution
Figure 9 displays co-occurrence network mappings 
organised by topic area or publication date to high-
light current hot topics and potential future directions 
in the study of air pollution. The analysis of trends in 
a variety of topics offers important insights into how 
research has changed over time. "Multiple Linear Re-
gression" was one of the issues that received the most 
attention, with its frequency rising from 2016 to 2020. 
This indicates that the use of linear regression models 
for multi-dimensional analysis in air quality studies is 
expanding. From 2017 to 2020, "clustering" was con-
sistently present, demonstrating a continued interest 
in combining related air quality data points for further 
study. The years 2020 to 2022 will see a clear empha-
sis on cutting-edge methods, particularly "Monitoring" 
and "Neural networks," demonstrating a heightened 
desire for precise and immediate data analysis. With a 
significant frequency of 29, the word "Prediction" ap-
pears as the prominent subject. Its prominence increases 
from 2020 to 2022, underscoring a spike in initiatives to 
forecast air quality situations using predictive models. 
Similar to how "Decision Tree" receives a lot of attention 
between 2020 and 2021, this is a reflection of its function 
in offering understandable insights into complicated air 
quality information. A critical turning point occurs in 
2020, when "Machine Learning" undergoes a dramatic 
increase in frequency and dominates the conversation 
through 2023. This highlights a paradigm shift towards 
applying machine learning methods to problems related 
to air quality. In line with this, "Air Pollution" hits its 
peak in 2020 and continues to air often through 2022, 
highlighting continuous efforts to understand and re-
duce pollution levels. From 2021 to 2023, "XGBoost," a 
well-known boosting algorithm, emerges strongly, in-
dicating its use for improving prediction accuracy. Last 
but not least, "COVID-19" becomes an important topic 
starting in 2022, showing the significance of the global 
context on air quality studies, maybe in response to the 
effects of the pandemic on environmental conditions.

CONCLUSION

Researchers can employ bibliometric analysis to con-
sider many criteria, including the productivity of the 
field, different nations, the most relevant journals, 
authors, institutions, and so on, when making deci-
sions about what and where to publish. Additionally, 
it is beneficial to examine the trends and patterns in 
publications in order to gain insight into the nature 
and productivity of a certain academic field. This re-
search endeavour pertaining to the prediction of air 
pollution through the utilisation of machine learning 
encompasses a corpus of around 326 scholarly articles 
authored by 984 scholars and disseminated throughout 
231 academic journals spanning the temporal domain 
from 2007 to 2023. Due to the significant significance 

of this area of research, it is unsurprising that there 
has been a notable increase in the number of articles 
published on these subjects since 2018, exhibiting 
an annual growth rate of 32.1%. The findings indi-
cate that prominent scholarly journals have assumed 
a prominent role in advancing the field of machine 
learning-based air pollution prediction. Notably, At-
mospheric Environment, with 263 citations; Procedia 
Computer Science, with 251 citations; Atmospheric 
Pollution Research, with 233 citations; and Air Qual-
ity, Atmosphere, and Health, with 93 citations, have 
emerged as key contributors in this area of research, 
as evidenced by their respective Total Citation Index 
scores. Jadavpur University, with its 12 articles, and 
IIT Delhi, with its 10 articles, are widely regarded as 
two of the most prestigious academic institutions in 
India. Singh Kp's (2013) essay titled "Atmospheric 
Environment" holds the highest position on the list, 
having accumulated a total of 134 citations. The Min-
istry of Electronics and Information Technology, along 
with the Department of Science and Technology, each 
earn a total of five units, which serves as a clear indi-
cation of their dedication and support towards the ad-
vancement of technology. The findings of the authors' 
analysis indicate that machine learning, air pollution, 
and air quality index are the most frequently occur-
ring keywords in the keyword co-occurrence network 
mappings, with 127, 78, and 41 occurrences, respec-
tively. The inclusion of phrases such as "air pollution," 
"machine learning," and "air quality" in our Scopus 
database search queries indicates that these topics are 
frequently examined in scholarly investigations per-
taining to machine learning-driven predictions of air 
pollution. One of the emerging concepts in this field 
that indicates potential future advancements is the in-
tegration of XGBoost, neural networks, and machine 
learning techniques. However, there remain certain 
gaps that require completion. The necessity for further 
comparative studies in the aforementioned nations 
that are now underrepresented is arguably of utmost 
significance. Due to the extensive body of literature on 
the subject of air pollution prediction research and the 
inherent limitations of relying on a single database to 
offer a comprehensive overview of a research domain 
that holds substantial global significance, it is worth-
while to explore alternative avenues for investigation. 
These may include the integration of the two primary 
bibliographic databases, namely Web of Science (WoS) 
and Scopus, or the utilisation of supplementary data-
bases. This paper aims to provide professionals, schol-
ars, and worldwide policymakers with an understand-
ing of the current status of the "air pollution prediction 
using machine learning" field while also highlighting 
certain areas that necessitate further investigation. 
This review offers a comprehensive guide for writers, 
reviewers, and journal editors to consider while con-
templating their future work, its value, and the various 
challenges that may arise in the publication process.
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ABSTRACT

Industrial pollution is considered to be routed in the waste and byproducts of the production 
process. Traditional pollution control approaches try to eliminate and/or treat the pollutants 
which are often technically complicated and expensive. In this regard, industrial ecology and 
industrial symbiosis have emerged as effective strategy to eliminate industrial pollution. This 
principle requires the generated waste/by-products absorbed in the same or other industrial 
process cycles and thus the material cycle remains closed. Industrial pollution appears as a big 
problem in the global south countries, where industrialization is considered as the main thrust 
of economic development. Usually, in such countries formal pollution control approaches are 
primarily directed to the formal sectors (such as state owned and legally registered industries), 
informal sectors are often left behind. Although the role of informal sector is increasingly be-
ing recognized for sustainable development, their significance in pollution abatement is a less 
discussed topic. This article attempts to investigate the informal industrial sector in Dhaka, 
Bangladesh with empirical evidence. Adopting a qualitative approach with field investigation 
of the informal industries and detail interviews, this study identified that the informal in-
dustries are closely linked in clusters according to the manufacturing process and continue 
material/byproduct/waster exchange primarily from the need to minimize cost. The studied 
patterns of waste management practice indicate existence of industrial symbiosis without ad-
equate academic/technical knowledge and designed efforts. This suggests that the informal 
sector can meaningfully contribute to sustainable development offering insights for the appli-
cation of similar approaches in the formal sector.

Cite this article as: Biswas S. Sustainable waste management practices in the informal sector: 
Towards industrial symbiosis. Environ Res Tec 2024;7(3)378–394.

INTRODUCTION

Concern about the environment is ever increasing, and so 
is the concern for sustainability. Sustainable practices now 
receive the highest priority to save resources for the present 
and future generations [1–4]. Since the Brundtland Report 
to date, environmental protection, economic efficiency, and 
social equity are unquestionably considered the core objec-
tives of sustainable development [2, 5–7]. Sustainable devel-

opment is a well-recognized research domain with a great 
volume, and this study explores the environmental enclave. 
Within the vast literature in this field, there exists an assump-
tion regarding the role of the state in regulating, controlling, 
and coordinating activities for sustainable development, 
focusing on the environment, through technological and 
non-technological means [5]. The role of the state is obvious, 
however, the path to sustainability is far from straightfor-
ward, and the participants are not always the known ones. 
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Beyond the conventional formal stakeholders, the informal 
sector has also emerged as a significant player in this pro-
tracted journey [5, 8, 9]. Scholars consider that the informal 
sector often remains obscured in the mainstream sustain-
ability discourse due to its unique characteristics such as 
nonstandard, illegal, hidden, shadowy, invisible, unobserved, 
irregular, and unofficial [10–14]. Though the question of 
administering the informal sector is still in the academic 
debate, their role is being widely accepted for inclusive sus-
tainable development [8, 9]. Gradually the informal sector is 
being considered, sometimes, in the policy framework too. 
In some fields, such as waste management, recycling etc. the 
contribution of informal sector is well recognized [15–19]. 
While informal sector waste management and recycling is 
a recognized academic field, there is deficiency of scientific 
knowledge regarding the contribution of informal sector in 
pollution generation and abatement [20–24]. On the other 
hand, informality is often associated with many countries 
in the global south [25–27] where development is often pri-
oritizes over environment and the drive is mostly towards 
growth at any cost being blind to the environmental burdens 
[28–31]. In addition, they often opt for traditional expensive 
ways of treating the generated waste [22, 32].

In such context, this research is focused towards the infor-
mal waste management from the perspective of industri-
al pollution control, which is often left outside the main-
stream pollution control domain [22]. It attempts to study 
the informal industrial sector in relation to the concept of 
Industrial Symbiosis (IS) taking the examples from the city 
of Dhaka in Bangladesh, a country where more than 80% 
of the national employment is offered by informal sector 
and the rate varies between 60-90% in the urban areas [33]. 
Bangladesh shows typical pattern of development-environ-
ment dilemma where the environmental concern is recog-
nized only since the 1990s [34] and the focus is to control 
environmental pollution caused by the industrial sector 
through treatment of the pollutants [35–37].

Informal small and scale industries contribute to a signifi-
cant portion of the manufacturing sector in Bangladesh and 
they are often blamed for environmental pollution of vary-
ing extent [38, 39]. This study attempts to investigate the 
waste management practices in the informal industrial sec-
tor in Dhaka, in a qualitative manner, with the aim to look 
for sustainable practices that can reduce the environmental 
burden. This study aimed to get a clear understanding of.

• How the informal industries manage their waste.

• If the industries are consciously adopting any strategies 
to reduce waste.

• The state of material cycle within the industries or with-
in the expanded boundary of the industrial unit incor-
porating other industries.

Due to the lack of scientific and/or national level databased 
on the informal manufacturing industries, this qualitative 
study was exercised with observation of the industries and 
semi structured interviews with the entrepreneurs. Data 
was analyzed with qualitative content analysis method to 

understand how these informal industries manage their 
waste or by-products and how the material cycles relate to 
the principles of Industrial Ecology (IE) and IS.

The scope of this study is restricted only the informal those 
industrial units that use new or used or both types of mate-
rials as raw material for their production process leaving the 
recycling activities out of the scope. Therefore, this study is 
distinguished from other studies that uncovers symbiotic 
activities in the formal industrial sectors that might include 
informal activities within the broader industrial enclave, for 
example the studies in Sitakunda-Bhatiary of Bangladesh 
[40] and Nanjagud in India [41].

The implication of the study is multifaceted. This study con-
tributes to understanding the informal sector, particularly 
to the character of small-scale manufacturing industries 
regarding production, clustering, interconnectedness etc. 
This identifies that the informal industries exercise sustain-
able waste management practices and suggest that more of 
such examples await to be explored. A significant driver 
behind this sustainable practice is economic benefit, rath-
er environmental concern. This suggests the policymaker 
about the adoption of IE/IS and CP principles for informal 
sector and the directives for the formal sector.

The Material Perspective for Pollution Abatement
Analysis of material flow in the industrial process makes 
it clear that industrial pollution is routed in the waste and 
by-products generated from the industrial process. Thus, 
to diminish industrial pollution, elimination of industrial 
waste is considered the best approach. The traditional End-
of-Pipe (EOP) method of pollution control approach treats 
the wastes and recuses pollution, but does not necessarily 
eliminate the polluting wastes and increase the produc-
tion cost [32, 42, 43]. Yet pollution control approaches are 
applied, and even sometimes enforced by regulations, for 
industrial waste management in most of the global south 
countries [22, 32]. The response to industrial pollution 
has been shifted from initial EOP towards the recent IE 
for a sustainable industrial development in terms of both 
resource consumption and waste management. The basic 
principle of IE is that output from one industrial process 
could be used as input for other industrial process/process-
es [44, 45]. Thus IE aims to optimize the material cycle from 
raw materials to final disposal, and ultimately striving for 
a zero-waste, non-polluting industrial system [43, 46–48]. 
With the growing concern of dealing with environmen-
tal issues, IE concept denotes a vital step and is believed 
to lead towards a society with sustainable production and 
consumption because it incorporates the technological per-
spective of Pollution Prevention (P2) Cleaner Production 
(CP) and Life Cycle Assessment (LCA) [49–51]. In this 
vein, IS is considered as a subset of IE enclave.

The notion of industrial symbiosis is derived from biolog-
ical symbiotic relationships of species in the natural envi-
ronment. It is the relationship among different industrial 
enterprises. This idea was initially recognized as the matrix 
of complex relationship among different entities to strive 
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for a collective benefit greater than the sum of individu-
al benefits [52]. IS is usually developed within a specified 
place boundary like an (eco)industrial park [52–55]. How-
ever, studies also indicate that it is necessary to extend the 
geographical boundary beyond that specified formal park 
so that other industries in the wider area can be included in 
the material flow [56]. Also it is noted that outside the in-
dustrial parks, there are possibilities of meaningful benefits 
achieved from sharing of resources among the business in 
industrial districts [52, 57].
Industrial Symbiosis is usually developed either as designed 
or evolved from mutual understanding and benefits. IS in 
Kalundborg, Denmark is a classic example of mutual un-
derstanding [52, 57]. IS usually emerges as ‘self-organized’ 
business among willing firms with a common strategy to 
reduce the increasing cost of waste management stipulated 
by the legislative requirements [58]. Usually, such business-
es are located in close geographical proximity, such as des-
ignated industrial areas. Such ‘spontaneous co-location’ of 
businesses in industrial districts can offer many public and 
private benefits including labor availability, access to capi-
tal, technological innovation, infrastructure efficiency etc. 
[59–61]. Such ‘unplanned’ development of IS may produce 
better result that planned developments, in new or under-
developed eco-industrial parks [62]. It is also noted that ‘an-
terior territorial agglomerations’ is not always necessary for 
industrial symbiosis and entrepreneurial activities can lead 
to symbiotic relationship as well [40]. However, the mod-
ern literature generally overlooks environmental benefits 
of agglomeration through resource sharing [63] and there 
is a consensus that ‘self-organized’ symbiosis networks are 
insufficient and urge that delicate policy instruments, facil-
itatory environment and enabling framework are required 
to develop successful industrial ecosystem [53, 57]. The 
enabling framework for development of industrial symbi-
osis is influenced by social, informational, technological, 
economic and political factors [58]. Perhaps this is why IS 
is very often perceived as some designed and deliberate ef-
fort for the industrialized societies. Although, studies have 
identified examples of IS in the emerging and developing 
economies as well, such as Puerto Rico [64], China [54, 55, 
65], Vietnam [66] etc., and there are also initiatives in some 
Latin American and African countries [67]. There have 
been also a few studies to identify spontaneous develop-
ment of symbiotic activities in formalized industrial areas 
in the developing economies such as India [41], Bangladesh 
[40] etc. Studies in this field has grown sufficiently in the 
last decade and they suggest increasing concern about the 
IS principle and practice, however there are relatively few 
studies in the global south and extremely rare example in 
the informal sector, even though waste management in the 
informal sector is well recognized in such countries.

Waste Management in the Informal Sector
In the informality discourse, the core idea that the informal 
sector works outside the established legal/regulatory frame-
work which restricts greater benefit is quite old fashioned 
[68]. Contemporary studies have identified the informal 

sector with organizing logic and a system of norms that 
governs the process of urban transformation itself [69–71]. 
For this study, the character of informality is perceived not 
on the illegality issue, but on the modality of informal activ-
ity. This signifies that informality is identified by what they 
lack, but by what they are [69].

Informality is a distinguished feature in the South and 
South-East Asian cities with a considerable share in 
employment generation [69, 72–75]. The significance 
of informal sector in the domain for material recycling 
and recovery is well established [41, 76–81]. The waste 
business operates in a ‘grey market’ outside the regula-
tory framework of concerned authorities [82]. It is quite 
difficult to keep track of materials in this multilayered 
waste business that involves several actors and run for 
both domestic and non-domestic waste. At the lower 
level, collectors gather waste door-to-door or scavenge 
from dumpsites. Some collectors purchase waste and old 
staff from households for cash or new products. Orga-
nized door-to-door waste collection and transportation 
to dumpsites are common [78, 83]. Collectors sort the 
waste and sell it to scrap dealers, who, in turn, contract 
collectors to obtain waste from diverse sources. These 
dealers often secure agreements to collect waste from 
non-domestic waste producers based on their capacity 
and social influence. Subsequently, the scrap dealers sort 
the waste and sell it to different clients, either directly or 
through intermediaries.

Informal Waste Management in Dhaka
Dhaka, the capital of Bangladesh is a densely populated 
city. The city has a waste production rate of approximately 
1,950 tons/day for domestic source and 1,050 tons/day for 
non-domestic source including industries [84]. At best half 
of the waste is collected and a large portion of the waste han-
dling is performed in the informal sector [76, 81, 84, 85].

The waste business involves various actors, including waste 
collectors and treaders operating at varying scale. Door-to-
door waste collection is usually organized. Waste pickers, 
known locally as ‘tokai’, scavenge for waste, while ‘feriwala’ 
buy discarded items from households and businesses. These 
feriwalas then sell the collected items to scrap dealers, re-
ferred to as ‘vangari’, who play a central role in sorting, dis-
mantling, and selling various types of waste to different user 
groups on demand. There is a dearth of academic research 
about this waste business related to informal industries, but 
it is perceived that the informal industries collect materials 
from the waste market [86].

In Dhaka the southern periphery is the house of scrap busi-
ness as well as informal industries for a long time [19, 86, 
87]. These industries are usually small scale and mostly 
termed as workshops in the local culture. Industries with 
similar production process are clustered together and they 
work on mutual understanding. Clustering of similar in-
dustries is a defining and historical characteristic of the 
older part of Dhaka resulting in specific areas becoming re-
nowned for particular types of industries [39, 86, 87].
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METHODOLOGY

Conceptual Framework Regarding IEs
The concept of Industrial Ecology (IE) suggests that any 
residuals or by-products should be considered as potential 
inputs for other industrial units. It also requires the design 
of products for reuse, ensuring that the material cycle closes 
effectively. Following this principle, a three-step conceptu-
al framework was developed for this study with the aim to 
analyze material flow and waste streams and as a guideline 
to close the material cycle. The framework, illustrated in the 
following figure, is based on a previous study [48] (Fig. 1).

Identification of Informal Industries
Academic research in Bangladesh typically consider the 
characteristics of activities to define informality [39, 75, 
78, 85, 86, 88]. Accordingly, for this this research, industri-
al units were considered informal if they had one or more 
of certain characteristics: non-permanence and casualness, 
operation in open spaces or in space that is not assigned for 
that use by the concerned authority, operation in residence 
or backyard, remaining outside the scope of company law 
or factory act or trade license or any other government reg-
ulations, small scale with less capital investment and mostly 
relying on household labor [88, 89].

Selection of Study Area
No comprehensive database is available regarding the type 
of informal industrial clusters in Dhaka. The old part of 
Dhaka (including the southern periphery along the Burig-

anga river) is generally considered as the hub, nevertheless 
some studies have identified specific areas for industrial 
concentration, to name a few Dholaikhal, Lalbagh, Islam-
bagh, Chawak Bazar, Imamganj, Postogola, Keraniganj, 
Kamrangir Char, etc. [19, 39, 86, 88, 90–92]. Following 
the available literature and field investigation, three areas 
of old Dhaka were selected for detail investigation, namely 
Dholaikhal, Imamganj and Kamalbagh (near Lalbagh and 
Islambagh).
Dholaikhal is well known for its concentration of metal 
works and iron business as well as specialized for repair-
ing and remanufacturing services for the automobiles and 
light engineering works. At least one study indicated that 
the industries in this area have some connection regard-
ing waste and material flow [86]. Imamganj is specialized 
for waste business for the entire Dhaka citys and connects 
with waste business outside the city. This area is dotted with 
industries that use recovered or recycled materials such as 
plastic, metal, paper etc. Kamalbagh is close to Lalbagh and 
Islambagh, well known for plastic manufacturing. Kamal-
bagh has a concentration of small industries that manu-
facture mainly cheap shoes/sandals and a variety of cheap 
trifle items.

Data Collection and Analysis
This research is carried out in a qualitative manner. Indus-
trial units from different industrial process clusters of Dho-
laikhal, Imamgonj and Kamalbagh are selected following 
purposive and snowball sampling [93, 94]. First, based on 
field observation informal industries were identified, then 

Figure 1. Conceptual framework to address the waste stream, based on [48].
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industrial units were observed, and entrepreneur were in-
terviewed. From this round of interview other interview 
contacts were obtained, and this snowballing was carried 
until the loop in the conceptual framework was (nearly) 
complete and collected information reached the saturation 
point. Some entrepreneurs refused to cooperate, and some 
loops were found open and/or did not comply with the con-
ceptual framework; such cases were not considered in the 
final analysis.
Observation primarily focused on the production chain 
covering the issues of production process, input and out-
put materials, flow of materials, waste/byproducts genera-
tion, recycling/reuse of materials/waste/byproducts, waste 
disposal/management, link with other industrial units/
clusters etc. Interviews were informal in nature, this means 
notes were taken instead of recording and conducted with 
semi-structured questionnaire. Interviews aimed to know 
more about the industrial process and get deeper under-
standing of their reasoning behind their actions/decisions, 
environmental concern, knowledge about pollution and 
industrial ecology, support for pollution/waste reduction 
or technological improvement from public/other agencies 
etc. Alongside, field notes from observation were also con-
sidered for analyzing the total matrix. There were a few as-
sistants for field data collection, for consistency assistants 
were assigned to the same group of industries.

All the collected information was analyzed, following qual-
itative content analysis though constant comparison with 
the conceptual framework and relevant literature [95–97]. 
The analysis aimed identify the flow of material in the pro-
duction process and relate the industrial unit/cluster with 

relevant stage identified in the conceptual framework. It 
also attempted to identify if any relation existed among the 
clusters in the area or within a wider area.

A total of 44 industrial units were observed and interviewed 
in detail. 12 for lathe engineering works and 10 for old tire 
business making a total of 22 in Dholaikhal, 16 for metal 
works in Imamganj and 6 for plastic shoemaking in Kamal-
bagh. In addition, 3 more expert interviews were conducted 
with the concerned regulatory authorities in Bangladesh, 
namely the Ministry of Industries, Bangladesh Small and 
Cottage Industries Corporation (BSCIC) and SME Founda-
tion, to know about the formal initiative regarding IE or any 
other concepts for environmental concern for the industrial 
sector. At least 4 examples of (nearly) closed material cycle 
loops were identified in the study area, counting 2 in Dho-
laikhal, 1 in Imamganj and 1 in Kamalbagh area.

RESULTS AND DISCUSSION

The investigation identified at least 4 patterns of closed 
loops. It was quite interesting that there were efforts of re-
source recycling, recovery, and reuse, clustering of similar 
industries, and interconnectedness of similar and related 
production. Such efforts from the entrepreneurs were not 
made with any consciousness for the IE concept or with any 
considerations to reduce environmental burden, or with 
any support or knowledge from the concerned authorities, 
but purely driven by economic constraints. All of the en-
trepreneurs confirmed that the connections developed pre-
dominantly with the aim of reducing resource consumption 
and starting new business with minimum investment while 

Figure 2. Product sample, molded metal section and foundry works (left to right).

Figure 3. Dice making, molded metal section and finished product (left to right).
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they expanded by mimicking others doing the same. The 
identified cycles are described here.

Pattern 1: Lathe Engineering Works
Lathe engineering workshops in Dholaikhal typically re-
ceived orders along with product samples. For simple prod-
ucts, the workshops collected metal sections from molded 
metal shops, usually found in Dholaikhal or nearby areas 
like Jatrabari, Demra, and Postogola. These shops sell met-
al sections in various forms and sizes, often casting them 
in small and large foundries. A significant portion of the 
metal used were recycled from scrap generated in Dho-
laikhal workshops, with some imported or collected from 
ship-breaking yards in Chittagong.

For more complex products, lathe works contacted dice-mak-
ing workshops, mostly located in Bongram, to acquire molds 
for casting metal sections. Dice making often involves wood-
work and cast-iron works. The sole responsibility of complet-
ing the mold fall on the dice maker. Woodwork was typically 
found in Badamtoli, and foundry works for cast iron sections 
in Dholaikhal and Bongram. Occasionally, lathe engineer-
ing works needed flat metal sheets, however flat metal sheet 
works normally function as separate business. Additional ac-
cessories are usually sourced from Nawabpur (Fig. 2).

Scrap dealers collected scrap metals from various work-
shops, sorted and sold them on demand. Shredded met-
als were recycled in foundries, while larger portions of 
flat metal sheet were sold to furniture-making workshops, 
commonly located in Jatrabari and Sayedabad. This net-
work formed a closed flow of metal, connecting dispersed 
industries in different locations without significantly in-
creasing production costs due to additional transport. The 
flow is presented graphically here (Fig. 3).

Pattern 2: Old Tire Retreading
This cluster of workshops were found to deal with old tires. 
All the parts of an old tire were either reused or used to 
manufacture variety of different products. This tire cluster 
comprised five main groups of workshops. The first group 
purchased old and rejected tires, sorted them, and sold to 
other workshops based on types and demand. The second 
group repaired less damaged tires for rural vehicles. The 
third group collected irreparable damaged tires, cut them 
into sections, and separated bead wires, which were sold 
to the fourth group producing springs and shock absorb-
ers, located in Jinjira and Keraniganj on the other side of 
the river Buriganga. Cut tire sections were sold to different 
workshops (Fig. 4).

Figure 4. Material flow in Lathe engineering works in Dholaikhal.
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The fifth group produced diverse products from cut sec-
tions, including belts for various machines, hinge protec-
tors, shock absorbers for engines and vehicle bodies, and 
components for machinery used in textiles, river digging, 
low-cost furniture, shoemaking, boat building, and bolt 
joining. Workers were observed to have a high level of man-
ual cutting skill (Fig. 5).

Scrap dealers collected shredded tires from cutting work-
shops year-round for sale. Shredded tires served two pur-
poses, oil production and fuel for brick kilns. In the oil pro-
duction process, scrapped tires were burned to yield oil and 
carbon black. The oil was usually used as industrial fuel or 
further refined to diesel, while carbon black served as fuel 
or occasionally refined. Brick kilns used scrapped tires as 
fuel. In this, a closed material flow was observed with every 
part of an old tire as recovered or reused to manufacture 
new products. The bead wire workshops were the only clus-
ter located away from Dholaikhal in this cycle. The cycle is 
represented graphically as follows (Fig. 6).

Pattern 3: Metal Products Manufacturing
At least 16 mall-scale industrial units, popularly referred 
to as workshops, that manufactured various trifle metal 
products in Imamganj were studied in detail. These work-
shops utilized both new and old/used input materials in 
their production processes. Typically, thin flat metal sheets 
were imported and stored in warehouses, locally called 
godown. Imamganj hosting the majority of such ware-
houses, served the entire city for bulk and retail. Some of 
the godowns were equipped with cutting machines for ef-
ficient business (Fig. 7).

Household items like mugs, measuring cups, cooking 
pans, buckets, and box trunks were generally manufac-
tured in the Imamganj area. Metal handles for box trunks 
and buckets were not produced on-site; instead, old metal 
handles were purchased from vangari shops (scrap deal-
ers) and reused. Containers for various purposes, like 
baking molds, oil cans, biscuit tins, kerosene containers, 
tar cans etc. were also crafted here. Container labeling was 
carried out in a different area across the Buriganga River. 
Leftover metal sections were sold to workshops producing 
very small containers, such as those for tobacco, betel nut, 
and spices (Fig. 8).

Additionally, some workshops in the area manufactured 
kerosene lamps with used metal cans, such as different 
types of aluminum beverage cans, spray cans etc. These 
slender, cylindrical cans were cut into two or three sections, 
depending on length, with the lamp's handle and bottom 
section made from the same can or leftover metal sections. 
Nozzles were crafted separately and affixed to the lamps. 
Cotton filaments, produced in unrelated industrial process-
es, were retailed to end-users in separate shops. Discarded 
lamps and other metal products were reintegrated into the 
waste recycling cycle (Fig. 9).

Lastly, scrap dealers collected scrap metals from the manu-
facturers multiple times a year, sorting and selling them to 
different users. Larger discarded metal sections were used 
for manufacturing rivet fasteners, low-cost furniture, kitch-
en tools, and for binding deformed bars in construction 
sites and steel mills. Shredded metals too small for reuse 
were recycled in foundry workshops. The remaining metal 
sections reached end-users through scrap dealers (Fig. 10). 

Figure 5. Tire retreading cluster, manual cutting, separated bead wires (left to right).

Figure 6. Different products made from old tires (left to right).
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Figure 7. Material flow in the old tire retreading business in Dholaikhal.

Figure 8. New metal sheets, old and cut sections of metal sheets, metal handles of rejected buckets (left to right).

Figure 9. Manufacturing of box trunk, bucket, mug and cooking pan (left to right).
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In this example, flow of metal was closed with nearly all 
industrial units located in Imamganj. The material cycle is 
graphically represented as follows (Fig. 11). 

Pattern 4: Shoe Manufacturing
This was a cluster of industries in the Kamalbagh area that 
manufactured affordable plastic shoes, sandals, small toys 
and trifle items. The industries were popularly termed as 
factories. This study focused on shoemaking.
The factories primarily used Chlorinated Paraffin Wax 
(CPW) and Ethylene Vinyl Acetate (EVA) as raw materials, 

obtained locally or imported. CPW and EVA were used in 
the production of rubber and Polymerized Vinyl Chloride 
(PVC) in the shoe factories. Rubber formed the sole and 
lower part of the shoe, while PVC was used for the upper 
part. Rubber sheets were cut for soles, with leftover sheets 
recycled for reuse. PVC was molded into desired shapes for 
the upper parts, and any leftover PVC was recycled with-
in the production cycle. Occasionally, minimal amount of 
waste PVC was sold to the nearby plastic factories that man-
ufacture small toys and trifle items like tiffin box, container 
box, mug, watering can, soap case, pen stand etc (Fig. 12).

Figure 10. Manufacturing of metal containers and kerosene lamp (left to right).

Figure 11. Left over metal sections, rivet fasteners and washers, kitchen tools (grater) and shredded metals for recycling (left to right).

Figure 12. Flow of material in the metal products manufacturing clusters in Imamganj.



Environ Res Tec, Vol. 7, Issue. 3, pp. 378–394, September 2024 387

Shoes produced from new raw materials were termed as first 
grade shoes. In addition to the standard production chain, 
waste and used plastic shoes were utilized as raw materials. 
Such items were collected from scrap dealers and various 
sources cleaned and different parts were crushed and in-
corporated into the production line. Recycling occurred at 
least twice resulting in second and third-grade shoes with 
diminishing quality. The color in recycled shoes had non 
uniform color and the blend had back or close to black hue. 
Recycled shoes were often painted black or another dark 
hue to mask their messy colors (Fig. 13, 14).

The quality of shoes decreased with each recycle, with 
third-grade shoes being the lowest in quality, but cheapest. 
Newly produced and recycled parts were sometimes mixed 
in the same shoe to reduce costs but at the expense of qual-
ity. Shredded plastic and rubber items that couldn't be re-
used were sold to scrap dealers and brick kilns, serving as 
fuel (Fig. 15).

This shoe cluster maintained a closed material cycle, with 
all residuals reused within the production line. Old and 
scrapped shoes underwent recycling up to three times in 
the same production line. Any remaining waste, if pro-
duced, was utilized in nearby plastic factories. This cycle 
closely resembled the conceptual framework of a closed 

material cycle, with onsite and offsite recycling, resulting 
in various types of new, recycled, and mixed-grade shoes. 
The material cycle is graphically presented below (Fig. 16).

The IE and IS concepts are often seen as designed approach-
es, hence, leading to a perception that their application are 
primarily confined to eco industrial parks [52–55]. Al-
though there are examples of such relation that have evolved 
gradually, but again such examples are usually found within 
a specified place boundary like the Kalundborg [52, 57]. 
The studied examples in Dhaka are outside the scope of 
eco-industrial park or any other kind of formal approach of 
industrial area. Hence, the designed territorial approaches 
cannot be applied as verbatim, instead relevance with the 
core idea of IS is meaningful (Fig. 17).

In the industrial enclave, it is not uncommon to observe 
many types of exchanges among the industrial units, but this 
does not necessarily mean IS [98]. The development of sym-
biotic relation can be identified in different stages such as 
Sprouting, Uncovering and Embeddedness and Institution-
alization [98]. Sprouting is the early stage where firms be-
gin to exchange resources randomly. This initial exchange is 
considered as the kernels of IS which many or may not lead 
to further exchange activities [57]. Uncovering refers to the 
disclosure of exchange networks with environmental bene-

Figure 13. EVA raw material for producing rubber sheets, newly produced rubber sheets, dice for preparing shoe sole and newly 
produced PVC sandal straps (left to right).

Figure 14. First grade (newly produced) shoes, left over cuts of soles to be reused in the production (left to right).
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Figure 15. Old shoes for recycling, crushed chips of old shoes and recycled sheets (left to right).

Figure 16. Second grade shoes in black hue, third grade shoes in black hue, painted third grade shoes and mixed grade shoe soles 
where the pink part is new and the black part is recycled (left to right).

Figure 17. Flow of material in the plastic shoe manufacturing cluster in Kamalbagh area.
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fits through observation, usually by an actor whose focus is 
beyond the private transactional network [57]. Usually in 
this stage, horizon and members of the networks increase. 
Further nourishment of such self-organizing developments 
leads to institutionalization of the entire system to support 
maneuvering and growth. 5 types of exchange networks are 
considered for eco-industrial parks [52]. They are

• Type 1: through waste exchanges

• Type 2: within a facility, firm, or organization

• Type 3: among firms co-located in a defined eco-indus-
trial park

• Type 4: among local firms that are not co-located

• Type 5: among firms organized “virtually” across a 
broader region

In this typology, type 1 is the simplest category and the type 
2 to type 5 are considered as true industrial symbiosis in the 
eco-industrial park model. Type 5 model depends more on 
the virtual linkage than the physical co-location although 
such virtual eco-industrial parks are of course place based. 
This model simply takes the advantage of increasing the 
number of participating firms by increasing the boundary.

The studied examples contain several types of industrial 
units or clusters of similar industrial units. Clustering, a 
common feature of old Dhaka, was observed in close prox-
imity, if not in the same area, and occasionally sparsely 
scattered, such as on the other side of the river. Typically, 
the distance was always to be covered either by foot or with 
informal transport like handcart or pushcart, without con-
tributing to the production cost substantially. Geographi-
cal location of the clusters is shown in Figure 18. Such ar-
rangements of clusters were not designed or guided, rather 
evolved out of need. Thus, clusters were found place based 
and virtually linked, aligned with the argument for extend-

ing the boundary of industrial park for considering IS [56] 
and reveal that geographical proximity is not an absolute 
necessity for IS [99]. There was no mention of any support 
program related to IS or similar principles by any public 
or private agencies. Therefore, the studied examples clearly 
demonstrate a ‘self-organizing’ system. The examples also 
goes in line with the observation in the study of ship brak-
ing industries in Sitakunda-Bhatiary that entrepreneurial 
activities foster more than the territorial agglomeration for 
IS, at least in Bangladesh [40].

Considering the analysis of material flow, inside the enter-
prise boundary, outside the enterprise boundary, within the 
extended enterprise boundary, within the enterprise cluster 
boundary and inside/outside of related clusters of enter-
prises, this study identified sustainable waste management 
practices. These practices and the links among different in-
dustrial units/clusters clearly show the application of Indus-
trial Symbiosis principles.

The studied loops identified more developed stages than 
the sprouting level and uncovered the existence of different 
exchange networks and sustainable practices of resource 
consumption, but not much beyond this. The clusters were 
geographically scattered and virtually linked, which resem-
bles with the Type 5 exchange network. Metal industries 
and metal scrap dealing business are usually considered 
as Type 5 exchange [100]. The tire retreading cluster and 
shoe manufacturing clusters demonstrated the level of de-
cent practice with almost all the residual waste reused in the 
production line within the cluster or with a little extended 
boundary of the cluster, particularly the shoe cluster addi-
tionally incorporated recycling of old and scrapped prod-
ucts in the production line. Thus, these clusters resemble 
the Type 2 exchange, which contains the true nature of IS.

During this study, the entrepreneurs were asked about the 
rationale for recycle, recover and reuse of material and 

Figure 18. Geographical location of the industrial clusters, modified from Google Map view.
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questioned about IE principles, CP technologies and en-
vironmental concerns. Their responses provide a simple 
and logical answer, to minimize the cost; there was no evi-
dence of knowledge of IE or CP, nor any concern for envi-
ronmental responsibility. This is a sharp contrast from the 
academic literature that put much emphasis in the envi-
ronmental benefit. Theoretical conceptualization portrays 
environmental concern as a prominent driving force for 
IS [52, 57, 63, 98, 101–104], and literature about real-life 
examples, mostly in the Euro-American region and East-
ern Asia, indeed demonstrate environmental benefit [54, 
55, 65, 101, 103, 105–107]. However, it appears that the 
academic discourse has not dig deeper into the question 
if environmental benefit is the prime drive for IS, and sig-
nificance of other drivers. This study clearly revealed that 
environmental benefit was not the prime consideration 
for waste exchange, suggesting sustainable resource con-
sumption not necessarily stem solely from environmental 
concerns; economic benefit can dominate the drive. This 
realization can be helpful in pollution reduction strategies 
for developing economies. Beside formal legislative con-
trols, emphasis on economic benefit and example form 
the informal sector may have positive impact for the orga-
nized industrial sector as well.

This study, covering only a few areas with concentration 
of informal industries in old Dhaka, identifies various 
economic activities driven by resource sharing and con-
sumption minimization. The informal businesses, span-
ning manufacturing, recycling, and services, are observed 
to be closely interconnected and operated within the same 
or extended household oriented small enterprise. Such 
chains are difficult to separate and attempts to disrupt 
these interconnected chains may impact business flow. 
Beyond the 4 closed loops that were studied in detail, the 
initial exchange, which is the kernel of IS, were observed 
in many areas. This study suggests potential unexplored 
exchange networks that demand further research for com-
prehensive understanding.

CONCLUSION

This study recognizes sustainable waste management prac-
tices in some selected small scale informal industries in 
Dholaikhal, Imamganj and Kamalbagh areas of Dhaka. 
Considering material flow analysis, this study identifies in-
dustrial symbiosis in the study areas. It also suggests that 
more examples are likely to be recognized in other indus-
trial clusters there. There is a clear indication that the entire 
informal manufacturing business sector practices waste re-
covery and recycling at various levels and there exist com-
plicated and intricate symbiotic relations amongst the dif-
ferent types of industrial clusters. However, in identifying 
this, the study had some limitations, it only looked at the 
flow of material and the flow of energy or other compo-
nents were out of the scope in this research. Moreover, the 
flow of material was studied qualitatively, it was not inclu-
sive nor quantified.

Though the study does not provide quantifiable data, but it 
provides a generalized qualitative overview of the waste man-
agement practice in the informal sector manufacturing indus-
tries. This suggests that application of IE and CP principles 
has a great potential to be exercised in other industrial sectors, 
provided that a strong knowledge and human resource base 
is created, and necessary technologies are made available and 
supported. It may sound simple, but the task is not easy. Fur-
ther investigations and in-depth studies are required to iden-
tify examples and the modality for transferring the concept. 
Formalization of the informal sector may not be the target, 
rather identification and promotion of best practices as well as 
incentives may be more helpful in the informal sector. Proper 
policy support, regulatory mechanism and an enabling frame-
work can extend such practice in the formal industrial sector 
which can contribute considerably to pollution abatement.
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ABSTRACT

St. John's wort, extensively utilized in industries such as food, medicine, and cosmetics, gen-
erates substantial biomass waste. Utilizing these wastes is crucial to reducing environmental 
harm and making an economic contribution. This study aimed to determine the potential 
of St. John's wort wastes and biochar forms produced from these wastes to be used as solid 
fuel. In this context, the combustion behavior of the biomass and biochar were determined 
by thermogravimetric analysis method. Additionally, the Kissenger-Akahira-Sunosa and Fly-
nn-Wall-Ozawa techniques were used to compute the combustion activation energies of these 
samples. According to the analysis, biomass combustion commenced at approximately 250°C 
and occurred in two stages, whereas biochar combustion initiated at around 400°C and pro-
ceeded in a single stage. Furthermore, over 90% of the mass from both samples was observed 
to decompose during combustion, with average combustion activation energies ranging be-
tween 70.08 and 203.86 kJ/mol for biomass and biochar, respectively. These findings suggest 
that biomass exhibits more readily combustible characteristics compared to biochar but is less 
energy efficient. In conclusion, optimizing the biochar production process could enhance its 
energy efficiency and potentially narrow the performance gap between biomass and biochar. 
Additionally, further research into alternative methods or additives to improve the energy ef-
ficiency of biomass combustion is warranted.

Cite this article as: Koçer AT. Thermal analysis of St. John's Wort wastes and biochars: A study 
of combustion characteristics and kinetics. Environ Res Tec 2024;7(3)395–405.

INTRODUCTION

Waste solid biomass, which includes various organic ma-
terials such as agricultural residues, wood waste, and food 
waste, is becoming one of the most important environ-
mental and economic problems due to the ever-increasing 
human population and consumption [1]. When stored in 
landfills or open dumping sites, these wastes can pose risks 
to human health and ecosystems by releasing some green-
house gases that intensify climate change, as well as creating 
leaks that contaminate groundwater and drinking water [2]. 
Disposal of these wastes by methods such as incineration 

is not only economically costly but can also result in the 
release of gases and ashes that can pollute the air, water 
and soil [3]. For these reasons, people have researched 
and developed alternative methods to utilize these wastes. 
One common technique is composting, which involves the 
controlled decomposition of organic waste to produce nu-
trient-rich compost [4]. When waste solid biomass is com-
posted, it reduces its volume, prevents methane emissions, 
and produces a valuable soil amendment. Compost can 
enhance soil fertility, improve water retention, and reduce 
the need for chemical fertilizers, hence providing economic 
benefits for agriculture [5]. Additionally, waste solid bio-
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mass can be used as feedstock for the production of bio-
based products. Technologies such as anaerobic digestion, 
pyrolysis and bio-refineries can convert biomass waste into 
biogas, biochar, bio-based polymers, and biochemical [6]. 
This facilitates the shift towards a circular economy, where 
waste is converted into valuable resources, minimizing 
waste disposal and reducing reliance on non-renewable re-
sources. These techniques not only mitigate environmental 
impacts but also provide economic benefits, including re-
newable energy generation, improved soil fertility, and the 
creation of job opportunities. It is crucial for governments, 
industries, and individuals to embrace these techniques and 
promote sustainable waste management practices to safe-
guard the environment and sustain economic growth [7].

One of the most widely used methods for the utilization 
of waste solid biomass is biochar production via pyrolysis. 
Pyrolysis is a thermal decomposition process that involves 
the breakdown of organic materials at high temperatures 
in the absence of oxygen. This process is commonly used 
to convert biomass into valuable by-products such as bio-
oil or bio-crude, syngas and biochar [8]. Biochar, a solid 
carbon-rich residue, is one of the primary outputs of pyrol-
ysis. It is characterized by its high surface area and porosity, 
attributes that contribute to its remarkable water-holding 
capacity and nutrient retention capabilities in soils. These 
properties make biochar an invaluable tool for soil improve-
ment and sustainable agriculture practices [9]. Moreover, 
biochar exhibits exceptional thermal stability, enabling it to 
persist in soils for extended periods, effectively sequester-
ing carbon and mitigating climate change as a long-term 
carbon sink [10]. Its presence in the soil not only enhances 
soil fertility but also promotes microbial activity, fostering 
a healthier and more resilient ecosystem [11]. Another area 
where biochar is widely used is in environmental appli-
cations. Biochar, either directly or in the form of activat-
ed carbon, is effectively used to remove various pollutants 
from wastewater [10]. In addition, biochar can also be used 
in combustion and gasification applications and is recom-
mended as a sustainable alternative to traditional fossil fu-
els as it contributes to a significant reduction in greenhouse 
gas emissions [11]. Furthermore, biochar's structural integ-
rity make it an attractive option for construction materials, 
providing a sustainable solution for building materials and 
contributing to the development of eco-friendly infrastruc-
ture [5]. A wide range of biomass feedstocks can be used for 
production of biochar by pyrolysis, including but not lim-
ited to agricultural residues, forest biomass, energy crops, 
and industrial waste [9].

One of the most intensive uses of biochar is its use as a 
source in combustion systems. In this context, in order to 
increase the combustion efficiency of biochar and to use 
them more effectively in combustion systems, it is very im-
portant to determine their combustion behavior, to exam-
ine their combustion mechanisms and to determine their 
combustion kinetics [11]. Thermogravimetric method is 
an effective method used extensively for this purpose. This 
method allows for the investigation of solid fuel combus-

tion behavior and processes as well as the calculation of 
kinetic parameters utilizing various mathematical models 
and methodologies [12]. Numerous investigations on the 
combustion processes of biomasses and the biochar gen-
erated from these biomasses have been conducted recent-
ly. For instance, in the prior work, the thermogravimetric 
method was used to examine the combustion of waste bio-
mass (Aloe vera) and biochar. The activation energy values 
of the two materials were determined to be 285 kJ/mol and 
150 kJ/mol, respectively [11]. In another study, Ulva lactuca 
seaweed's and its charcoal form's combustion activation en-
ergies were found to be around 261 kJ/mol and 146 kJ/mol, 
respectively [13]. Apart from these, studies on the combus-
tion of biochar produced from different materials such as 
orange peel [14], bamboo [15] and woody [16] are available 
in the literature.

This study aims to figure out the combustion characteris-
tics of St. John's wort (Hypericum perforatum) plant wastes 
remaining after extraction and the biochars produced from 
them, to calculate the combustion kinetics parameters and 
to compare biomass with biochar in this context. St. John's 
wort is a medicinal plant known for its intriguing properties 
and numerous potential uses. In the pharmaceutical sector, 
it is utilized for the production of herbal remedies, includ-
ing capsules, tablets, and tinctures, which are commonly 
used to treat depression and associated symptoms [17]. 
The plant is also used in the cosmetic industry, where it is 
incorporated into skincare products such as creams, oils, 
and lotions due to its potential skin-soothing and healing 
properties [18]. The demand for St. John's wort products 
has increased in recent years, driven by a growing interest 
in natural remedies and alternative medicine. Therefore, 
it can be said that the waste potential of this plant is quite 
high. When the literature is examined, although there is a 
study on the pyrolysis of St. John's wort plant and the char-
acterization of the products released by the pyrolysis reac-
tion [19], there is no study on the combustion of these plant 
wastes and char produced from them. When considered in 
this context, the novelty of the present paper lies in its focus 
on exploring the combustion characteristics of St. John's 
wort plant wastes and the biochars derived from them, fill-
ing a gap in the literature regarding the combustion behav-
ior of this particular biomass waste.

MATERIALS AND METHODS

Sample Preparation
St. John's wort plant samples were purchased from a local 
vendor in İstanbul, Türkiye. 100 grams of dry plant samples 
were ground into small pieces and then added to 1 L of dis-
tilled water and extracted by boiling for about 30 minutes. 
The suspension obtained after extraction was separated 
with filter paper and the remained solid pulp was dried in 
a furnace at the temperature of 70 °C for 1 night. The dried 
samples were ground again and stored in a desiccator for 
use in experiments of characterization, production of bio-
char and combustion.
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The manufacture of biochar from waste biomass was done 
in a split furnace (Protherm ASP 11/100/500) with a diam-
eter of 0.10 m and dimensions of 0.51 m × 0.40 m × 0.50 m, 
according to the process outlined by Koçer and Özçimen 
[13]. The parameters for the biochar synthesis process were 
determined to be 400 ˚C, 20 ˚C/min of heating, 30 minutes 
of retention, and 200 mL/min of nitrogen flow. The split 
furnace was filled with around 20 g of dried and ground 
biomass samples, and nitrogen gas was introduced for 15 
minutes to remove oxygen. The produced biochar samples 
were removed from the split furnace and stored for charac-
terization and combustion following the thermal reaction 
and cooling. The diagram showing the biochar production 
stages is shown in Figure 1.

Characterization Analyses
Thermal, structural, and proximate analyzes were used to 
characterize the extracted biomass samples and their bio-
chars. The thermogravimetric analysis (TGA) instrument 
TA Instruments SDT Q600 was utilized for the thermal 
analyses of the raw biomass and biochar samples. In this 
article, five milligrams (mg) of dried samples were placed in 
an alumina crucible and heated in a dry air environment to 
a temperature of 800 ˚C, with three different heating speeds 
(10, 20 and 40 ˚C/min). At 40 mL/min, the dry air flow rate 
was kept constant. The procedures outlined in Lu and Chen 
[20] were used to calculate the values of ignition (Ti) and 
burnout temperature (Tb).

The proximate examination of the biomass and biochar re-
vealed the samples' ash, moisture, volatile matter, and fixed 
carbon contents. The moisture, volatile matter (VMC), and 
ash content (AC) of the biomass were determined using 
a thermogravimetric analyzer in accordance with ASTM 
standards E 871, E872, and E 1755, in that order. Fixed 
carbon (FCC) content of biomass was determined by dif-
ference [21]. The following Eqs. (1) provided in Parikh et 
al. [22] were used to compute the higher heating values 
(HHV) of these samples:

HHV=0.3536FCC+0.1559VMC-0.0078AC (1)

The elemental compositions of raw biomass and its biochar 
form were determined using the following equations based 
on proximate analysis results [23, 24]:

C (%)=-35.9972+0.7698VMC+1.3269FCC+0.3250AC (2)

H (%)=55.3678-0.4830VMC-0.5319FCC-0.5600AC (3)

O (%)=223.6805-1.7226VMC-2.2296FCC-2.2463AC (4)

N (%) = 100 - (C + H + O + AC) (5)

Kinetic Theory
Model-free kinetic approaches are most frequently used to 
pyrolysis and combustion kinetics, as they offer an approx-
imate activation energy estimate based on isothermal and 
non-isothermal observations [25]. Two of these techniques, 
the Flynn-Wall-Ozawa (FWO) method and the Kissen-
ger-Akahira-Sunosa (KAS) method, are expressed as follows:

• KAS method [26] expressed as follows:

 (6)

where the activation energy (E) value is determined from 
the slope of a plot of ln(β/T2) against 1/T.

• FWO method [27, 28] expressed as follows:

 (7)

where the activation energy (E) value is determined from 
the slope of a plot of ln(β) against 1/T.

In these equations, β represents the heating rate (K/min), T 
denotes the temperature (K), A denotes for the frequency 
factor (1/s), R represents the universal gas constant (8.314 
J/mol·K), and α expresses the conversion ratio.

RESULTS AND DISCUSSION

Properties of St. John's Wort Wastes
Table 1 presents the characterization results of both the 
biomass and biochar samples obtained in this study, along 

Figure 1. Scheme of biochar samples preparation.
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with a comparative analysis against findings from existing 
literature. In this table, the effect of the carbonization pro-
cess on the biomass content is quite clear. Volatile matter 
content decreased from 74.04% to 12.59% with the car-
bonization process, while fixed carbon content increased 
from 22.81% to 78.41%. The ash content in the biomass 
did not change during the carbonization process, but the 
percentage of ash content mathematically increased as 
the total mass decreased. When the change in elemen-
tal composition was examined, it was seen that C and N 
content increased with the carbonization process, but H 
and O content decreased. As expected, the increase in C 
content was due to the transformation of the biomass into 
a carbon-rich char-like structure. The decrease in H and 
O content can be attributed to the progressive dehydra-
tion reactions and the release of oxygen and hydrogen 
containing volatiles [29]. The increase in N content can 
also be attributed to the N content found in non-volatil-
ized structures resistant to thermal degradation and this 
is supported by studies in the literature [30, 31]. When 
the higher heating values are compared, it has seen that 
this value of biochar is higher. This is because the increase 
in higher heating value is due to the increase in the car-
bon content of the biochar formed as a result of the py-
rolysis reaction, thus leading to an intensification of the 
mass-energy density [29].

Comparison of the data from the study conducted by Ateş 
et al. [19] reveals that the biomass samples exhibit similar 
proximate and elemental compositions, albeit with minor 
discrepancies.

Despite the utilization of the same plant species in both 
studies, the reason for these small differences can be at-
tributed to the fact that the biomass used in this study was 
extracted. Upon comparing the biochar samples, it can be 
seen that other components are similar to each other, ex-
cept for O and N contents. The higher O and N contents 
reported by Ateş et al. [19] could potentially be attribut-
ed to the extraction process employed in this study, which 
may have led to the removal or decomposition of certain 
N- and O-containing components under the influence of 
extraction temperatures.

The FTIR spectra of raw biomass waste and their biochar 
forms are shown in Figure 2. The broad absorption band 
at 3300 cm-1 seen in the spectrum of raw biomass indicates 
OH stretches due to moisture and alcohol content of the 
materials [32]. Peaks at 2920 and 2852 cm-1 are also due to 
CH and CH2 stretching [33], while peaks at 1730 and 1600 
cm-1 indicate C=O stretch and NH2 deformation, respec-
tively. Peaks at 1250 and 1025 cm-1 represent the pyranose 
and furanose rings [34–36]. Peaks at 1570, 1400 and 850 
cm-1 seen in the FTIR spectra of biochar are due to C=C 
stretching of hemicelluloses, C-H deformation in cellulose 
and hemicelluloses and C=C stretching alkene vinylidene, 
respectively [37]. The effects of the carbonization process 
on biomass can be seen quite clearly in this figure. Espe-
cially the OH, CH and CH2 stresses in the biomass were 
destroyed during biochar formation. In addition, with this 
process, the peaks between 1800–1600 cm-1 merged and 
shifted to the 1550 cm-1 region. Furthermore, the peak at 
1000 cm-1 due to the carbohydrate content of the biomass 
was also reduced as expected.

The SEM images of St. John's wort waste and its biochar form 
at the magnification of 1000x are shown in Figure 3. In the 
SEM images of raw biomass waste (Fig. 3a), there are small 
non-porous pieces and long thin rod-shaped pieces. Due to 
the degredation of the structure and the movement of mass 
away from it as a result of the temperature increase during 
the carbonization reaction, pores and cracks have formed in 
the structure of the biochar, as depicted in Figure 3b. Con-

Table 1. Characterization of St. John's wort plant waste and biochar samples

 Units Biomass Biochar Biomass* Biochar*

Volatile matter % 74.04 12.59 69.7 –

Fixed carbon % 22.81 81.28 17.6 –

Ash % 3.15 6.13 3.8 –

C % 52.29 83.58 45.6 79.6

H % 5.71 2.62 6.4 2.48

O % 38.21 7.00 45.5 15.12

N % 0.64 0.71 1.8 2.06

HHV MJ/kg 19.58 30.66 16.52 27.84

*: Ateş et al. [19].

Figure 2. FTIR spectrum of samples.
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sequently, it can be concluded that the porosity and surface 
area of biochar are higher than those of biomass [38]. When 
compared to the SEM image of biochar derived from St. 
John's wort biomass at a temperature of 500 °C as provided 
in the study by Ateş et al. [19], it can be said that the pores 
and cracks in the structure are similar to those in this study.

Thermal Behaviours of Samples
The combustion thermograms of St. John's wort wastes and 
their biochars are shown in Figure 4 and the data in this 
figure are shown in Table 2. According to this figure, it can 
be seen that all samples burned at a rate of approximately 
90% to 99% and that this process occurred in 2 temperature 
zones. In the first zone, it can be said that the relative hu-
midity or the moisture adsorbed from the air is removed as 
the temperature increases up to about 175 °C for each mate-
rial [39]. The mass losses in this region are around 10% for 
raw biomass and around 5% for biochar. The second region 
was realized differently for raw biomass and biochar. For 
raw biomass, this zone was realized in two stages. The first 

one took place between about 200 and 400 °C and in this 
zone the proteinic, cellulosic and hemicellulosic contents of 
the materials were burned [13]. The second stage took place 
between 400 and 550 °C, where char remaining after devol-
atilization of the samples was burned [40].

When the combustion thermograms of biochar samples 
are examined, it has seen that the main mass loss is in the 
second region and this loss occurs in a single stage. The rea-
son for this situation is that structures such as protein and 
carbohydrate in the biomass are degraded during biochar 
production and removed from the char [13]. The mass loss 
in this region was measured to be approximately 85–90%. 
The main reason for such high values can be attributed to 
the low ash content of the biomass and consequently of the 
biochar. Another conclusion that can be drawn about the 
combustion reactions of raw biomass and biochar is that 
the second zone of biomass combustion starts earlier than 
that of biochar. The reason for this is that the easily ignitable 
volatiles in the biomass are removed from the char struc-
ture during biochar production [11].

Figure 3. SEM images at 1000 x magnifications (a) St. John’s wort waste, (b) biochar.

(a) (b)

Figure 4. TG curves of combustion of (a) Raw biomass, (b) Biochar.

(a) (b)
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Combustion Kinetics
In order to determine the combustion kinetic parameters of 
raw St. John's wort waste and biochar, the non-isothermal 
curves of KAS and FWO methods were shown in Figure 5. 
Based on the findings from Figure 5, the values of the com-
bustion activation energy and the regression coefficients of 
the samples were computed and are shown in Table 3. When 
the combustion activation energy values of St. John's wort 
calculated by the KAS method were examined, it was seen 
that these values varied between 42.68 kJ/mol and 98.31 kJ/
mol. When the regression coefficients are examined, it can 
be said that the coefficients except for the conversions of 0.7 
and 0.8 are within the acceptable range and the regression 
coefficients of the conversions 70% and 80% are slightly be-
low the limit. All of the regression coefficients calculated 
with FWO were found to be within the acceptable range, and 
accordingly, it can be concluded that this method is more 

suitable for determining the combustion kinetics of St. John's 
wort waste. Using the FWO method, activation energy val-
ues were calculated between 51.14 kJ/mol and 102.24 kJ/mol. 
When studies on combustion kinetics in the literature are ex-
amined, it is noted that a large number of biomass types are 
used as raw materials. For example, Lopez et al. [41] used 
the Vyazovkin and Ozawa-Flynn-Wall techniques to assess 
the microalgae and corn blends' combustion kinetics and 
computed the activation energy value, which came out to be 
around 171.5 kJ/mol. According to Koçer and Özçimen [13] 
Ulva lactuca macroalgae burned in two phases, with activa-
tion energy levels of around 295 kJ/mol and 225 kJ/mol in 
each. Yorulmaz and Atimtay [42] calculated the combustion 
kinetics of waste wood samples between 123–136 kJ/mol us-
ing the Coats-Redfern method, while Gao et al. [43] deter-
mined the combustion activation energy of waste wood as 
184.2 kJ/mol using the Broido method.

Table 2. Thermal degredation characteristics

Heating rate (°C/min) Parameters Biomass  Biochar

  200–400 °C 400–550 °C 200–650 °C

10 Ti 249 – 387

 Tmax 311 478 447

 Tb – 512 492

 WL 44.37 42.76 90.17

20 Ti 254 – 391

 Tmax 322 490 453

 Tb – 540 524

 WL 44.15 47.10 85.33

40 Ti 261 – 396

 Tmax 328 494 462

 Tb – 568 570

 WL 43.63 45.32 89.17

Ti: Ignition temperature; Tmax: Temperature at maximum loss rate; Tb: Burnout temperature; WL: Weight loss.

Table 3. The combustion activation energy values of raw biomasses

α  Raw    Biochar

 KAS  FWO  KAS  FWO

 Ea (kJ/mol) R2 Ea (kJ/mol) R2 Ea (kJ/mol) R2 Ea (kJ/mol) R2

0.1 97.33 0.990 100.86 0.991 183.73 0.997 185.14 0.997

0.2 98.31 0.957 102.24 0.963 203.03 0.983 203.86 0.984

0.3 97.89 0.929 102.21 0.940 201.23 0.999 202.44 0.999

0.4 88.65 0.930 93.77 0.943 166.44 0.976 169.64 0.979

0.5 57.35 0.897 64.50 0.923 139.17 0.960 143.97 0.966

0.6 42.68 0.880 51.14 0.920 117.89 0.953 123.96 0.961

0.7 43.44 0.862 52.48 0.909 102.82 0.947 109.86 0.958

0.8 48.55 0.847 57.79 0.896 93.87 0.946 101.59 0.958

0.9 56.53 0.918 65.86 0.943 92.88 0.937 100.95 0.952

Ave. 70.08  76.76  144.56  149.05
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The activation energy values determined by both tech-
niques exhibit a rising trend up to 20% conversion and 
a decreasing trend between 20% and 60% when the 
combustion activation energies of St. John's wort are 
studied. After the conversion of 60%, activation ener-
gy values tended to rise once again. When the rates of 
change in activation energies were analyzed, it was ob-
served that there was no significant change up to 30% 
conversion, but there was a decrease of approximately 
30 kJ/mol especially between 40% and 50% conversion 
rates. These findings indicate that the biomass's pro-
teinic, cellulosic, and hemicellulosic components were 
burnt to a 60% conversion rate, after which point the 
char-like structure that resulted from devolatilization 
was burned. The activation energy estimates tended to 
rise after 60% conversion because the char structure is 
considerably harder to burn.

The average combustion activation energy values of bio-
char samples were calculated to be approximately 150 
kJ/mol, respectively. Regression coefficients higher than 
0.9, like those of biomass, indicate that these methods 

can be used to determine the combustion kinetic param-
eters of these biochar samples. When the studies in the 
literature in which the combustion kinetics of biochar 
are calculated, it is seen that there are different results 
according to the biomass used and the methods applied. 
Koçer and Özçimen [13] reported that the average com-
bustion activation energy values of biochar produced 
from Ulva lactuca macroalgae were 146.61 kJ/mol and 
140.81 kJ/mol using KAS and FWO methods. Islam et 
al. [44] calculated the average combustion activation en-
ergy of Karanj fruit hulls biochar as 62.13 kJ/mol and 
68.53 kJ/mol using KAS and FWO methods. Wang et al. 
[45] used Random Pore Model and Volume Model ap-
proaches for combustion kinetics of Palm Kernel Shell 
Biochar and calculated the activation energy values as 
113.3 kJ/mol and 116.6 kJ/mol. Yu et al. [46] determined 
the average combustion kinetic energy of pine sawdust 
biochar as approximately 200 kJ/mol by Friedman Fried-
man differential isoconversional method.

When the behavior of the activation energy values ac-
cording to the conversion rate is examined, it can be said 

Figure 5. (a) Raw biomass KAS, (b) Raw biomass FWO, (c) Biochar KAS and (d) Biochar FWO.

(a)

(c)

(b)

(d)
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that the activation energy values decrease continuously 
after 20% conversion for St. John's wort biochar. At these 
conversion levels, the activation energy values are max-
imum, which indicate the highest barrier to the com-
bustion compared to that of other conversion degrees 
[47]. After these conversion levels, the combustion of 
the fixed carbon in the structure of biochars started and 
continued until 90% conversion. The porous structure 
of biochar also facilitated combustion as it increased the 

contact surface with oxygen [48]. Due to the decrease 
in fixed carbons in the structure of biochar over time 
and ash content, activation energy changes at high con-
version levels decreased [49]. When the studies on the 
combustion of biochar or similar materials in the litera-
ture are examined, it has seen that similar results are ob-
tained. For example Islam et al. [47] and Islam et al. [44] 
reported that activation energy values decreased contin-
uously with increasing conversion rate in their studies 

Table 4. Activation energy values and regression coefficients in some studies

Sample Methods Results References

Pine DAEM Ea: 111.41–208.62 kJ/mol [40]

  R2: 0.906–0.995

Corn straw  Ea: 97.58–189.13 kJ/mol

  R2: 0.906–0.999

Seaweed (U. lactuca) KAS Ea: 296.97–225.17 kJ/mol [13]

  R2: 0.980–0.996

 FWO Ea: 292.39–216.73 kJ/mol

  R2: 0.979–0.996

Seaweed (U. lactuca) biochar KAS Ea: 146.61 kJ/mol

  R2: 0.938–0.990

 FWO Ea: 140.81 kJ/mol

  R2: 0.943–0.992

Sugarcane bagasse Friedman Ea: 8.17–275.48 kJ/mol [50]

  R2: -

 FWO Ea: 11.04–88.56 kJ/mol

  R2: -

 KAS Ea: 3.39–78.28 kJ/mol

  R2: -

Microalgae (C. pyrenoidosa) Vyazovkin Ea: 65.15 kJ/mol [51]

  R2: -

Palm kernel shell biochar Random pore model Ea: 113.3 kJ/mol [45]

  R2: 0.999

 Volume model Ea: 116.6 kJ/mol

  R2: 0.999

Pine sawdust KAS Ea: 212.39 kJ/mol [52]

  R2: 0.996–0.999

 FWO Ea: 212.66 kJ/mol

  R2: 0.996–0.999

St. John's wort KAS Ea: 70.08 kJ/mol This study

  R2: 0.847–0.990

 FWO Ea: 76.76 kJ/mol

  R2: 0.896–0.991

St. John's wort biochar KAS Ea: 144.56 kJ/mol

  R2: 0.937–0.999

 FWO Ea: 149.05 kJ/mol

  R2: 0.952–0.999
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investigating the combustion of hydrochar and biochar 
produced from Karanj fruit hulls, respectively. Gao and 
Li [49] stated that the combustion activation energy val-
ues of Coal gangue continuously decreased until about 
80% conversion; after 80% conversion, the activation 
energy increased due to the combustion of fixed carbon 
content and ash content. Studies on the combustion ki-
netics of some biomasses and biochar in the literature 
are summarized in Table 4.

CONCLUSION

The thermal behavior of St. John's wort wastes and their 
biochars in dry air was investigated by thermogravimet-
ric analysis and the combustion activation energies were 
determined using KAS and FWO methods. The combus-
tion behavior of raw biomass and biochars after moisture 
content removal was different. While the combustion 
of raw biomass occurred in two stages (combustion of 
biomolecules and char remaining after devolatilization) 
between approximately 150 °C and 550 °C, the combus-
tion of biochar in this temperature range occurred in 
one stage (combustion of char structure). The average 
activation energy values of St. John's wort wastes in this 
temperature range were calculated as 70.08 kJ/mol and 
76.76 kJ/mol by KAS and FWO methods, respectively, 
while the average combustion activation energy values 
of biochar wastes in this temperature range were calcu-
lated as 144.56 kJ/mol and 149.05 kJ/mol, respectively. 
Based on an evaluation of the study's results, it can be 
concluded that these biomasses and their biochar forms 
can be added to fuels like coal or utilized directly in 
combustion processes because of their low ash content. 
This approach will optimize the utilization of these very 
promising wastes and improve the efficiency of fuels 
such as low quality coal.
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ABSTRACT

The Response Surface Methodology (RSM) optimization technique was used to examine the 
effect of load, Tomato Methyl Ester (TOME), and Ethanol injection enhanced diesel on engine 
performance and exhaust gas emissions with a normal piston and an Al2O3 coated piston. 
TOME biodiesel (10, 20, and 30%) and ethanol (10, 20, and 30%) were chosen to increase BTE 
while minimizing BSFC, NOx, CO, smoke, and HC. The RSM technique was used to operate 
the engine by load (0–100%). The results revealed that engine load, TOME, and ethanol con-
centration all exhibited a considerable effect on the response variables. The ANOVA results 
for the established quadratic models specified that for each model, an ideal was discovered 
by optimizing an experiment's user-defined historical design. The present research efforts to 
improve the performance of a diesel engine by using a thermal barrier-coated piston that runs 
on biodiesel blends. Al2O3 is the chosen material for TBC due to its excellent thermal insula-
tion properties. B20E30 has a 4% higher brake thermal efficiency than diesel, but B10E20 and 
B30E20 mixes have a 3.6% and 12% reduction in BSFC. The B20 blends lowered CO and HC 
emissions by 6% and 8% respectively. In terms of performance and emissions, biodiesel blends 
performed similarly to pure diesel, and the combination was optimized through the design of 
an experiment tool.
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INTRODUCTION

The application of piston TBC is highly beneficial in 
mini-mizing heat dissipation during the operation of an in-
ternal combustion engine’s process. Total combustion is hin-
dered throughout the process of combustion due to multiple 
factors. The loss of warmth in the combustion cylinder is a 
contributing factor to incomplete combustion. The prima-
ry objective of piston TBC is not alone to prevent heat loss, 
but also to pro-vide fatigue protection and reduce emissions. 
This research aims to mitigate engine heat loss by applying a 
TBC material on the piston, specifically using copper-chro-
mium-zirconium (CuCr1Zr) [1]. The application of CuCr1Zr 
as a TBC material on pistons is an innovative method that 
has been evaluated using Tamanu mixed diesel fuel [2]. An 
examination was con-ducted on an IC engine that had a coat-
ing applied to it, the piston was coated using the plasma spray 
technique with a layer of Ni-Cr measuring 0.2 mm in thick-
ness [3]. Mamey sapote oil was utilized as a source of bio-
diesel. Consequently, there was a 1% improvement in thermal 
efficiency, accompanied by a decrease in (CO) emissions [4]. 
A study was di-rected to evaluate the act of a single cylinder 
IC engine with copper coating [5]. The findings shown that 
the implementation of a Cu-coated piston and combustion 
chamber in the engine effectively decreases the levels of (HC) 
and (CO) emissions [6]. Conducted research on the impact 
of plasma sprayed zirconium coatings on the piston. One 
effective method for enhancing the performance of internal 
combustion engines and decreasing the emission of (CO) and 
hydrocarbons (HC) is the use of thermal barrier coatings on 
the piston and combustion chamber [7]. Declared that a die-
sel engine with a coating exhibits superior performance [8]. 
It has been asserted that cotton seed biodiesel can serve as a 
substitute fuel to regulate the pollutants, such as carbon mon-
oxide (CO) and hydrocarbons (HC), produced by a diesel 
engine [9]. It was asserted that cotton seed biodiesel was em-
ployed as a substitute fuel to regulate the emissions of carbon 

monoxide (CO) and hydrocarbons (HC) from a diesel engine 
[10]. The combustion parameters have an impact on power 
generation, emission of pollutants from the exhaust, fuel con-
sumption, engine vibrations, and noise levels [11]. Coating 
cylinders and adding nanoparticles to biodiesel reduce fuel 
consumption [12] Compressed air's pressure and tempera-
ture affect how long it takes to ignite. During compression, 
the cooling system effectively absorbs a significant quanti-
ty of heat. Engines equipped with thermal barrier coatings 
can reduce heat dissipation and improve the effective output 
by employing materials with low thermal conductivity and 
high resilience to high temperatures to cover the combustion 
chambers [13, 14]. A zirconia coating is applied to engine 
components, which results in a reduction in the heat conduc-
tion of such components [15]. Furthermore, the utilization of 
a glow plug in conjunction with the utilization of ethanol as a 
fuel consequences in a discount in the emission of pollutants 
emitted by exhaust [16, 17]. On the other hand, as compared 
to the utilization of diesel fuel, it results in a decrease in effi-
ciency. SVM and Bagging methods perform second-best for 
Cp max and smoke output variables, respectively [18]. On 
the other hand, there is a certain degree of improvement in 
the thermal efficiency of the engine when the timing of injec-
tion is delayed [19]. This results in a reduction in emissions 
of CO2 and hydrocarbons that have not been burned, as well 
as an improvement in thermal efficiency [20]. In spite of this, 
it outcomes in an increase in the amount of nitrogen oxide 
emissions since it causes the combustion temperatures to rise 
[21]. As a result of their improved thermal and mechanical 
efficiency, fewer pollutant emissions, and decreased fuel con-
sumption, thermal barrier coatings have become increasingly 
prevalent in engine components. The waste heat created by 
the engine's insulation can be harnessed to oxidize the soot 
precursors generated during hydrocarbon combustion, lead-
ing to a reduction in emissions [22]. Exhaust emissions de-
creased with the addition of Di Ethylene Butyl Glycol Ether 
[23]. Table 1 show the literature based on various biodiesel.

Table 1. Literature on different biodiesel and methods

A. P. Venkatesh [1] 
 
 

Saxena [5] 
 

Salih Ozer [12] 
 
 

Viswanathan [20] 
 
 

Mejia et al. [15]

Rubber seed biodiesel 
 
 

Acacia Concinna

 
 
Coalbed methane 
 
 

Pine oil 
 
 

Castor oil biodiesel, 
palm oil bio diesel

Ethanol additive, 
nanocoated pistons, 
optimization 

Response surface 
methodology, 
nanofluid

Nanoparticle (molyb-
denum) additive, 
coated pistons 

Thermal barrier 
coating and 
antioxidants 

Dual Biodiesel, 
Compression ratio

A biodiesel-compatible thermal barrier-coated piston improves 
diesel engine performance in the study. Thermal insulation 
makes yttria-stabilized zirconia appropriate for thermal barrier 
coatings.

TiO2 nanoparticle-enhanced Acacia Concinna biodiesel-diesel 
blends improve engine performance; BTE, BSFC, ID, HC, and 
smoke emissions decrease; NOx emissions increase.

Al2O3 + 13% TiO2 coating tractor engine cylinders and 
adding molybdenum nanoparticles to biodiesel reduced fuel 
consumption, HC, CO, PM, exhaust gas temperature, and NOx 
emission.

Pine oil biofuel was utilized to test diesel engine with thermal 
barrier and antioxidants. PO+TBHQ combination gave the best 
performance, combustion, and emissions, suggesting engine 
efficiency and pollution reduction.

It was not a viable alternative to use blends of palm oil biodiesel 
and castor oil biodiesel (POB COB) in order to generate a sort 
of pure biodiesel that had a low cloud point and a low viscosity.

Author Oil used Methods Result
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The objective of this research is to describe the use of the 
(RSM) optimization technique in examining the impact of 
load, Tomato Methyl Ester (TOME), and Ethanol injection 
on engine performance and exhaust gas emissions. The 
main aims to highlight the experimental design, factors 
considered (TOME and Ethanol concentrations), and the 
use of RSM for optimization. The goal of the paragraph is 
to present research efforts focused on improving the per-
formance of a diesel engine using biodiesel blends. It in-
troduces the application of a TBC piston running on bio-
diesel blends, specifically B20E30, B10E20, and B30E20, 
and compares their performance and emissions with pure 
diesel. The use of Al2O3 as the material for thermal barrier 
coatings is mentioned, and the overall aim is to maximize 
(BTE), minimize (BSFC), and reduce NOx, CO, smoke, and 
HC emissions.

MATERIALS AND METHODS

Tomato Methyl Ester Formation
Tomato seeds are not commonly used for biodiesel pro-
duction due to their relatively low oil content in compari-
son to other oilseed crops like soybeans or canola. Never-
theless, the wastage of seed extracted from sauce factory 
within the scope of investigating the creation of biodiesel 
from non-traditional sources, below is a comprehensive 
outline of the biodiesel manufacturing procedure, com-
monly referred to as transesterification. Figure 1 shows 
the Tomato seed oil extraction: Obtain oil from tomato 
seeds. Typically, this procedure involves either mechan-
ical pressing or solvent extraction. The oil concentration 
in tomato seeds is quite modest in comparison to special-
ized oilseed crops, thus potentially limiting the produc-
tion. Oil Refining: Purify the produced oil if necessary. 
The enhancement of oil quality can be achieved through 
several refining techniques such as degumming, neutral-
ization, bleaching, and deodorization. Transesterification: 
Convert the purified oil into biodiesel using the process of 
transesterification. The process of chemically interacting 
vegetable oil or animal fat with an spirits, characteristi-
cally methanol or ethanol, in the occurrence of a catalyst, 
typically sodium or potassium hydroxide [23]. This pro-
cess transforms the triglycerides present in the oil into 
esters, which are commonly known as biodiesel, as well 
as glycerol. Separation and Washing: Following the trans-
esterification process, the biodiesel should be separated 
from the glycerol and subjected to a washing procedure in 
order to eliminate any contaminants. Dehydration: from 
the biodiesel by the process of drying. Table 2 shows the 
chemical properties.

TBC – Before & After Piston Crown
Following the application of the TBC, the piston crown 
is depicted in Figure 2: According to the findings of the 
research analysis, the materials that are utilized for ther-
mal barrier coating include NicrAl, Al2O3, molybdenum, 
titanium oxide, Yttrium stabilized zirconium, magne-
sium stabilized zirconia, and other similar substances. 

The barrier coating that was used for this work was a pis-
ton-based coating with NiCr – 80 (Micron), Top Piston 
Crown Al2O3-100, and Total TBC – 180 (Microns). As a 
covering material, the ceramic material known as "Alu-
minum oxide" was utilized for the piston crown associ-
ated with the diesel engine. There are a number of vital 
features that the artistic material must possess, including 
strong thermal conduction, good mixing, wear fence, 
and from top to bottom heat shock resistance. There was 
a shielding thermal barrier that was placed above the 
piston crown. With the use of the plasma splash tech-
nique, the substance Al203 that had been fired was coat-
ed over the substratum to a thickness of 200 µm [24]. All 
of the experimental work on the piston crown has been 
finished, as shown in Figure 3.

Figure 1. Preparation of tomato methyl ester.
The simplified chemical reaction is as follows: Triglyceride + Alcohol → 
Biodiesel + Glycerol

Figure 2. Piston before/after coating.

Table 2. Properties of fuels

Properties TME Diesel Ethanol

Viscosity (cSt) 28 2.62 1.52

Flashpoint (°C) 189 68 13

Calorific value (MJ/kg) 35.9 42.7 27.3

Density (kg/m3) 915.1 855 720

TME: Tomato methyl ester.
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Uncertainty Analysis
Visualization, range, devices, atmosphere, and calibration were 
used to estimate error as well as uncertainty evaluation, which 
was then split down into assigned and fixed errors by process 
time. For accurate results, undertake an uncertainty analysis. 
The transfer of uncertainty technique, or root mean square, 
was used to assess engine systems uncertainty. The equation (1) 
was used to analyze engine efficiency parameter uncertainty.

 
(1)

Experimental Setup
A kirloskar engine single chamber, four strokes, and an engine 
which links are connected to the control panel make up the 
design illustrated in Figure 4. Figure 5 illustrated the photo-
graphic view of experimental engine; The load can range from 

0 to 5.2 KW according to the arrangement. In instruction to fa-
cilitate reading, the power output of the engine is 5.2 kilowatts 
when it is operating at 0 percent load, 50% load, and 100% 
full load. In the fuel container, the air mixture with fuel that 
is used with diesel and biodiesel is permitted, and the amount 
of the combination of fuels is controlled by the fuel calcula-
tor that is located on the control panel. The smoke meter and 
inlet manifold are some of the other configurations that may 
be programmed due to the open digital control panel. Sensors 
such as the fuel sensor, level sensor and load sensor, are mon-
itored on (ECUs) and data analytics devices [25]. The engine 
specifications for the test engine are listed in Table 3.

Experimental Design
The trial design, optimization, and validation processes have 
all been carried with the support of the Design-Expert® appli-
cation, version 13. In the Table 4, the data input factors and 

Figure 3. Experimental work on piston crown. Figure 4. Experimental setup.

Figure 5. Experimental setup of VCR diesel engine (photographic view).



Environ Res Tec, Vol. 7, Issue. 3, pp. 406–421, September 2024410

their respective levels are presented. A numerical calculation 
is performed on each and every variable that is entered. In or-
der to maximize BTE while simultaneously improving BSFC, 
and diminishing NOx, CO, smoke, and HC, the load was se-
lected to be between 0 and 100%, the TOME mix biodiesel 
(10, 20 and 30%), and the ethanol (10, 20 and 30%).

In the process of developing quadrat-ic and Box-Behnken 
models of estimation for inputs and response variables, 
RSM is a method of analysis that is generally utilized. 
RSM is helpful in assessing the influence that input pa-
rameters have on response variables, reducing the num-
ber of trials that are conducted, and maximizing the ef-
fectiveness of response variables. The experimental setup 

matrix for tomato methyl ester blends mixed with ethanol 
and load (in kilograms) is presented in Table 5. The result 
is obtained for the Normal Piston and Thermal Barrier 
(Al2O3) Coated Piston.

RESULT AND DISCUSSION

Exhibited values of R2, Adj. R2, Pred. R2, and a suitable 
precise appropriate within the required constraints for pre-
cision and adequate of the model for aimed responses are 
presented here, along with a summary of the analysis of 
variance (Table 6 for Normal piston and Table 7 for coated 
piston) and a review of the models for the performance of 
the normal piston and the Al2O3 coating piston in BTE and 
BSFC. Additionally, the presented data includes the emis-
sion characteristics of CO, HC, NoX, and smoke. 

Table 3. Specifications of test engine

Make  Kirloskar, 4S

No. of cylinder One

Bore  87.5 millimeter

Stroke  110 millimeter

Power 5.2 kilo watt

Compression ratio 17.5:1

Speed 1500 rpm

Fuel injection timing 23o b TDC

Injection pressure 200 bars

Table 4. Factors and levels for TOME Blends with ethanol and 
load

Process parameters  Levels

 1 2 3

A- Load (KG)  0 50 100

B- TOME blend (%)  10 20 30

C- Ethanol (%) 10 20 30

TME: Tomato methyl ester.

Table 5. Experimental design matrix for load/TOME/ethanol – normal & Al2O3 piston

Sl. No Load (kg) TOME (%) Ethanol (%)   Normal piston     Thermal barrier (Al2O3) coated piston

    BTE BSFC CO HC NoX Smoke BTE BSFC CO HC NoX Smoke

1 50 30 30 29 0.27 0.02 55 540 3.8 30.5 0.66 0.038 52.7 385.4 18.9

2 0 20 30 19 0.67 0.02 45 797 6 31.5 0.39 0.108 50.6 568.1 38.2

3 50 20 20 28 0.4 0.01 48 398 11 30 0.28 0.036 50.2 529.4 23.8

4 50 20 20 31 0.29 0.09 45 573 23 27 0.23 0.039 39.8 762.9 18.6

5 100 20 30 32 0.24 0.01 48 560 17 25 0.65 0.046 56.5 395.8 10.7

6 50 10 10 30 0.66 0.02 35 755 4.5 19 0.39 0.117 54.4 578.5 30

7 50 20 20 31.6 0.4 0.01 45 367 5.6 15 0.3 0.045 53.9 539.8 15.6

8 0 30 20 30 0.31 0.08 49 528 10 14 0.25 0.047 43.6 773.3 10.42

9 50 30 10 27.5 0.26 0.02 41 494 28 21 0.2 0.031 50.8 400.4 7.76

10 100 30 20 25 0.21 0.02 37 752 14.2 23 0.66 0.102 48.7 583.1 27

11 0 20 10 19 0.67 0.04 44 638 5.5 28.5 0.67 0.03 48.3 544.4 12.67

12 100 20 10 15.4 0.68 0.01 47 662 28.5 15 0.7 0.032 37.9 777.9 7.48

13 100 10 20 14 0.71 0.005 40 686 19 25 0.3 0.04 54.6 364 8.33

14 0 10 20 21 0.46 0.03 52 659 4.15 29 0.67 0.11 52.5 546.7 27.6

15 50 20 20 23 0.34 0.11 58 258 18.5 19 0.42 0.038 52 508 13.25

16 50 20 20 28.5 0.31 0.025 45 536 19 28 0.32 0.041 41.7 741.5 8.05

17 50 10 30 15 0.68 0.08 63 343 12.5 31 0.45 0.054 46.6 658.4 21

BTE: Brake thermal efficiency; BSFC: Brake-specific fuel consumption.
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The outcomes of the experiment were subjected to 
(ANOVA), and a number of models were created in the 
design expert. The projected values were then calculated 
using the equations. Therefore, in order to determine the 
most desirable parameter configurations, acceptability 
analysis was applied using the direct equation for getting 
better results.

Performance Result
Equation 2 for a Normal Piston and Equation 3 for an Al2O3 
Coated Piston were derived from the RSM quadratic model 
of BTE based on the measured parameters.

[BTE=27.82+-1.075*A+-2.3125*B+-0.3875*C+-4.25*AB+ 
-0 .9AC+4.625*B C+-3.0475*A^2+-3.5225*B^2+-
0.1725*C^2] (2)

[BTE=26.8+-2.75*A+-1.5625*B+1.4375*C+-0.5*AB+-6AC 
+0.375*BC+-5.0875*A^2+-1.2125*B^2+0.7875*C^2] (3)

Figure 6 (a) 2D and (b) 3D surface plot shows the BTE 
performance of normal piston, the impact of the quadrat-
ic factors Initialize, TOME Mix with the addition of etha-
nol infusion When subjected to the highest possible load 
circumstances, the (BTE) of B20E30 was determined to 
be around 4% more than that of pure diesel. Increased the 
amount of oxygen in ethanol enhances its combustion ef-
ficiency, leading to heightened thermal performance [26, 
27]. Due to the increased viscosity and subsequent decrease 

in combustion rate coming from the elevated ethanol con-
centration in the mixture, the (BTE) is lower compared to 
B10E20, as shown in Table 6. As the ethanol concentration 
in the fuel blend improves, the TE of the brakes enhances. 
The outside temperature of the combination of air and fuel 
drops as the ethanol energy share increases because of the 
heat that ethanol absorbs and its high volatility. This is be-
cause they create an increase in the blend density, which in 
turn causes the temperature to decrease. In comparison to 
previous engines, the low heat rejection engine, which was 
fitted with a fully stabilised Al2O3 coating, demonstrated a 
higher level of thermal efficiency.

This can be ascribed to the ceramics coating's ability to act 
as a heat barrier, which effectively separates the engine from 
the environment around it. The B20E30 blend exhibited an 
approximately 3.5% increase in comparison to pure diesel, 
however its (BTE) was lower than that of the B30E20 blend 
[12]. Minimizing heat dissipation enables a boost in engine 
output and thermal effectiveness which shown in Figure 7 
(a & b) The ANOVA Table 8 provides information on the 
variability between groups and within groups, helping to 
determine the significance of the factors and their interac-
tions of BTE.

Equation 4 for a Normal Piston and Equation 5 for an Al2O3 
Coated Piston were derived from the RSM quadratic model 
of BSFC based on the measured parameters

Table 6. Test of hypotheses for BSFC, BTE, CO, HC, NoX, and smoke as predictor variables for normal piston

   Normal piston

 BTE (%) BSFC (kg/kW-h) CO (% vol) HC (ppm) NoX (ppm) Smoke (BSU)

Standard deviation 6.69 0.2091 0.0330 6.91 138.47 8.61

Mean 24.65 0.4447 0.0353 46.88 561.53 13.54

C.V. % 27.14 47.02 93.50 14.74 24.66 63.59

R² 0.4989 0.4593 0.5612 0.5952 0.6482 0.5229

Adjusted R² -0.1453 -0.2359 -0.0030 0.0748 0.1958 -0.0906

Predicted R² -4.6141 -4.8640 -2.5474 -4.0777 -1.0519 -2.4841

Adeq precision 3.4768 3.2113 3.4076 3.9860 3.9806 3.4070

BTE: Brake thermal efficiency; BSFC: Brake-specific fuel consumption.

Table 7. Test of hypotheses for BSFC, BTE, CO, HC, NoX, and smoke as predictor variablesfor Al2O3 coated piston

   Thermal barrier (Al2O3) coated piston

 BTE (%) BSFC (kg/kW-h) CO (% vol) HC (ppm) NoX (ppm) Smoke (BSU)

Standard deviation 5.55 0.1927 0.0326 4.71 138.65 10.24

Mean 24.21 0.4435 0.0561 49.11 568.09 17.61

C.V. % 22.94 43.45 58.14 9.59 24.41 58.14

R² 0.6259 0.5154 0.5179 0.6762 0.5550 0.4531

Adjusted R² 0.1449 -0.1075 -0.1020 0.2600 -0.0171 -0.2500

Predicted R² -0.4493 -3.1506 -1.5571 -1.2407 -3.0634 -1.9570

Adeq precision 4.1089 3.4164 3.4715 5.0048 4.1483 2.9339

BTE: Brake thermal efficiency; BSFC: Brake-specific fuel consumption.
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[ B S F C = 0 . 3 8 8 + 0 . 0 7 1 2 5 * A + 0 . 0 3 * B + - 0 . 0 0 6 2 5 * 
C + 0 . 0 5 7 5 * A B + 0 . 0 4 5 * AC + - 0 . 0 8 7 5 * B C + 0 . 1 3 6 * 
A^2+0.0935*B^2+-0.109*C^2] (4)

[ B SF C = 0 . 4 6 8 + - 0 . 0 0 3 7 5 * A + 0 . 0 5 1 2 5 * B + 0 . 0 2 2 5 * 
C + - 0 . 0 2 * A B + 0 . 0 3 2 5 * AC + 0 . 1 6 7 5 * B C + - 0 . 0 7 6 5 * 
A^2+0.1285*B^2+-0.104*C^2] (5)

Figure 8 (a) 2D and (b) 3D surface plot shows the BSFC 
performance of normal piston, the increase in (BSFC) was 
qualified to the simultaneous rise in injected fuel and eth-
anol. Demonstrates that the (BSFC) reduces as the engine 
load rises when using ethanol ratios. When compared to 
diesel, B10E20 and B30E20 blends obtained a reduction 
of 3.6% and 12% in (BSFC), with values of 0.71 kg/kW-h 
and 0.21 kg/kW-h, respectively. However, B30E20 blends 
showed an increase of 8% in fuel consumption compared 
to diesel. Engines running on blends of biodiesel consume 
a greater amount of fuel than traditional diesel engines do 

because biodiesel blends have a higher volume and a lower 
energy content than traditional diesel [28]. The ANOVA 
Table 9 provides information on the variability between 
groups and within groups, helping to determine the sig-
nificance of the factors and their interactions of BSFC. As 
the biodiesel blend ratio increases, the fuel consumption 
increases due to the decrease in the amount of energy and 
the density of the combination of fuels [26]. Due to the 
excellent heat retention properties of the Al2O3 coating, 
shown in Figure 9 (a & b) it allows for higher tempera-
tures inside the cylinder, leading to improved oxidation 
of the biodiesel mixture. This, in turn, enhances atomiza-
tion and vaporization. The B20E10 mix demonstrated a 
roughly 3.5% improvement compared to pure diesel, but 
its (BSFC) was higher in comparison to that of the B30E10 
blend, resulting in reduced consumption of fuel while 
maintaining a constant engine speed.

Figure 6. (a) 2D and (b) 3D Surface plot with load/TOME/ethanol with normal piston – BTE performance.

(a) (b)

Figure 7. (a) 2D and (b) 3D Surface plot with Load/TOME/Ethanol with Al2O3 Coated piston – BTE.

(a) (b)
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Emission Result
Equation 6 for a Normal Piston and Equation 7 for an Al2O3 
Coated Piston were derived from the RSM quadratic model 
of CO emission based on the measured parameters.

[CO=0.033+0.00625*A+-0.013125*B+-0.018125* 
C+0.0175*AB+-0.025*AC+0.01875*BC+0.006625* 
A^2+0.002875*B^2+-0.004625*C^2] (6)

[CO=0.0684+-0.017375*A+0.002125*B+-0.00825*C+-
0.017*AB+0.02225*AC+-0.00225*BC+0.00205*A^2+-
0.01745*B^2+-0.0107*C^] (7)

Equation 8 for a Normal Piston and Equation 9 for an Al2O3 
Coated Piston were derived from the RSM quadratic model 
of CO emission based on the measured parameters.

[ C O = 0 . 0 3 3 + 0 . 0 0 6 2 5 * A + - 0 . 0 1 3 1 2 5 * B + -

0.018125*C+0.0175*AB+-0.025*AC+0.01875*B-
C+0.006625*A^2+0.002875*B^2+-0.004625*C^2] (8)

[CO=0.0684+-0.017375*A+0.002125*B+-0.00825*C+-
0.017*AB+0.02225*AC+-0.00225*BC+0.00205*A^2+-
0.01745*B^2+-0.0107*C^] (9)

Figure 10 (a) 2D and (b) 3D surface plot shows the CO emis-
sion of normal piston, the emission of (CO) from diesel is 
reduced when full combustion takes place under low loads. 
More biodiesel blends are available than diesel, and it has 
fewer carbon monoxide emissions. As a result of the incor-
poration of biodiesel into gasoline blends, the researchers 
discovered that CO and CO2 emissions were influenced. It is 
because biodiesel has a greater amount of oxygen. Therefore, 
carbon monoxide (CO) is decreased, and carbon dioxide 
(CO2) is the bigger load mass. This is connected to chemical 

Table 8. Anova parametric results – BTE

  Normal piston   Thermal barrier (Al2O3) coated piston

Source Sum of squares F-value p Sum of squares F-value p

Model 311.88 0.7744 0.6477 361.17 1.30 0.3724

A-load 9.24 0.2066 0.6632 60.50 1.96 0.2040

B-TOME 42.78 0.9561 0.3608 19.53 0.6334 0.4523

C-ethanol 1.20 0.0268 0.8745 16.53 0.5361 0.4878

AB 72.25 1.61 0.2444 1.0000 0.0324 0.8622

AC 3.24 0.0724 0.7956 144.00 4.67 0.0675

BC 85.56 1.91 0.2092 0.5625 0.0182 0.8964

A² 39.10 0.8739 0.3810 108.98 3.53 0.1022

B² 52.24 1.17 0.3157 6.19 0.2007 0.6677

C² 0.1253 0.0028 0.9593 2.61 0.0847 0.7795

Residual 313.23   215.86  

Lack of fit 209.18 2.68 0.1823 34.56 0.2542 0.8552

Pure error 104.05   181.30 1.30 0.3724

TOME: Tomato methyl ester.

Figure 8. (a) 2D and (b) 3D surface plot with load/TOME/Ethanol with normal piston – BSFC performance.

(a) (b)
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reactions that increase the generation of carbon monoxide 
[6]. Based on the data presented in Figure 9, it can be ob-
served that B20E20 blends, which have a greater CO emis-
sion, and B10E20 blends, which have lower CO emissions 
by 5.6% and 10.2%, respectively, in comparison to pure die-
sel, whereas B30 blends produce higher CO emissions than 
diesel shown in Figure 11 (a & b). In addition, the thermal 
barrier Al2O3 coatings had an effect on carbon monoxide 
emissions, with coated engines producing a lower level of 
emissions compared to engines that were not treated. It is 
through late-phase burning and the subsequent oxidation 
of carbon monoxide that nanocoated thermal resistance is 
triggered. The ANOVA Table 10 provides information on 
the variability between groups and within groups, helping 
to determine the significance of the factors and their inter-
actions of CO emission. There was a decrease in the amount 
of carbon monoxide emissions as the speed of the engine 

increased, and when it was working at its optimal speed, the 
amount of CO emissions was decreased.

Equation 10 for a Normal Piston and Equation 11 for an 
Al2O3 Coated Piston were derived from the RSM quadratic 
model of HC emission based on the measured parameters.

[ HC = 4 7 + - 3 . 3 7 5 * A + - 0 . 8 7 5 * B + - 2 . 7 5 * C + 5 * A B + -
2.75*AC+3.25*BC+5*A^2+-3.5*B^2+-1.75*C^2] (10)

[HC=50.28+-4.325*A+-3*B+-1.6*C+-2.05*AB+2*AC 
+1.85*BC+-2.765*A^2+0.785*B^2+-0.515*C^2] (11)

Figure 12 (a) 2D and (b) 3D surface plot shows the HC 
emission of normal piston, as a result of the presence of 
oxygen in ethanol, the oxidation of air hydrocarbons is ac-
celerated, which leads to an improvement in fuel economy. 
Hydrocarbon (HC) emissions are lowered, which also con-
tributes to the improvement. When opposed to the burning 
of hydrogen mix, the burning of ethanol results in a lower 

Table 9. ANOVA Parametric results – BSFC

  Normal piston   Thermal barrier (Al2O3) coated piston

Source Sum of squares F-value Source Sum of squares F-value Source

Model 0.2600 0.6607 Model 0.2600 0.6607 Model

A-load 0.0406 0.9289 A-load 0.0406 0.9289 A-load

-B-TOME 0.0072 0.1647 -B-TOME 0.0072 0.1647 -B-TOME

C-ethanol 0.0003 0.0071 C-ethanol 0.0003 0.0071 C-ethanol

AB 0.0132 0.3025 AB 0.0132 0.3025 AB

AC 0.0081 0.1853 AC 0.0081 0.1853 AC

BC 0.0306 0.7004 BC 0.0306 0.7004 BC

A² 0.0779 1.78 A² 0.0779 1.78 A²

B² 0.0368 0.8419 B² 0.0368 0.8419 B²

C² 0.0500 1.14 C² 0.0500 1.14 C²

Residual 0.3061  Residual 0.3061  Residual

Lack of fit 0.1968 2.40 Lack of fit 0.1968 2.40 Lack of fit

Pure error 0.1093  Pure error 0.1093  Pure error

BSFC: Brake-specific fuel consumption; TOME: Tomato methyl ester.

Figure 9. (a) 2D and (b) 3D surface plot with load/TOME/ethanol with Al2O3 coated piston – BSFC performance.

(a) (b)
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burning temperature and pressure, which leads to a lesser 
oxidation of hydrocarbons [7]. This is responsible for of the 
larger HC emissions that are produced. As can be seen in 
Figure 13, B10E30, which produces higher emissions, and 
B10E10 blends produce lower hydrocarbon emissions by 
3.5% and 10.6%, accordingly, relative to unadulterated die-
sel. If B10E10 blends are contrasted to diesel, they result in 
10.6% more HC. A coated piston and higher temperatures 
in the engine's combustion area head both contributed to 
an increase in the pace at which gasoline evaporated. Be-
cause of the higher combustion temperature provided by 
the thermal barrier Al2O3 layer, fuel combustion is made 
easier and more efficient. Because of the enhanced pace at 
which the thermal barrier coating breaks down hydrocar-
bons into hydrogen as well as oxygen in the combustion 
process, coated pistons were found to have lower levels of 
hydrocarbon emissions as shown in Figure 13(a &b). The 
ANOVA Table 11 provides information on the variability 
between groups and within groups, helping to determine 

the significance of the factors and their interactions of HC 
emission. It is necessary to take into consideration other 
parameters, such as quenching range and combustibility 
threshold, in order to reduce the amount of hydrocarbon 
emissions that are produced by heat barrier coatings [25].

Equation 12 for a Normal Piston and Equation 13 for an 
Al2O3 Coated Piston were derived from the RSM quadratic 
model of NoX emission based on the measured parameters.

[NoX=562.6+44.125*A+12.375*B+34.25*C+-108.25* 
AB+141.5*AC+-104*BC+-54.675*A^2+90.825*B^2+-
38.425*C^2] (12)

[NoX=556.3+95.8875*A+47.45*B+45.9875*C+12.7*AB+1
4.875*AC+-29.65*BC+81.6125*A^2+-79.6625*B^2+23.11
25*C^2] (13)
Figure 14 (a) 2D and (b) 3D surface plot shows the NoX 
emission of normal piston, Lowering the rate at which the 
premixed fuel is burned reduces the emissions of nitrogen 
oxide (NoX) while minimizing the release of heat. There is 

Figure 10. (a) 2D and (b) 3D Surface plot with load/TOME/ethanol with normal piston – CO emission.

(a) (b)

Figure 11. (a) 2D and (b) 3D surface plot with load/TOME/ethanol with Al2O3 coated piston – CO emission.

(a) (b)
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Figure 12. (a) 2D and (b) 3D surface plot with load/TOME/ethanol with normal piston – HC emission.

(a) (b)

Figure 13. (a) 2D and (b) 3D surface plot with load/TOME/ethanol with Al2O3 coated piston – HC emission.

(a) (b)

Table 10. ANOVA parametric results – CO emission

  Normal piston   Thermal barrier (Al2O3) coated piston

Source Sum of squares F-value p Sum of squares F-value p

Model 0.0097 0.9947 0.5149 0.0080 0.8355 0.6085
A-load 0.0003 0.2869 0.6088 0.0024 2.27 0.1758
B-TOME 0.0014 1.27 0.2977 0.0000 0.0339 0.8591
C-ethanol 0.0026 2.41 0.1643 0.0005 0.5114 0.4977
AB 0.0012 1.12 0.3241 0.0012 1.09 0.3320
AC 0.0025 2.30 0.1735 0.0020 1.86 0.2149
BC 0.0014 1.29 0.2932 0.0000 0.0190 0.8942
A² 0.0002 0.1697 0.6927 0.0000 0.0166 0.9010
B² 0.0000 0.0320 0.8632 0.0013 1.20 0.3088
C² 0.0001 0.0827 0.7820 0.0005 0.4528 0.5226
Residual 0.0076   0.0075  
Lack of fit 0.0034 1.10 0.4467 0.0019 0.4664 0.7215
Pure error 0.0042   0.0055 0.8355 0.6085

BSFC: Brake-specific fuel consumption; TOME: Tomato methyl ester.
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a correlation between the increase in ethanol's energy con-
tribution and the increase in NOX emissions throughout all 
states. In ethanol biodiesel dual-fuel engines, the formation 
of NOX is influenced by a wide variety of parameters. As 
the temperature of the fire and the rate at which it burns 
drop, the amount of NOX that is produced increases [1]. 
Because of a greater use of gasoline, the rise in the strain 
on the engine was attributed to the increase in the amount 
of NOX emissions. Blends produce NoX at a rate that is 
higher than diesel at the highest load conditions, as shown 
in Figure 13. The rates of production for B20E30, B10E10, 

and B30E20 blends are 5.5%, 6.5%, and 7.5% respectively. 
However, there is just one problem that needs to be fixed 
with the engine that has been coated with Al2O3, and that 
is the emission of NoX. The ANOVA Table 12 provides 
information on the variability between groups and within 
groups, helping to determine the significance of the factors 
and their interactions of NoX. The NO emission of a coated 
piston engine is greater compared to that of a noncoated 
piston engine shown in Figure 15 (a & b) and the operat-
ing temperature of the coated piston engine may be higher. 
This combination of factors leads to an earlier start of com-

Table 11. ANOVA şarametric results – HC emission

  Normal piston   Thermal barrier (Al2O3) coated piston

Source Sum of squares F-value p Sum of squares F-value p

Model 491.51 1.14 0.4396 324.20 1.62 0.2676

A-load 91.13 1.91 0.2096 149.64 6.75 0.0355

B-TOME 6.13 0.1283 0.7308 72.00 3.25 0.1146

C-ethanol 60.50 1.27 0.2974 20.48 0.9236 0.3685

AB 100.00 2.09 0.1911 16.81 0.7581 0.4128

AC 30.25 0.6335 0.4522 16.00 0.7216 0.4237

BC 42.25 0.8848 0.3782 13.69 0.6174 0.4578

A² 105.26 2.20 0.1812 32.19 1.45 0.2674

B² 51.58 1.08 0.3332 2.59 0.1170 0.7423

C² 12.89 0.2700 0.6193 1.12 0.0504 0.8288

Residual 334.25   155.21  

Lack of fit 254.25 4.24 0.0984 57.61 0.7869 0.5606

Pure error 80.00   97.61  

HC: Hydrocarbon; TOME: Tomato methyl ester.

Figure 14. (a) 2D and (b) 3D surface plot with load/TOME/ethanol with Normal piston – NoX emission.

(a) (b)
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bustion, which in turn transfers pressure and temperature. 
During the premixing phase, the majority of premixed bio-
fuels are burned, which results in a reduction in the amount 
of NOX emissions [10].
Equation 14 for a Normal Piston and Equation 15 for an 
Al2O3 Coated Piston were derived from the RSM quadratic 
model of Smoke opacity emission based on the measured 
parameters.
Smoke=[11.48+1.54375*A+1.93125*B+2.15*C+2.3375* 
AB+4*AC+1.2*BC+-1.93375*A^2+-2.88375*B^2+ 
9.20375*C^2] (14)
Smoke= [21.67+-4.9225*A+0.20375*B+0.10375*C+-6.11*AB+-
0.495*AC+-1.3475*BC+0.00875*A^2+-7.66375*B^2+-
0.97375*C^2] (15)

Figure 16 (a) 2D and (b) 3D surface plot shows the smoke 
emission of normal piston, inefficient combustion of the 
fuel results in the production of smoke. This is because 
smoke is produced when the fuel is burned. Additionally, 
as the engine's load grows, the unused energy of evapora-
tion decreases and the ensuing delay in igniting occurs, 
both of which have an impact on reducing the amount of 
smoke emissions. By comparing pure diesel to B20E10, 
which creates greater emissions, and B30E30 blends, 
which produce reduced smoke emissions by 4.5% and 
8.6%, respectively, as shown in Figure 15, it is clear that 
the former produces higher emissions. The application 
of an Al2O3 coating to engine components results in the 
production of high burning temperatures shown in Figure 

Table 12. ANOVA parametric results – NoX emission

  Normal piston   Thermal barrier (Al2O3) coated piston

Source Sum of squares F-value p Sum of squares F-value p

Model 2.473E+05 1.43 0.3249 1.678E+05 0.9702 0.5284

A-load 15576.13 0.8123 0.3974 73555.30 3.83 0.0913

B-TOME 1225.12 0.0639 0.8077 18012.02 0.9370 0.3653

C-ethanol 9384.50 0.4894 0.5068 16918.80 0.8802 0.3794

AB 46872.25 2.44 0.1619 645.16 0.0336 0.8598

AC 80089.00 4.18 0.0803 885.06 0.0460 0.8362

BC 43264.00 2.26 0.1768 3516.49 0.1829 0.6817

A² 12586.76 0.6564 0.4445 28044.63 1.46 0.2663

B² 34733.39 1.81 0.2203 26720.48 1.39 0.2769

C² 6216.76 0.3242 0.5869 2249.21 0.1170 0.7423

Residual 1.342E+05   1.346E+05  

Lack of fit 39692.75 0.5599 0.6693 70548.11 1.47 0.3495

Pure error 94529.20   64009.50  

TOME: Tomato methyl ester.

Figure 15. (a) 2D and (b) 3D surface plot with load/TOME/ethanol with Al2O3 coated piston – NoX Emission.

(a) (b)
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17 (a & b) which has the effect of completely consuming 
the fuel. Because of this, the amount of smoke emissions 
produced by coated pistons at high ratios of compression 
is reduced, as evidenced by the fact that [16]. can be re-
corded. The ANOVA Table 13 provides information on the 
variability between groups and within groups, helping to 
determine the significance of the factors and their interac-
tions of Smoke opacity.

CONCLUSION

The (RSM) optimization technique proved to be effective 
in investigating the influence of load, Tomato Methyl Es-

ter (TOME), and Ethanol injection on engine performance 
and exhaust gas pollutants.

• The use of thermal barrier coatings, particularly Al2O3, 
on the piston operating with biodiesel blends exhibited 
potential in enhancing engine performance and mini-
mizing emissions.

• Blends of biodiesel, such as B20E30, B10E20, and 
B30E20, exhibited comparable performance and emis-
sion levels to those of pure diesel. The B20E30 mix dis-
played a marginal 3.5% reduction in brake thermal effi-
ciency (BTE) in comparison to pure diesel. However, its 
BTE was inferior to that of the B30E20 blend.

Figure 16. (a) 2D and (b) 3D surface plot with load/TOME/ethanol with normal piston – smoke opacity.

(a) (b)

Figure 17. (a) 2D and (b) 3D surface plot with Load/TOME/ethanol with Al2O3 coated piston – Smoke opacity.

(a) (b)
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• Ethanol, when used as a fuel along with a glow plug, de-
creased polluting emissions from the exhaust. However, it 
also resulted in lower efficiency compared to diesel fuel.

• Delaying the ethanol injection enhanced the thermal 
efficiency of the engine and decreased carbon monox-
ide and unburned hydrocarbon emissions. However, it 
resulted in higher nitrogen oxide emissions as a result of 
increased combustion temperatures. The low heat rejec-
tion engine, which was fitted with a partially stabilized 
Al2O3 coating, demonstrated a higher thermal efficiency 
in comparison to alternative engines.

• Ethanol, when used as a fuel with a glow plug, decreases 
the emission of pollutants from the exhaust. However, it 
also results in a decrease in efficiency compared to the 
usage of diesel fuel. Delaying the injection timing of the 
engine enhances its thermal efficiency to a certain ex-
tent, resulting in a reduction in carbon monoxide and 
unburned hydrocarbon emissions.
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ABSTRACT

In this article, three different indices NDVI, BNDVI and GNDVI are used for the identification 
of wheat, mustard and sugarcane crop of Saharanpur district’s region of Uttar Pradesh. Sentinel 
2B satellite images are collected from October 02, 2018 to April 15, 2019. These images are pro-
cessed using Google Earth Engine. These sentinel images are used to generate NDVI, BNDVI 
and GNDVI images using GEE. These three different indices images are further processed us-
ing SNAP software and particular indices values for 210 different locations are calculated. The 
same process is used for calculating BNDVI and GNDVI values. ARIMA, LSTM and Prophet 
models are used to train the time series indices values (NDVI, BNDVI and GNDVI) of wheat, 
mustard and sugarcane crop. these models are used to analyse MSE (mean absolute percentage 
error) and RMSE values by considering various parameters. Using ARIMA Model, for wheat 
crop GNDVI indices shows minimum RMSE 0.020, For Sugarcane crop NDVI indices shows 
minimum RMSE 0.053, For Mustard crop GNDVI indices shows minimum RMSE 0.024. Us-
ing LSTM model, for wheat crop NDVI indices shows minimum RMSE 0.036, For Sugarcane 
crop BNDVI indices shows minimum RMSE 0.054, For Mustard crop GNDVI indices shows 
minimum RMSE 0.026. Using Prophet model, for wheat crop GNDVI indices shows minimum 
RMSE 0.055, For Sugarcane crop NDVI indices shows minimum RMSE 0.088, For Mustard 
crop GNDVI indices using Prophet model shows minimum RMSE 0.101.

Cite this article as: Pargaien S, Prakash R, Dubey VP, Singh D. Crop cover identification 
based on different vegetation indices by using machine learning algorithms. Environ Res Tec 
2024;7(3)422–434.

INTRODUCTION

The frequent availability of satellite images opens up a multi-
tude of opportunities for scientists engaged in phenological 
investigation and crop classification. Understanding various 
land use classes, such as built-up areas, rivers, bare soil, for-
ests, and farmland, requires the selection of an appropriate 
technique [1]. Satellite images can be used to forecast Earth's 
surface analyses at various sizes and resolutions. Satellite 
images can be used to access and analyse all the necessary 

spectral and spatial feature data for the various land surfaces 
on Earth [2, 3]. The use of machine learning along with re-
mote sensing images makes it more acceptable for the land 
use land cover classification. Multi-temporal images are 
used to extract crop features based on time [4]. Using spec-
tral curves, the earthly objects are categorised. The radiant 
energy emitted by the items in the ground is the foundation 
of these spectral curves. Numerous indices are employed 
to categorise data to differentiate crops on the basis of dif-
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ferent characteristics [5]. Data mining and ML techniques 
have been used in many real-world applications. Traditional 
ML techniques make the assumption that training and test-
ing statistics came from the same domain and have a similar 
input feature space and set of data distribution properties 
[6]. In other situations, collecting training data is impracti-
cally expensive, time-consuming, and difficult in rural areas 
[7]. Therefore, it is necessary to develop high-performance 
learners using information that may be more easily obtained 
from many sources. Many CNN based techniques (such Res-
Net, VGG, and Inception) have been built in the domains of 
artificial intelligence, language processing, medical domain, 
and remote sensing application [8, 9]. Deep learning helps 
in target identification and classification. DL methods typi-
cally depend on enormous volumes of tagged training data. 
Big, potent deep learning models have been known for being 
data-hungry. They must be trained with thousands of data 
points before they can produce an accurate forecast. Re-
sources and time are both quite expensive when it comes to 
training [10]. Whereas, ML algorithms typically operate in-
dependently. Over a huge dataset, it gains knowledge about 
how to perform a certain task. It is impossible to use previ-
ous knowledge when analysing a new task. For the algorithm 
to start learning again, it usually needs a second dataset. To 
improve performance, a pre-trained CNN can be tuned on 
a particular dataset. Moreover, it reduced the target labelled 
data in comparison to starting from scratch [11, 12].

Transfer learning is the process of using previously learned 
tasks to learn new ones. The necessary data can be record-
ed and accessed by the algorithm. The model is loaded with 
features. Transfer learning is a ML technique that builds a 
model for one job on top of a model generated for another 
task. This transfer learning strategy has two major benefits: 
First and foremost, transfer learning accelerates learning. 
Since the algorithm does not have to learn as many new 
things, it can generate high-quality results more rapidly. 
Transfer learning, on the other hand, requires less data. In 
conventional learning, a sufficient amount of training da-
ta-which may number in the millions-must be fed to an 
algorithm before it can learn new knowledge. It is possible 
that the cost to generate and prepare this data for the model 
will be too high or that it won't be available at all. The is-
sue of inadequate training information for the target task 
is frequently addressed through the use of transfer learning 
[13, 14]. The BA-based clustering technique has been sug-
gested as a solution to crop type classification issues using 
multispectral satellite images [15]. This study created a new 
plant feature band set (FBS), optimised it, and combined 
it with an object-oriented classification (OOC) technique 
to create a new crop classification method. To distinguish 
different types of vegetation, 20 spectral indices sensitive 
to the biological factors of the vegetation are added to the 
FBS in addition to the spectral and textural aspects of the 
original image. Additionally, a class-pair separability (CPS) 
based spectral dimension optimization approach of FBS is 
suggested to enhance class pair separability while minimis-
ing data redundancy [16]. Several spectral indices have been 
generated using the time sequences of Landsat ETM+ and 

Rapid Eye data, and a framework for classification based 
on HMMs was developed for modelling crop vegetation 
patterns over a rural Mediterranean area with significant 
spatiotemporal crop variability [17]. A total of 12 com-
monly used spectral vegetation indicators were computed 
using 14 Sentinel-2 images. Principal component analysis 
(PCA) was also employed to evaluate the impact of de-
creased dimensionality on crop type mapping accuracy. The 
four original PCA components were processed in order to 
examine classifications for each index alone as well as for 
groups of various indices, all under the supervision of RF 
[18]. This article examined the use of optical imagery data 
in a multi-temporal crop type identification based on very 
high-resolution spatial imaging. Utilizing the red, green, 
and near-infrared spectral bands, three vegetation indices 
(VIs), including the NDVI, GNDVI and SAVI were created 
using the images of WorldView-3 and Sentinel-2 between 
April and July 2016 over Coalville (UK). The combination of 
DT and RF classification algorithms was predicted to have 
an OA of 91% [19]. The significance of 82 calculated indices 
for categorising crop types was assessed. Cropland categori-
zation using MSI data was carried out using RF and SVM. 
Overall accuracy of 90.2–92.2% was achieved using Super 
learning [20]. The MSI data were used to produce 91 spec-
tral indices [21]. A method for compositing the multi-tem-
poral NDVI to map the locations for planting winter crops 
using optical data from Landsat-7, -8, and Sentinel-2 was 
suggested in this article [22]. For crop mapping, the RF 
classifier-PSO ensemble method was employed [23]. SVM, 
RF and XG Boost using known vegetative indicators (VIs) 
were also used [24]. SDA and RF, two feature selection and 
evaluation techniques, were used to determine the red edge 
vegetation index of the NDRE based on PCA [25]. The three 
most important reflectance bands for crop classification, in 
our opinion, are SWIR1, Green, and Red Edge2. The LSWI, 
NDWI, and EVI were the top three vegetation indicators for 
crop classification [26]. SVM, RF, CNN, RNN with LSTM, 
and RNN with GRU models were analysed to perform crop 
classification [27]. Phenological cycles of crops are explored 
utilising temporal NDVI patterns. By compiling spectral 
data from various phenological stages, most crops with 
comparable spectral properties may be recognised [28]. 
Land surface temperature (LST) and the NDVI was used 
to improve crop categorization accuracy [29]. The Dou-
ble Exponential Smoothing and Autoregressive Integrated 
Moving Average with Explanatory Variables ensemble was 
created to improve prediction performance using forecast-
ing models based on time series analysis [30]. Using four 
different approaches—KELM, multilayer feedforward NNs, 
RF, and SVM—six crop kinds— beetroot, beans, winter 
wheat, grass, potato and maize were recognized from one 
MSI image and five C-SAR images collected during the year 
2016 [31]. Landsat 8 OLI multi-temporal data of year 2013 
was employed to find 7 crops varieties in Northern Italy. The 
study investigated the relationship between crop map deliv-
ery time and accuracy using four supervised algorithms that 
were fed multi-temporal spectral indices (EVI, NDFI, and 
RGRI) during the course of the season [32, 33]. Nineteen 
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multitemporal images captured by the Landsat-8 and Sen-
tinel-1A RS satellites are used in experiments for the joint 
experiment of agricultural assessment and monitoring test 
site in Ukraine to classify crops in a heterogeneous environ-
ment using ML methods [34]. A supervised classification is 
carried out using a group of MLP classifiers for broad area 
crop mapping at the JECAM test site in Ukraine. The MLP 
committee achieves an overall classification accuracy of 
85% (OA=85.32% and Kappa 0.8235). Accuracy for Win-
ter wheat, winter rapeseed, maize, and sugar beet were 85%. 
Sunflower, soybeans, and spring crops show poor perfor-
mance [35]. This study compares two methods for classify-
ing crops using multitemporal optical (Landsat-8) and syn-
thetic-aperture radar (SAR) Sentinel-1 imagery: pixel-based 
and parcel-based methods for the Joint Experiment of Crop 
Assessment and Monitoring test site in Ukraine, which will 
encompass the Odessa and Kyiv oblasts in 2014 and 2015, 
respectively [36]. According to this study, phenology-based 
algorithms can be recognised for classifying crops across a 
wide area. Annual maps of winter crops with UA 96.61%, PA 
94.13%, OA 94.56%, and Kappa coefficient of 0.89 were pro-
duced using rule-based algorithms and decision trees [37].

MATERIALS AND METHODS

Study Area and Data Set Used
The study area lies in Saharanpur district of Uttar Pradesh in 
India which is located 29° 57' 34.8984'' N latitudes and 77° 32' 
56.6052'' E as shown in Figure 1. Saharanpur district is locat-
ed in the north part of the India near the foothills of Shivalik 
ranges and lies in the Doab region. The area of Saharanpur 
district is 3689 sq. km. It is one of the most agriculturally 
developed districts of Uttar Pradesh. The important crops 
of the region are wheat, rice, maize, jawar, bajara, sugarcane 
and mustard. Wheat, sugarcane, and mustard were chosen 
for this study because they are the main crops grown in the 
study area during the winter. The climate in Saharanpur dis-
trict is warm where the temperate ranges from 5 °C to 45 °C 

with an annual average temperature of 23 °C. The range of 
humidity of Saharanpur region varies from 34% to 84%. In 
winter season its ranges from 62% to 74%, in summer season 
its ranges from 34% to 54% and in rainy season its ranges 
from 80% to 84%. The annual rainfall ranges from 498 to 
1566 mm with an average rainfall value of 1027 mm. The 
district's soil composition consists primarily of coarse sandy 
loam, with some pockets of clay loam. There is a 6.8 to 8.2 
PH range. In general, the subsurface water quality is good.

This study utilizes Sentinel – 2B level 1 C data. Level-1C 
product provides orthorectified Top-of-Atmosphere 
(TOA) reflectance, with sub-pixel multispectral regis-
tration. The Level-2A processing includes a Scene Clas-
sification and an Atmospheric Correction applied to 
Top-of-Atmosphere (TOA). With a revisit time of two to 
three days at mid-latitudes and five days at the equator, 
Sentinel-2B offers a high level of temporal resolution, in-
creasing the likelihood of finding images free of clouds or 
scenes that have less cloud cover. Sentinel-2's high spatial 
resolution (10, 20, and 60 m pixels for different spectral 
bands) makes it possible to identify and eliminate clouds 
and cloud shadows with greater accuracy. With 13 bands 
spanning from the visible to the shortwave infrared, the 
broad spectral range makes it possible to distinguish be-
tween clouds and surface characteristics using a variety 
of indices and algorithms. This study identifies wheat, 
sugarcane and mustard crops of Saharanpur region using 
NDVI, BNDVI and GNDVI indices. Sentinel – 2B data 
between October 2018 to April 2019 was observed for this 
study whose details are provide in Table 1.

This paper focuses on the identification of different crops 
using three ML models. A flow chart of modelling approach 
is shown in Figure 2. Wheat, sugarcane and mustard crop 
has been used to identify from the study area by utilizing 
ARIMA, LSTM and Prophet models. RMSE and MSE val-
ues were computed for all models to determine the most 
suitable ML model and vegetation indices to identify the 

Figure 1. Saharanpur District map, Uttar Pradesh, India.
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specific crop. Following steps were performed to identify 
different crops based on ML approach:

Step 1: Sentinel – 2B satellite images of study area was pro-
cessed using GEE. As a first step, the images of study 
area were extracted and vegetation indices images were 
formed with the help of GEE. NDVI, BNDVI and GND-
VI images were formed to identify different crop.

Step 2: Machine learning models require training data set 
to train the selected model. Therefore, for each crop, 
i.e., wheat, sugarcane and mustard the training data set 
of vegetation indices, i.e., NDVI, BNDVI and GNDVI 
were extracted with the help of SNAP software. 15 dif-
ferent areas within the study area were selected to de-
termine the indices values. A dataset of 210 points was 
created for three different crops using three different 
vegetation indices.

Step 3: Univariate time series models based on ARIMA, 
LSTM and Prophet were developed with vegetation in-
dices, i.e., NDVI, BNDVI and GNDVI for each crop, 
i.e., wheat, sugarcane and mustard. These developed 
models were further used to predict the different crop 
based on vegetation indices.

Step 4: RMSE and MSE were evaluated for different models for 
the prediction of crop based on the vegetation indices. A 
comparison of ML models and vegetation indices were car-
ried out to access the suitability of predication of specific 
crop.

Total 210 ground points of wheat, mustard and sugar-
cane were collected during this duration of the study 

area. 180 sample points are used to train the ARIMA, 
LSTM and Prophet model and 30 sample points are 
used for validation.

Machine Learning Models to Train the Vegetation Indices
Three ML models ARIMA, LSTM and Prophet has been 
utilised in this study. Following paragraphs provide a brief 
description of these ML models. 

Table 1. Details of Sentinel 2B data used in the study

S. No. Acquisition date Sensor Spatial Cloud 
   resolution cover

1 02-Oct-18

2 18-Oct-18

3 05-Nov-18

4 21-Nov-18

5 08-Dec-18

6 21-Dec-18

7 15-Jan-19 Sentinel 10 Less than

8 28-Jan-19 2B meters 10%

9 09-Feb-19

10 26-Feb-19

11 06-Mar-19

12 26-Mar-19

13 02-Apr-19

14 15-Apr-19

Figure 2. The methodology used for crop identification.
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a) ARIMA Model
The ARIMA model, also known as the Autoregressive In-
tegrated Moving Average Model, is a prominent stochastic 
time series model that was established in the literature. The 
time series is shown to be regressed on its own historical 
data by the AR component of ARIMA. The prediction error 
is a linear combination of the corresponding previous errors, 
according to the MA component of ARIMA. As required by 
the ARIMA model technique, the I part of ARIMA illus-
trates how the data values have been substituted with differ-
enced values of d in order to obtain data that is stationary. 
The time series under consideration is linear and has a nor-
mal distribution, which is the essential premise upon which 
this model is built. This model is employed in time-series 
analysis. It entails looking for patterns in the data and then 
forecast events based on those patterns. To capture various 
facets of a time series, the model integrates three elements: 
moving averages, differencing, and autoregression. In order 
to create an ARIMA model, the proper parameters must be 
chosen using strategies like grid search and cross-validation. 
An ARIMA model has three order parameters: p, d, and q. 
The number of lag observations, or lag order, in the model 
is represented by the symbol p. The symbol d denotes the 
degree of differencing, which is used to represent the num-
ber of differences between raw observations. The moving 
average window's size, or the moving average's order, is rep-
resented by the symbol q. βi is the auto regressive parameter 
of order p, i is moving average parameter of order q, α and 
µ are constant, yt' prediction estimate at time t, ϵ error term, 
t is integer index. Auto ARIMA (p, d, and q) automatically 
generates the most suitable parameter values. The best val-
ues that were created will be used by the model to produce 
accurate forecast results. Only past values (lags) are used by 
the AR model to predict future values. The AR model in its 
generalized form is expressed in equation 1.

 
(1)

The amount of prior values "p" will be considered for decid-
ing the forecast value. More historical values will be consid-
ered as the model's order increases. To difference the data, 
the difference between consecutive observations is comput-
ed. Mathematically, it can be shown in equation 2. 

yt'=yt – yt-1 (2)

Differencing removes the changes in the level of a time se-
ries, eliminating trend and seasonality and consequently 
stabilizing the mean of the time series. On the other hand, 
the moving-average, MA, model relies on previous fore-
casting failures to produce predictions. The MA model in 
its generalized form is expressed in equation 3. 

 (3)

The linear combination of q historical forecast errors can 
be thought of as the MA model. For predicting time series, 
ARIMA models have a number of benefits, such as the abil-
ity to capture a variety of patterns and behaviours in the 

data, such as seasonality, cycles, or trends. As they only need 
three parameters and some fundamental statistical assump-
tions, they are also fairly simple and easy to implement. For 
the forecasts, these models can include confidence ranges 
and error metrics like standard errors or root mean squared 
errors. When predicting time series, ARIMA models can be 
constrained and difficult. Due to the fact that they are linear 
models, they are unable to manage complicated dynamics 
or nonlinear relationships, such as rapid shocks or regime 
transitions. Before using ARIMA models, the data may 
need to be pre-processed to remove outliers and missing 
values, which can have an impact on the model estimation 
and forecasting performance. They are not appropriate for 
extremely brief or extremely long time series because they 
might not have enough data or get unstable with time. 

b) LSTM Model
Exploding/vanishing gradient issues are common while 
learning long-term interdependence. Strong recurrent neu-
ral networks like the LSTM model were created expressly to 
address these issues, even in cases where the minimal time 
lags are quite large. The LSTM architecture is composed of 
a group of sub-networks that are linked recurrently. The 
memory block's functions include data flow control with 
non-linear gating units and state maintenance over time. 
Three gates and a cell state give an LSTM module the capac-
ity to learn, unlearn, or retain information from each of the 
units in a selected manner. In LSTM, the cell state facilitates 
continuous information transfer between units by permit-
ting a limited number of linear interactions.

 (4)

 (5)

 (6)

 (7)

 (8)

 (9)

The Figure 3 shows the input and outputs of an LSTM for 
a single time step. This is one time step input; output and 
the equations are used for a time unrolled representation. 
Equation 4 represents f(t) (forget gate), equation 5 represents 
i(t) (input gate), equation 6 represents o(t) (output gate), 

Figure 3. LSTM Model.
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equation 7 and 8 represents c'(t) and c(t) (cell gate) respec-
tively, equation 9 represents h(t) (hidden gate), σg is sigmoid, 
σc is tanh and * is element wise multiplication. The input 
sequence directly or the output of a CNN can be used as 
the input for the LSTM x(t). These are the inputs from the 
previous timestep LSTM: h(t-1) and c(t-1). The LSTM's output 
for this timestep is o(t). In addition, the LSTM produces 
the c(t) and h(t) that can be utilised by the subsequent time 
step LSTM. Observe that f(t), i(t), c'(t) are also produced by 
the LSTM equations. These are utilised to generate c(t) and 
h(t) for the LSTM's internal consumption. There is no time 
dependence in the weight matrices Wf, Wi, Wo, Wc, Uf, Ui, 
Uo, Uc and biases bf, bi, bo, bc. This indicates that these weight 
matrices remain constant throughout time steps.

The LSTM network is used in a variety of problem domains, 
both alone and in combination with other deep learning 
designs. LSTM is capable of addressing any problem requir-
ing periodic memory, such as time series forecasts. They are 
more complicated and require more training data in order to 
learn efficiently than regular RNNs. Secondly, they are un-
suitable for online learning assignments like forecasting or 
classification tasks where the provided data is not a sequence.

c) Prophet Model
Prophet is a time series prediction technique that fits the 
appropriate seasonality to the non-linear trends in the 
series using an additive model. It works well with highly 
seasonal time series and numerous seasons of previous in-
formation. The Prophet models' primary inputs are growth 
and changepoint range. For growth, the trend's "linear" or 
"logistic" forms are used. In changepoint range, how close 
the changepoints can be to the time series' end depends on 
the range. The trend is more malleable as the value increas-
es. It consists of two seasonal components: a weekly-based 
model using dummy variables, and an annual-based model 
using Fourier series. In Prophet model, there is no need of 
much prior experience in forecasting time series data. With 
a set of data, it is capable of recognizing seasonal patterns 
and offers easily understood characteristics. Prophet has a 
number of advantages over other models, one of which be-
ing its interpretability. For seasonality, there are smoothing 
parameters that let you control how closely to fit historical 
cycles. When compared to the forecasting model with no 
change, Prophet did not offer any overall improvement. 

Prophet can be considered a nonlinear regression model, of 
the form as shown in equation 10.

yt = g(t) + s(t) + h(t)+∈t (10)

where s(t) reflects the different seasonal patterns, h(t) records 
the effects of the holidays, and εt is a white noise error term. 
g(t) represents a piecewise-linear trend (or "growth term").

Accuracy Assessment
Accuracy assessment is important to determine the strength 
of model in predicting the unknown. The assessment of 
accuracy can be performed based on evaluating the error 
between the actual and prediction. Therefore, in this paper 

Root mean square error and mean square error are calculat-
ed and analysed. RMSE and MSE are explained below

a) RMSE
One of the most popular metrics for assessing the accura-
cy of forecasts is the root mean square error, often known 
as the root mean square deviation. It uses the Euclidean 
distance to illustrate the deviation between predicted and 
measured true values. Mean Squared Error (MSE) and 
Root Mean Squared Error (RMSE) are regression measures 
that are actually connected because RMSE's computation is 
based on MSE.

RMSE=
 

(11)

RMSE is explained by equation 11, where N is the number 
of data points, y(i) are the observed values, and y'(i) are the 
predicted values.

b) MSE
The average squared difference between the actual and ex-
pected numbers is known as the mean squared error. Squared 
error is a row-level error calculation that squares the differ-
ence between the real and the predicted. It is also frequently 
referred to as L2 loss. By looking at the MSE, or mean of these 
errors, we may assess the model's performance more accu-
rately throughout the whole dataset. One of the most used 
measures when working with regression models is RMSE, 
which is usually chosen more than MSE. This is mainly be-
cause the resulting number has a much easier to understand 
interpretation due to its substantially bigger value.

MSE= (12)

MSE is explained by equation 12, where y(i) represents the 
observed values, N is the number of data points, and y'(i) 
represents the predicted values.

We utilise the RMSE more frequently when evaluating a 
model's fit to a dataset since its units of measurement match 
those of the response variable. The MSE, on the other hand, 
is expressed in response variable squared units.

RESULT AND DISCUSSION

Determination of Vegetation Indices and Preparation of 
Training Data
The NDVI, GNDVI, and BNDVI images can be calculated 
using the red, near-infrared, green, and blue bands available 
in Sentinel satellite images. The GEE Code Editor can be ac-
cessed by going to code.earthengine.google.com using GEE. 
The "COPERNICUS/S2" image collection contains Sentinel 
2 data, which needs to be imported. We must first supply the 
region of interest (ROI) in order to compute the vegetation 
indices. We can construct a geometry object for our ROI. It 
is necessary to decide on the analysis's time frame. We need 
to filter the Sentinel-2 data based on our time range and ROI. 
The image from each day with the fewest clouds must be se-
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lected after the collection has been sorted by cloud cover. We 
can compute these vegetation indices by creating a function 
to do so and mapping it across the collection of images. We 
will then see the NDVI, GNDVI, and BNDVI images on the 
map. We can adjust the visualisation settings (min, max, and 

palette) to suit our tastes. Following the processing of the 
study area's NDVI, BNDVI, and GNDVI images with GEE, 
the SNAP software is used to further process the images and 
determine the region of interest's indices values. The specific 
index values for 210 distinct points are determined.

Figure 4. (a) NDVI indices predicted graph for ARIMA, LSTM and Prophet model. (b) BNDVI indices predicted graph for 
ARIMA, LSTM and Prophet model. (c) GNDVI indices predicted graph for ARIMA, LSTM and Prophet model.

(a)

(b)

(c)



Environ Res Tec, Vol. 7, Issue. 3, pp. 422–434, September 2024 429

Development of Machine Learning Models
The ARIMA (Auto Regressive Integrated Moving Average) 
model is a time series forecasting method that combines au-
toregressive (AR) and moving average (MA) components. 
It was developed to capture and model different aspects of 
time series data, making it a versatile tool for analyzing and 
predicting time-dependent phenomena. For ARIMA mod-
el, the start value of p, d, and q is considered as 0. The max-
imum value of p and q is 5 and maximum value of d is con-
sidered as 8. The maximum value of P, D and Q is considered 
as 5. The starting value of P, Q is 0 and D is considered as 1. 
The value of m is 12 and random state is 20. The value of n 
fits is 5. The Boolean value of seasonal and trace is true. The 
best ARIMA model of order = (4,0,1), and seasonal order = 
(2,1,1,12) is considered in this time series analysis.

The LSTM model using "relu" activation functions and a 
single LSTM layer with 200 neurons. Since there is just one 
time-step and one feature in this data, the input shape is 
(1,1). Adam optimization method is used in this analysis. 
loss function, which can be used to calculate the model's 
loss and adjust the weights in order to lower the loss on 
the subsequent evaluation. The loss function in this case is 
mean square error. The model is trained for 1000 epochs.

The parameter with the greatest impact on the Prophet 
model is the changepoint prior scale parameter. It estab-
lishes the trend's degree of flexibility, namely how much the 
trend fluctuates at trend changepoints. In this analysis the 

value of this parameter is 0.5. The seasonality mode param-
eter is multiplicative.

Selection of ML Model and Vegetation Indices For 
Prediction of Crop

Wheat Crop
Figure 4a, 4b and 4c showed NDVI BNDVI, and GNDVI in-
dices predicted graph for ARIMA, LSTM, and Prophet mod-
el for wheat crop. Table 2a show RMSE error and MSE error 
for ARIMA, LSTM, and Prophet model using wheat NDVI 
indices values. NDVI indices for wheat crop show RMSE er-
rors of 0.0345, 0.0367 and 0.1072 for ARIMA, LSTM, and 
Prophet model respectively. It can be clearly observed from 
the Table 2a that RMSE for wheat NDVI using ARIMA mod-
el is minimum. Table 2b show RMSE error and MSE error 
for ARIMA, LSTM, and Prophet model using wheat BNDVI 
indices values. BNDVI indices for wheat crop show RMSE 
errors of 0.03, 0.0548 and 0.0748 for ARIMA, LSTM, and 
Prophet model respectively. It can be clearly observed from 
the Table 2b that RMSE for wheat BNDVI using ARIMA 
model is minimum. Table 2c show RMSE error and MSE 
error for ARIMA, LSTM, and Prophet model using wheat 
GNDVI indices values. GNDVI indices for wheat crop show 
RMSE errors of 0.02, 0.0509 and 0.0556 for ARIMA, LSTM, 
and Prophet model respectively. It can be clearly observed 
from the Table 2c that RMSE for wheat GNDVI using ARI-
MA model is minimum. Therefore, based on RMSE values, 

Table 3a. NDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Sugarcane NDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0538 0.0029

1 LSTM 0.0806 0.0065

2 Prophet 0.0883 0.0078

Table 3b. BNDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model 

  Sugarcane BNDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0616 0.0038

1 LSTM 0.0547 0.0030

2 Prophet 0.0889 0.0079

Table 3c. GNDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Sugarcane GNDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0670 0.0045

1 LSTM 0.0741 0.0055

2 Prophet 0.0883 0.0078

Table 2a. NDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Wheat NDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0345 0.0012

1 LSTM 0.0367 0.0013

2 Prophet 0.1072 0.0115

Table 2b. BNDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Wheat BNDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0300 0.0009

1 LSTM 0.0548 0.0030

2 Prophet 0.0748 0.0056

Table 2c. GNDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Wheat GNDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0200 0.0004

1 LSTM 0.0509 0.0026

2 Prophet 0.0556 0.0031
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ARIMA model may be selected to classify wheat crop us-
ing NDVI, BNDVI, GNDVI indices. For wheat crop, if we 
compare the RMSE values of NDVI, BNDVI and GNDVI. 
GNDVI indices shows minimum RMSE 0.02 using ARIMA 
model. NDVI indices shows minimum RMSE 0.0367 us-

ing LSTM model. GNDVI indices shows minimum RMSE 
0.0556 using Prophet model. On the basis of these results, it 
may be analysed that to predict wheat crop, GNDVI indices 
are better for ARIMA and Prophet model and NDVI indices 
are better for LSTM model.

Figure 5. (a) NDVI indices predicted graph for ARIMA, LSTM and Prophet model. (b) BNDVI indices predicted graph for 
ARIMA, LSTM and Prophet model. (c) GNDVI indices predicted graph for ARIMA, LSTM and Prophet model.

(a)

(b)

(c)
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Sugarcane Crop
Figure 5a, 5b and 5c showed NDVI, BNDVI, and GNDVI 
indices predicted graph for ARIMA, LSTM, and Prophet 
model for sugarcane crop. Table 3a show RMSE error and 
MSE error for ARIMA, LSTM, and Prophet model using 

sugarcane NDVI indices values. NDVI indices for sugar-
cane crop show RMSE errors of 0.0538, 0.0806 and 0.0883 
for ARIMA, LSTM, and Prophet model respectively. It 
can be analysed from the Table 3a that RMSE for sugar-
cane NDVI using ARIMA model is minimum. Table 3b 

Figure 6. (a) NDVI indices predicted graph for ARIMA, LSTM and Prophet model. (b) BNDVI indices predicted graph for 
ARIMA, LSTM and Prophet model. (c) GNDVI indices predicted graph for ARIMA, LSTM and Prophet model.

(a)
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show RMSE error and MSE error for ARIMA, LSTM, and 
Prophet model using sugarcane BNDVI indices values. 
BNDVI indices for sugarcane crop show RMSE errors of 
0.0616, 0.0547 and 0.0889 for ARIMA, LSTM, and Proph-
et model respectively. It can be analysed from the Table 
3b that RMSE for sugarcane BNDVI using LSTM mod-
el is minimum. Table 3c shows RMSE error for ARIMA, 
LSTM, and Prophet model using sugarcane GNDVI indi-
ces values. GNDVI indices for sugarcane crop show RMSE 
errors of 0.0670, 0.0741 and 0.0883 for ARIMA, LSTM, 
and Prophet model respectively. It can be analysed from 
the Table 3c that RMSE for sugarcane GNDVI using ARI-
MA model is minimum. Therefore, based on RMSE val-
ues, ARIMA model may be selected to classify sugarcane 
crop using NDVI and GNDVI indices. LSTM model may 
be selected to classify sugarcane crop using BNDVI indi-
ces. For sugarcane crop, if we compare the RMSE values of 
NDVI, BNDVI and GNDVI. NDVI indices shows mini-
mum RMSE 0.0538 using ARIMA Model. BNDVI indices 
shows minimum RMSE 0.0547 using LSTM model. GND-
VI indices shows minimum RMSE 0.067 using ARIMA 
model. On the basis of these results, it may be analysed 
that to predict sugarcane crop, NDVI and GNDVI indices 
are better for ARIMA model and BNDVI indices are bet-
ter for LSTM model.

Mustard Crop
Figure 6a, 6b and 6c showed NDVI, BNDVI, and GNDVI 
indices predicted graph for ARIMA, LSTM, and Prophet 
model for mustard crop. Table 4a show RMSE error and 
MSE error for ARIMA, LSTM, and Prophet model using 
mustard NDVI indices values. NDVI indices for mustard 
crop show RMSE errors of 0.0632, 0.0860 and 0.1533 for 
ARIMA, LSTM, and Prophet model respectively. It can be 
analysed from the Table 4a that RMSE for mustard NDVI 
using ARIMA model is minimum. Table 4b show RMSE 
error and MSE error for ARIMA, LSTM, and Prophet mod-
el using mustard BNDVI indices values. BNDVI indices 
for mustard crop show RMSE errors of 0.0331, 0.0842 and 
0.1655 for ARIMA, LSTM, and Prophet model respectively. 
It can be analysed from the Table 4b that RMSE for mustard 
BNDVI using ARIMA model is minimum. Table 4c show 
RMSE error and MSE error for ARIMA, LSTM, and Proph-
et model using mustard GNDVI indices values. GNDVI in-
dices for mustard crop show RMSE errors of 0.0244, 0.0264 
and 0.1019 for ARIMA, LSTM, and Prophet model respec-
tively. It can be analysed from the Table 4c that RMSE for 
mustard GNDVI using ARIMA model is minimum. There-
fore, based on RMSE values, ARIMA model may be selected 
to classify mustard crop using NDVI, BNDVI and GNDVI 
indices. For mustard crop, if we compare the RMSE values 
of NDVI, BNDVI and GNDVI. GNDVI indices shows min-
imum RMSE 0.0244 using ARIMA Model. GNDVI indices 
shows minimum MSE 0.0264 using LSTM model. GNDVI 
indices shows minimum MSE 0.1019 using Prophet mod-
el. On the basis of these results, it may be analysed that to 
predict mustard crop, GNDVI indices are best for ARIMA, 
Prophet, and LSTM model.

CONCLUSION

In this Study ARIMA, LSTM and Prophet models are 
used to train the time series indices values (NDVI, BND-
VI and GNDVI) of wheat, mustard and sugarcane crops of 
the study area. These models are used to analyse MSE and 
RMSE values by considering various parameters. For wheat 
crop, on the basis of individual vegetation indices, ARIMA 
model show least RMSE error of 0.0345 for NDVI indi-
ces, least RMSE error of 0.03 for BNDVI indices, and least 
RMSE error of 0.02 for GNDVI indices. So ARIMA model 
may be selected to classify wheat crop using NDVI, BND-
VI, GNDVI indices. To predict wheat crop on the basis of 
model, GNDVI indices show least RMSE error of 0.02 for 
ARIMA model and least RMSE error of 0.0556 for Proph-
et model. NDVI indices show least RMSE error of 0.0367 
for LSTM model. So GNDVI indices are better for ARIMA 
and Prophet model and NDVI indices are better for LSTM 
model. For sugarcane crop, on the basis of individual veg-
etation indices, ARIMA model show least RMSE error of 
0.0538 for NDVI indices, LSTM model show least RMSE 
error of 0.0547 for BNDVI indices, and least RMSE error 
of 0.0741 for GNDVI indices. So ARIMA model may be se-
lected to classify sugarcane crop using NDVI, LSTM model 
may be selected using BNDVI and GNDVI indices. To pre-
dict sugarcane crop on the basis of model, NDVI indices 
show least RMSE error of 0.0538 for ARIMA model, NDVI 
and GNDVI shows least RMSE error of 0.0883 for Proph-

Table 4a. NDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Mustard NDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0632 0.0040

1 LSTM 0.0860 0.0074

2 Prophet 0.1533 0.0235

Table 4b. BNDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model 

  Mustard BNDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0331 0.0011

1 LSTM 0.0842 0.0071

2 Prophet 0.1655 0.0274

Table 4c. GNDVI indices RMSE and MSE Errors for ARIMA, 
LSTM and Prophet model

  Mustard GNDVI

S. No. Models RMSE errors MSE errors

0 ARIMA 0.0244 0.0006

1 LSTM 0.0264 0.0007

2 Prophet 0.1019 0.0104
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et model. BNDVI indices show least RMSE error of 0.0547 
for LSTM model. So NDVI indices are better for ARIMA 
model, NDVI and GNDVI indices are better for Prophet 
model and BNDVI indices are better for LSTM model. For 
mustard crop, on the basis of individual vegetation indi-
ces, ARIMA model show least RMSE error of 0.0632 for 
NDVI indices and least RMSE error of 0.0331 for BNDVI 
indices. LSTM model show least RMSE error of 0.0264 for 
GNDVI indices. So ARIMA model may be selected to clas-
sify mustard crop using NDVI, BNDVI indices and LSTM 
model may be selected using GNDVI indices. To predict 
mustard crop on the basis of model, GNDVI indices show 
least RMSE error of 0.0244 for ARIMA model, least RMSE 
error of 0.0264 for LSTM model, and least RMSE error of 
0.1019 for Prophet model. So GNDVI indices are better for 
ARIMA, Prophet, and LSTM model. In order to analyse the 
crops of those localities that have similar environmental 
circumstances to the trained locale, the optimal model and 
vegetation indices may be chosen based on this training.
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ABSTRACT

This study examined the effect of material recycling on the relationship between the waste 
amount and environmental pollution in EU-15 countries for the 1995–2019 period through 
panel smooth regression analysis by using the material recycling rate as the threshold variable. 
Based on the analysis results, the material recycling rate threshold level was estimated as 11.79. 
In these countries, if the material recycling rate is below the threshold level, the rise in the waste 
amount will increase environmental pollution. If the material recycling rate is above the thresh-
old value, the rise in the waste amount will still increase environmental pollution, but the pollu-
tion increase rate will decrease. With the increase in the waste amount in the long term, environ-
mental pollution can only be reduced by raising the material recycling rate. For the reduction of 
environmental pollution, which is one of the most prioritized issues in Europe in recent years, 
policy makers should take measures to increase the material recycling rate by taking the results 
of this study into consideration and pay attention to the implementation of these measures.

Cite this article as: Merdivenci F, Aydın C, Altınok H. Does the material recycling rate matter 
in the effect of the generated waste on environmental pollution? Panel smooth transition re-
gression approach. Environ Res Tec 2024;7(3)435–447.

INTRODUCTION

Urbanization and industrial advances accompanying the 
rapid increase in the world population directly increase the 
amount of solid, liquid, and gaseous waste [1–3]. In recent 
years, this has managed to focus the attention of environ-
mental scientists and policy makers on the waste generated 
as a result of consumer goods [4, 5]. Waste is considered 
as any discarded or unwanted material [6–8]. Concerns 
about the disposal of the generated waste are increasing to 
include “upstream” environmental problems [6, 9]. This is 
because these wastes create hazards when released into the 
environment without recycling, proper treatment, and dis-
posal procedures [2, 10, 11]. These hazards cause environ-

mental problems such as greenhouse gas emissions (GHG), 
global warming, climate change, groundwater pollution, air 
pollution, and land degradation [12, 13]. It is said that the 
production amount of these wastes, which affect the envi-
ronment in many ways, is increasing (across the world). 
This will cause a pile of garbage to occur and means that 
the damage done will increase gradually. Storage, compost-
ing, reuse, recycling, recovery and incineration are shown 
as ways to get rid of these piles [8, 14, 15].

Recycling waste is one of the primary methods of minimiz-
ing the damage of produced waste to the environment and 
the economy [8, 16, 17]. In the recycling process of the wastes 
produced, waste materials are primarily collected from land-
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fills. Afterward, they are separated according to their types 
(paper, plastic, glass, metal, etc.), compressed in volume, and 
transported to the facilities where they will be included in 
the production chain again [18]. As a result of recycling, less 
damage is done to the environment, both by recycling waste 
and by reducing the use of raw materials and energy. When 
products cannot be recycled or reused, new products must 
be produced in order to meet people's needs [19, 20]. And 
this will cause the raw material to be extracted and used. The 
damage to the environment, both when extracting raw mate-
rials and when producing a new product, will be much great-
er than when recycling products. In addition, while produc-
ing a new product, more energy is used than energy spent in 
the recycling phase [21–23]. Therefore, waste recycling plays 
a critical role in minimizing environmental damage.

Municipal solid waste (MSW) is the type of waste that has 
attracted the most attention recently regarding the recy-
cling of solid waste. The production of MSW is said to be 
1.2 kg per person per day worldwide, and this will increase 
to 1.42 kg by 2035. A large part of these wastes compris-
es "plastics-including rubber, paper and cardboard, glass, 
textiles, organic-animal and vegetal origin, wood, metals, 
minerals" which are called material wastes [24]. Therefore, 
policies should be produced and implemented to increase 
the material recycling rate.

By creating environmental policies by countries, it is aimed 
at recycling waste through taxes, incentives, and subsidies 
and reducing the damage to the environment [25, 26]. In 
this context, EU countries especially show the importance 
they attach to recycling with their decisions. The main goal 
of the decisions is to reduce the amount of waste, as well as 
to recycle or recover the majority of waste and reduce waste 
storage. Since the implementation of these decisions started, 
the amount of recycling has increased. Despite these increas-
es, it is seen that the decrease in both the amount of waste 
produced, and the amount of waste stored is not at the de-
sired level and even increases in some countries [27, 28]. As 
a result, it can be said that the damage to the environment 
cannot be reduced to the desired level. While this is the case 
in EU, where developed and developing countries take part 
in the developments to reduce the damage to the environ-
ment, it cannot be said that it will be different in the rest of 
the world. Based on all these, it is of great importance to in-
vestigate after which level the recycling rate in the amount of 
waste produced will reduce the damage to the environment.

Considering the study's contribution to the literature, three 
different contributions come to the fore. First contribution; 
The non-linear panel data analysis technique, which is not 
a frequently used method in this field, is the use of PSTR 
(Panel Smooth Regression Model) analysis. This model re-
veals the role of material recycling rate in the non-linear re-
lationship between the amount of waste produced and en-
vironmental pollution (EP). Although there are similarities 
between them, the PSTR analysis developed by González et 
al. [29], differs from the PTR (Panel Threshold Regression) 
analysis developed by Hansen [30] in that the regression 
parameters change gradually, not sharply and abruptly.

Using quadratic models to model the non-linear relationship 
between the waste amount and ecosystem pollution is the 
second contribution. There is an important limitation to us-
ing this method. Using the square of the waste amount in the 
relationship between the amount of waste and EP; imposes 
a limitation that the effect of the amount of waste on EP in-
creases and decreases in a monotonous or symmetrical way 
depending on the level of the amount of waste. In addition, 
the negative intervals found in the relationship may differ in 
absolute effect from the positive ones. Based on this, a re-
gression model that calculates the threshold value is used to 
reveal how the increase in the amount of waste affects EP.

The third contribution is the inclusion of the EU-15 coun-
tries into the analysis. The EU-15 countries are the countries 
that signed the White Paper titled “An Energy Policy for the 
EU”, which was adopted in 1995 and sets out the general 
principles and targets for the EU’s internal energy market. 
The EU's energy policy objectives are based on striking a 
balance between competitiveness, energy supply security, 
and environmental protection. In this context, one of the 
main objectives is to reduce EP by reducing carbon dioxide 
(CO2) emission levels. As the waste amount increases, EP 
increases as well. On the other hand, if the wastes are recy-
cled instead of being randomly released to nature, stored, 
or incinerated, the damage to the environment can be min-
imized. In this regard, it is important to analyze the role 
of the material recycling rate in the non-linear relationship 
between the waste amount and EP in the countries of the 
White Paper titled “An Energy Policy for the EU.”

This study aims to clarify whether the material recycling 
rate plays a decisive role in the relationship between the 
waste amount and EP in the EU-15 country group of the 
White Paper. To this end, in the first section of the study, 
the possible effects of the material recycling rate on the 
waste amount-environmental pollution relationship have 
been addressed. In the following sections, the interaction 
between the waste amount and EP covering the 1995–2019 
period and whether there is a threshold for the material re-
cycling rate in this relationship will be examined. In the last 
stage, the consistence of the empirical analysis findings with 
the existing literature will be evaluated.

LITERATURE REVIEW

With the developments such as industrialization, techno-
logical developments, urbanization and population growth 
in the world, the damage to the environment is increasing 
[26]. One of the most basic ways that increase the damage to 
the environment is the production of waste. The wastes pro-
duced are managed in different ways, such as being released 
to nature, storage, incineration and recycling. With this, 
waste management is becoming an increasingly important 
issue when considering the damage to the environment. It 
is stated that one of the ways to minimize the damage to 
the environment through waste management is recycling 
[31]. Many studies have been carried out in the literature to 
define, scope, increase and make recycling more efficient. 
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When the literature is examined, studies dealing with the 
relationship between waste reduction, recycling and EP 
from different aspects have been encountered. Classifying 
these studies by associating them with the environment in 
economic, socio-political, and technical terms is possible.

In a pioneering study, Leontief [32] mentioned the bene-
fits of cross-industry applications for the analysis of envi-
ronmental problems such as the release of pollutants into 
the atmosphere. Duchin [33] extended Leontief ’s study 
by considering the disposal and recycling of non-treatable 
waste the environment is exposed to. Nakamura [34], on 
the other hand, claims that while increasing recycling ef-
forts contribute to the protection of unprocessed materials, 
total CO2 emissions will go up due to the increased need 
for transportation to waste recycling centers. Along with in-
creasing waste, the inability to manage waste in cities due to 
information, public participation rate, regulatory, financial, 
technical and institutional deficiencies creates more envi-
ronmental problems [35]. In accordance with the princi-
ples of solid waste management (SWM), energy, economy, 
aesthetics and protection, it is the management of activi-
ties related to the collection, and proper transportation of 
solid wastes in an environmentally friendly environment, 
the separation of harmful wastes from harmless wastes and 
the disposal of harmful wastes [36]. The main objectives of 
SWM are to increase economic development by improving 
the environmental quality in densely populated urban areas 
and to raise awareness about the hygiene and health prob-
lems arising from harmful waste [37]. With the develop-
ment of logistics operations and production technologies 
related to waste collection, transportation and recycling, 
the concern of protecting the environment and resources 
led many countries to specific applications [38].

In line with global trends, systems focus on sustainable 
issues with technologies based on 3R2 [39]. Transitioning 
from a linear economy to a circular economy is an essen-
tial strategy to minimize waste in line with environmental 
sustainability [40]. While the first definitions of circular 
economy focused on 3R1, Potting et al. [41] offered a more 
comprehensive circular design based on the 9R2 principles. 
Recycling for the recovery of pure materials, which saves 
resources while minimizing EP, is one of the most funda-
mental approaches of SWM [42]. Recycling and compost-
ing minimize the use of resources and waste, ensuring that 
the value of products is preserved for a long time [43]. 
Therefore, the literature contains various studies on the ad-
vantages of recycling solid waste [18, 44–46]. The recycling 
system provides advantages such as improving the econo-
my by creating new employment areas and gaining income 
from trade, as well as having positive effects on human and 
living health by reducing the EP [38, 42]. The importance 
attributed to recycling as a sustainable waste management 
strategy has revealed that the traditional collection and 
disposal methods have changed and should be improved. 

This is because recycling has the potential to extend the life 
of landfills and reduce waste transportation and disposal 
costs. There is increasing interest in turning waste into valu-
able resources that provide sustainable benefits, as it offers 
one of the most helpful solutions for waste management to 
protect waste both economically and ecologically [47, 48].

Studies dealing with the issue in economic terms show that 
recycling costs are generally higher than disposal costs. 
However, when negative and positive externalities are tak-
en into account, it is seen that recycling has become more 
economically significant and efficient [49]. Brisson [50] 
proposed a model that equates the marginal costs of landfill 
disposal with those of recycling to find the optimal amount 
of recycling. Acuff and Kaffine [51] examined cost-reducing 
policies to reduce greenhouse gas-generating waste related 
to product manufacturing from diverse materials. The au-
thors, who suggest that carbon pricing should be made for 
emission reduction, state that alternative approaches should 
be determined when these policies are unavailable. In this 
context, they compared waste reduction and recycling costs 
to show the benefits of greenhouse gas reduction. Franchet-
ti and Kilaru [12] developed a model to estimate the impact 
of solid waste disposal and recycling on GHG. The mod-
el estimates the potential economic benefits and GHG of 
increased recycling. Friedrich and Trois [52] focus on the 
problem of the lack of a consistent framework in reporting 
and calculations of waste management in developing coun-
try cities. They state that the highest emissions are caused 
by methane gas, which is formed from garbage and land-
fills and mixed into the air. Jamasb and Nepal [53] stated 
that generating energy from waste is a renewable resource 
and investigated the effects of focusing on this on sustain-
ability. They presented socio-economic benefit analyses of 
the selected waste management scenarios, discussing how 
recycling and waste-to-energy production are compatible.

As to studies addressing the subject in technical terms, 
Chen and Lo [54] evaluated MSW treatment scenarios, in-
cluding landfill, waste-to-energy, and material recycling, to 
reduce GHG. The authors state that recycling will have a 
more significant impact on reducing GHG than converting 
waste into electricity. Batool and Chuadhry [55] summa-
rize, as a result of their study, how the best available tech-
nologies (biogas recovery from landfills and use system and 
energy recovery from waste system in power plants) signifi-
cantly reduce GHG and how smart urban SWM is. Chen 
[56] used data normalization to evaluate the environmen-
tal performance of waste-to-energy production technolo-
gy and addressed urban waste and general industrial solid 
waste in terms of energy recovery and GHG.
When it comes to studies handling the issue in socio-po-
litical terms, King and Gutberlet [57] touch upon the 
socio-economic benefits of reducing GHG through recy-
cling and resource recovery. The authors created a “GHG 
accounting calculator” that estimates the reduction to see 

1 3R: reduce, reuse, and recycle.
2 9R: refuse, rethink, reduce, reuse, repair, refurbish, remanufacture, repurpose, recycle, and recover.
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if emissions reductions have occurred. Lee et al. [58] stat-
ed that recycling will reduce environmental damage in 
two ways. The first is reducing the amount of waste, as in 
other studies. Secondly, they emphasize that carbon emis-
sions in the waste sector will also decrease. They say the 
government should develop alternative strategies, such as 
promoting waste-to-energy production. Razzaq et al. [44] 
examined the impact of recycling on economic growth 
and environmental quality in the context of the USA. They 
emphasized that recycling both creates economic value 
and reduces CO2 emissions. Corsten et al. [59] argue that 
recycling in the EU is still effective in reducing CO2 emis-
sions but differs in quality. They indicate to decision-mak-
ers that they should consider the issue of high-quality and 
low-quality recycling when making policy. Nakamura and 
Kondo [60] developed a mathematical waste input-out-
put model. They used that model to evaluate the effects 
of waste disposal and recycling options on garbage con-
sumption, CO2 emission, and industrial production level. 
That analysis is concerned with the supply (emission) and 
demand (recycling) of waste at the macro level, not taking 
into account regional aspects. It is reported that the exis-
tence of regional imbalances is one of the most important 
problems affecting waste recycling. Aydınbaş and Erdinç 
[61] revealed that there is a positive and significant rela-
tionship between the circular economy and GDP per cap-
ita, human capital index, renewable energy consumption 
and trade openness. In addition, as a result of the study, 
they stated that recycling, which is the most important 
part of the circular economy, is of great importance in en-
suring economic growth.
This study, on the other hand, reveals the importance of 
material recycling rate in the relationship between the 
amount of waste summarized in the literature and EP from 
a different perspective. As the amount of waste increases, 
EP also increases. One way to prevent this situation is to en-
sure the recycling of waste. However, the fact that recycling 
efforts are not easy and progress slowly reveals the difficulty 
of the issue. This difficulty has been examined from the lit-
erature in terms of technical, economic and socio-political 

dimensions. Therefore, the answer to the question of "what 
proportion of recycling should be provided in order to re-
duce EP" is extremely important.

MODEL AND DATASET

This study examines the nonlinear relationship between EP 
(Co2Oil) and the amount of waste generation (WasteGen) 
in the EU-15 country using the PSTR method in the peri-
od 1995–20193. After comprehensive literature review, this 
study; Utilizing the theoretical framework established by 
Giovanis [62] and nonlinear panel data analysis, it examines 
the impact of material recycling rate on the relationship be-
tween waste and EP. Equation (1) contains the model;

ENVi,t=β0+β1 Wastei,t+εi,t (1)

ENV is the EP; Waste represents the amount of waste gen-
erated; ε represents the error term; t = 1, 2, …, T represents 
time periods; i = 1, 2, 3…, N represents countries.

The basic information about the variables is given in Table 
1. CO2 emission representing EP was used as the depen-
dent variable, and the total amount of waste generated was 
the independent variable. The waste recycling rate (Mat-
Gen) in the total amount of waste generated was included 
in the analysis as the threshold variable in this relationship. 
Additionally, GDP (gross domestic product), FDI (Foreign 
direct investment), and OP (Oil Prices) was used as con-
trol variables. Data on the amount of CO2 emissions, which 
represent EP and originate from the combustion of fossil 
fuels, have been taken from the IEA (International Energy 
Agency) database. The data on the other two variables, the 
amount of waste generated and the recycling rate, were ob-
tained from the EU Commission (ec-europa. eu).

Descriptive statistics for these variables are given in Table 
2. Accordingly, the average of the variables in 15 countries, 
respectively; The CO2 emission is 91.18, the total amount of 
waste produced is 14,552.07, recycling rate (3576.47) in the 
amount of waste produced is %24.57, GDP is 952.13, FDI is 
6.70 and OP is 57.24.

3	 Data	from	the	1995–2019	period	were	included	in	the	evaluation.	This	is	mainly	because	there	are	great	deficiencies	in	the	data	of	the	years	
before	or	after	that	period	(at	the	time	the	data	for	the	variables	were	obtained).	While	these	deficiencies	were	seen	in	the	years	after	the	deter-
mined period in the dependent variable, they were seen before and after in the independent and threshold variables.

Table 1. Basic information about the variables

Growth oil 

Growth gen

MatGen

GDP

FDI

OP

GHG emissions from fuel 
Combustion-oil

Waste generated

Recycling-material

Gross domestic product

Foreign direct investment

Oil prices

International Energy 
Agency

Eurostat

Eurostat

World Bank

World Bank

U.S. Energy Information 
Administration

Growth 

Growth

% of waste generated

Million tons of CO2 

Thousand tons 

Thousand tons

Constant 2015 (billion Us Dollars)

Net inflows (% of GDP)

RBRTE- Europe brent spot price 
FOB (Dollars per barrel)

Variable Variable description Sources Measure (used in 
this study)

Measure
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METHODOLOGY

PSTR analysis was used in the study. Panel threshold re-
gression (PTR), developed by Hansen [30], is known as the 
first panel data analysis method that analyzes the nonlinear 
relationship between variables. PTR analysis assumes that 
the parameter change is abrupt when switching from one re-
gime to another. Here, the regimes are separated according 
to the determined threshold value. From an economic point 
of view, changes are not always sudden [63]. This approach 
divides the countries in the panel into groups according to 
their material recycling rates in the relationship between the 
amount of waste and EP. It also estimates different param-
eters for groups. Therefore, it assumes apparent differences 
between countries with a low rate of material recycling and 
those with a high rate. Thus, it is accepted that a country with 
a low material recycling rate suddenly can turns into a coun-
try with a high material recycling rate. However, the change 
in the material recycling rate of a country takes place over 
time. In summary, the estimated parameters do not change 
abruptly but smoothly. Based on this result, it was deemed 
more appropriate to use the PSTR model, which allows the 
regression parameters to change gradually, not sharply and 
abruptly, from one regime to another [29].

In order to examine the role of material recycling rate in 
the relationship between the amount of waste and EP, the 
model in the first Equation (1) was taken as a basis. Based 
on this basis, in Equation (2), a constant PSTR model with 
two regimes has been constructed.:

ENVi,t=μi+β0 Wastei,t+β1 Wastei,t * g(qi,t;γ,θ)+εi,t (2)

The ENVi,t specified in the model represents EP (dependent 
variable), and Wastei,t represents the total amount of waste 
generated (independent variable). In addition, ε represents 
standard error, i countries, t time period, qi,t represents the 

threshold variable (recycling rate), and μi represents con-
stant unit effects. The time period t in the equation is from 
1 to T, the term i representing the countries is from 1 to N, 
and the g(qi,t;γ,θ) used as the transition function and takes 
values between 0 and 1.

While performing the PSTR analysis, three stages are fol-
lowed: testing the linearity, determining the number of re-
gimes, and estimating [29, 64].

EMPIRICAL RESULTS

In this study, in which the nonlinear relationship between 
EP and the amount of waste for 15 EU countries is evaluat-
ed, cross-sectional dependence and unit root tests were per-
formed; the results are presented in Tables 3 and 4, respectively.

As shown in Table 3, it has been determined that there is a 
cross-sectional dependence between EP and the amount of 
waste. This result requires applying one of the second-gen-
eration unit root tests, which considers the cross-sectional 
dependency.

As shown in Table 4, the presence of heterogeneity seen in 
the model. This result, which was realized at the 1% sig-
nificance level in the Delta and Delta adjusted slope test 
developed by Pesaran and Yamagata [65], rejects the null 
hypothesis and takes heterogeneity into account.

Table 2. Descriptive statistics

 CO2Oil WasteGen MatGen GDP FDI OP

Mean 91.18 14,552.07 3576.47 952.13 6.70 57.24

Std. Dev. 86.86 15,194.80 5485.77 983.78 4.78 31.31

Max. 339.12 53,966.00 25435.00 3597.32 234.25 111.63

Min. 6.53 291.00 54.00 42.95 -117.37 12.76

Obs. 348 348 348 348 348 348

Min., Max. and Std. Dev. respectively; minimum value, maximum value and standard deviation.

Table 3. Cross-section dependence

 CO2Oil WasteGen MatGen GDP FDI OP Model

CDBP  1,381.58*** 935.49*** 1501.42*** 1852.08*** 235.66*** 2520.0*** 998.52***

CDLM  88.09*** 57.31*** 96.36*** 120.56*** 9.02*** 166.65*** 61.66***

CD  87.77*** 56.98*** 96.03*** 120.23*** 8.69*** 166.32*** –

LMadj 31.80*** 17.34*** 37.70*** 41.00*** 6.38*** 50.20*** 19.99***

CDLM: Pesaran 2004 CDLm test, CDBP: Breusch and Pagan 1980 test, LMadj: Bias-adjusted CD test and, CD: Pesaran 2004 CD test. *, **, and *** denote 
statistical significance at the 10%, 5%, and 1% levels, respectively.

Table 4. Pesaran and Yamagata (2008) Slope homogeneity test

Slope Homogenity Tests 𝚫 p-value

Δ Test 19.733*** 0.000

Δadj Test 21.530*** 0.000

*, **, and *** denote statistical significance at the 10%, 5%, and 1% levels, 
respectively.
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In Table 5, one of the second-generation unit root tests, the 
Pesaran CADF [66] test, was performed. According to the 
test results, it was determined that the series did not contain 
unit roots and were stationary at the first difference. Then, 
the LM-based cointegration test developed by Westerlund 
and Edgerton [67] was conducted to determine whether 
there is a long-term relationship between the series. The test 
results are given in Table 5.

As seen in Table 6, it was concluded that there is a cointe-
gration relationship between the series. From this point of 
view, it has been determined that there are structural breaks 
in the cointegration equations of the series, and the results 
are given in Table 6. 

According to the results in Table 7, it is seen that structural 
breaks generally occurred in 1997, 1998 and 2007. When 
these years are considered, the ruptures are associated with 
the Asian financial, Russian economic and global economic 
crises experienced in these years, respectively. With the de-
termination of the structural break dates, the next step was 
the PSTR analysis. In the first step of the PTSR analysis, the 
linearity of the model is tested, and in the second step, it 
is decided how many threshold variables are in the model. 
The results of the tests performed are given in Tables 8 and 
9, respectively. 

The results in Table 8 show that the model is nonlinear and 
that the PSTR model with at least one nonlinear threshold 
variable is valid in the model. 

According to the results in Table 9, it was determined that 
there was only one threshold variable in the model. In the 

last step, the relationship between EP and the amount of 
waste was estimated with the two-regime PSTR model. 
As can be seen in Table 10, the smoothing value was 
324.6962. This means that there is no sharp transition in 

Table 5. Pesaran (2007) CADF unit root test results

 Level values  Difference values 
 intercept-trend  intercept-trend

 Statistics p-values Statistics p-values

CO2Oil -2.327 0.488 -4.249*** 0.000

WasteGen -2.462 0.277 -3.113*** 0.000

MatGen -1.906 0.958 -3.073*** 0.000

GDP -2.398 0.373 -2.805** 0.022

FDI -1.913 0.955 -3.896*** 0.000

OP 2.610 1.000 1.700*** 0.000

*, **, and *** denote statistical significance at the 10%, 5%, and 1% levels, 
respectively.

Table 6. Panel cointegration test results (Structural breaks & 
cross-section dependence)

Model  Zφ(N) Zτ(N)

Mean shift -2.182** -2.711***

Regime shift -5.806*** -5.491***

The distributions of the LM-based test statistics Zφ(N and Zτ(N) are nor-
mal. Information criteria suggested by Bai and Ng (2004) is used to de-
termine the number of common factors (max is 5). *, **, and *** denote 
statistical significance at the 10%, 5%, and 1% levels, respectively.

Table 8. Linearity test results

Threshold variables (MatGen)

H0 Linear Model H1 PSTR Model at least one Threshold Variable 

LM 11.137 **

 (0.011)

LMF 3.638 **

 (0.013)

LRT 11.317***

 (0.000)

*, **, and *** denote statistical significance at the 10%, 5%, and 1% levels, 
respectively.

Table 9. Non-linearity test results (PSTR model)

Threshold variables (MatGen)

H0 r=1 vs H1:r=2 

LM 0.997

 (0.802)

LMF 0.310

 (0.818)

LRT 0.998

 (0.802)

Table 7. Estimated breaks

Country Mean shift Regime shift

Austria 2009 1998

Belgium 2001 2001

Denmark 2013 1999

Finland 2013 2013

France 2000 2000

Germany 2006 2006

Greece 2012 2012

Ireland 2007 2007

Italy 2012 2012

Luxembourg 2008 2008

Netherlands 2008 2008

Portugal 2004 2004

Spain 2006 2006

Sweden 1998 1998

United Kingdom 2008 1998

The break dates are selected by means of the test approach suggested in 
Westerlund and Edgerton (2008) which follows the strategy of Bai and 
Perron (1998) to determine the location of structural breaks.
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the relationship between the CO2 emission change rate and 
the generated waste amount change rate, and the transition 
from one regime to the other is smooth. This is shown in 
Figure 1.

As indicated in Table 10, the threshold value for the mate-
rial recycling rate was found to be 11.79%. The coefficient 
(β0) estimated for the generated waste amount change rate 
in the first regime where the material recycling rate is be-
low the threshold value was found to be statistically sig-
nificant and positive (0.4941) at the 1% significance level. 
In the second regime where the material recycling rate is 
above the threshold value, the coefficient estimated for the 
generated waste amount change rate formed by the sum of 
(β0+β1) is statistically significant and still positive at the 5% 
significance level (0.0982). In other words, if the material 
recycling rate is below 11.79%, the CO2 emissions amount 
increases as the generated waste amount increases. On 
the contrary, when the material recycling rate exceeds 
the threshold value, the increase in the generated waste 
amount does not reduce the CO2 emissions amount but 
decreases its increase rate. In addition, considering the re-
gime coefficients, it can be said that the effect is stronger in 

Table 10. Estimated PSTR model results

Threshold variables (MatGen) Model

Waste1 0.4941***

 (0.1069)

Waste2 -0.3959**

 (0.1423)

Mean_Dummy1 -3.6338

 (4.2830)

Mean_Dummy2 1.9226

 (4.3020)

Regime_Dummy1 -0.4857

 (0.5622)

Regime_Dummy2 -0.5512

 (0.5541)

Location parameters, θ 11.7912

Slope parameters, γ 324.6962

The values in parentheses are standard deviation values. *, **, and *** de-
note statistical significance at the 10%, 5%, and 1% levels, respectively.

Figure 1. Estimated transition function of the PSTR model.
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the first regime, where the material recycling rate is below 
the threshold, than in the second regime, where it is above 
the threshold.

As the amount of recycled material in the generated waste 
decreases, the wastes are stored instead of being recycled, 
or they are incinerated to provide heat and energy. The 
use of waste in heat and energy production causes more 
GHG than waste recycling [54]. The storage of waste, 
on the other hand, causes visual pollution as well as in-
creasing GHG [68]. For this reason, as the waste amount 
increases, EP also increases. On the other hand, as the 
share of the recycled material amount in the total waste 
increases, waste landfill and incineration and therefore 
the GHG resulting from these processes decrease [69]. 
In addition, not much greenhouse gas emission occurs 
during reuse or reuse by shredding (just combining dif-
ferent parts without any technical process) in the recy-
cling of wastes. However, in some cases, it may be neces-
sary to subject the materials to various processes. During 

these processes, harmful gases are released to the envi-
ronment [70]. However, considering the resources used 
and the energy consumed during the first production of 
these materials, this causes less EP [54, 68, 69, 71, 72]. 
Therefore, although the increase in the waste amount 
still causes EP if the material recycling rate is above the 
threshold level, it can be said that it causes less EP than 
if the material recycling rate is below the threshold level.

In order to check the robustness of the model, control 
variables were added to the model both one by one and 
collectively. The results in Table 11 show that the mate-
rial recycling rate threshold value at each stage is sim-
ilar and the direction of the coefficient signs remains 
the same. This shows the robustness of the model. Ad-
ditionally, when the control variables are examined, it is 
seen that they are insignificant below the threshold and 
above the threshold. This means that no comments can 
be made for the control variables within the scope of this 
relationship.

Table 11. Results of PSTR with additional explanatory variable(s)

Threshold variables (MatGen) Model A Model B Model C Model D 

Waste1 0.4798*** 0.4194*** 0.2679*** 0.2681**

 (0.1210) (0.1148) (0.0974) (0.1038)

Waste2 -0.3820** -0.3217** -0.2574** -0.2622*

 (0.1524) (0.1501) (0.1285) (0.1336)

Mean_Dummy1 -3.0871 -3.2344 -1.8945 -2.4721

 (4.4983) (4.4260) (4.2121) (5.0590)

Mean_Dummy2 1.4147 1.6522 1.4778 2.1369

 (4.4888) (4.4370) (4.2529) (5.1172)

Regime_Dummy1 -0.7685 -0.6925 -0.6359 -0.6100

 (0.6276) (0.6293) (0.5401) (0.6089)

Regime_Dummy2 0.8238 0.7528 0.7809 0.7116

 (0.6208) (0.6237) (0.5313) (0.6032)

GDP1 0.0015   0.0018

 (0.0021)   (0.0021)

GDP2 -0.0005   0.0004

 (0.0006)   (0.0006)

FDI1  0.1490  0.0951

  (0.1634)  (0.1627)

FDI2  -0.1660  -0.1100

  (0.1633)  (0.1629)

OP1   -0.0308 -0.0315

   (0.0232) (0.0284)

OP2   -0.0245 -0.0254

   (0.0219) (0.0281)

Location parameters, θ 11.6819 11.7907 11.7920 11.7915

Slope parameters, γ 8.9027 30.5722 333.1064 336.3252

The values in parentheses are standard deviation values. *, **, and *** denote statistical significance at the 10%, 5%, and 1% levels, respectively. Waste1: 
Coefficient below the threshold level; Waste2: Coefficient above the threshold level.
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The results of the model obtained from the study can be 
summarized as follows; 

a) A non-linear relationship was found between the total 
amount of CO2 emissions and the total waste amount 
generated in 15 EU countries taken as EU-15 in the 
1995–2019 period.

b) In this relationship, the threshold level for the material 
recycling rate was found to be 11.79%. Moreover, a sig-
nificant and positive relationship was detected between 
the amount of CO2 emissions and the waste amount 
generated when the material recycling rate was below 
the threshold. On the other hand, a significant and pos-
itive relationship was also detected when the material 
recycling rate was above the threshold, but the effect 
was lower than the case where the material recycling 
rate was below the threshold.

CONCLUSION

In the globalizing world, with industrialization and urban-
ization, resources are consumed unconsciously, and wastes 
are formed as a result of increased consumption. The prob-
lem of waste, which is increasing day by day, negatively af-
fects the environment, like almost every part of the society, 
and increases EP. Recycling, which is defined as the repro-
cessing, reproduction, and reuse of previously collected ma-
terials, has an important place in today’s world. From this 
point of view, the study examined the role of the material 
recycling rate in the relationship between EP and the waste 
amount in 15 EU countries that signed the White Paper ti-
tled “An Energy Policy for the EU” in the 1995–2019 period.

The material recycling rate threshold value for the analysis 
period covered by the study was found to be 11.79%. The 
effect of the material recycling rate on the environmental 
pollution-waste amount relationship differed depending on 
whether it was above or below the calculated threshold value. 
While the environmental pollution-waste amount relation-
ship was positive and statistically significant in the case that 
the material recycling rate was below the determined thresh-
old value, it was still positive and statistically significant 
when the material recycling rate exceeded the determined 
threshold value. However, although a positive relationship 
was also detected when the material recycling rate was above 
the threshold, the effect was lower than the case where the 
material recycling rate was below the threshold. The findings 
of the present study on the relationship between the waste 
amount and EP seem to be consistent with those of Giovanis 
[62], Lave et al. [71], and Mohareb et al. [69].

The results of this study emphasize that approaches indi-
cating an asymmetrical relationship between the waste 
amount and EP can only be true when the material recy-
cling rate is above the threshold value. In this context, the 
findings will be useful for policy makers on the necessity 
of keeping the material recycling rate above the threshold 
level in order to ensure low EP with the increasing waste 
amount. Thus, in the context of economic and environmen-

tal targets, it is thought that the target of low EP will not 
conflict with the target of reducing the waste amount, and 
the waste recycling rate will contribute to the reduction of 
EP by creating a suitable environment for the waste amount 
and the environment in the long term.
When the findings are considered in general, policy mak-
ers may implement the following policies for the effect of 
the waste amount on environmental sustainability in their 
countries: 
• First of all, policy makers should ensure that waste man-

agement is established for the waste generated. The waste 
amount generated is important in reducing EP. Howev-
er, it is not possible to reduce waste to zero. Therefore, 
waste management is of vital importance. Within the 
scope of waste management, the focus should be first on 
the collection of waste. Collecting waste will only con-
tribute to the environment and sustainability through 
recycling. Otherwise, it will not be possible to go be-
yond creating a waste pile.

• Recycling activities may provide a cost disadvantage. 
The way to reduce this is to achieve efficiency in col-
lection, separation, and recycling. In this way, it will be 
possible to save energy and resources used compared to 
the first production.

• After the solid wastes are collected, the majority of them 
are converted into energy by incineration. Considering 
that incinerated wastes cause more EP than recycling, 
policies should be established to reduce the rate of in-
cineration of wastes and increase the recycling rate. 

• Not much gas emission occurs during reuse or reuse by 
shredding (just combining different parts without any 
technical process) in recycling. However, in some cas-
es, it may be necessary to subject the materials to var-
ious processes. During these processes, harmful gases 
are released to the environment. However, considering 
the resources used and the energy consumed during the 
first production of these materials, this may be more ad-
vantageous. For these reasons, policy makers paying at-
tention to directing the collected waste to recycling can 
reduce both the damage to the environment resulting 
from the storage or incineration of wastes and the dam-
age to the environment and consumption of resources 
for obtaining raw materials during the first production. 

To conclude, in order to reduce EP in EU-15 countries, it 
should be aimed to increase the rate of material recycling in the 
waste amount, in addition to the above-mentioned policies.
In addition to all these results, there are various limitations 
in this study. The first limitation of this study is that it only 
examines the role of the material recycling rate in the re-
lationship between carbon emissions and the amount of 
waste produced. Although material recycling includes many 
wastes, there are also missing some. Second, this relationship 
is limited only to the available country, year and data. In-
creasing data availability and quality in the future and choos-
ing different country groups will better test the accuracy of 
the results. The third limitation is that the material recycling 
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rate is considered as a whole for all sectors. However, in some 
sectors, a high recycling rate may be more important for the 
environment than in other sectors. Fourth, a limited number 
of control variables were used in the study. Increasing num-
ber of these variables may help to obtain more robust results. 
Future researchers can better support the results of our study 
by taking these limitations into consideration.
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ABSTRACT

Mitigating precipitation extremes is a major issue due to destructive global warming and 
climate change. Heavy rainfall and drought have posed a threat to human life and ecology. 
That said, new strategies and new action plans are needed at local and global levels through 
needed cooperation from different stakeholders to handle the possible risks associated with 
precipitation extremes. Türkiye has become one of the most vulnerable countries involved 
in climate change due to its geographical location, rapid urbanization, and deforestation. 
Many forests have been destroyed to make room for agriculture, animal grazing as well as 
for manufacturing and construction. The impact has caused complications in landscapes. 
Precipitation extremes, such as heavy rainfalls and drought, are posing significant threats 
for many cities in Türkiye. In recent years Türkiye has faced a large number of extreme 
events regarding precipitation. In this line, the present study aims to explore the potential 
benefits of rainwater harvesting (RWH) in mitigating precipitation extremes by overview-
ing regulatory actions of rainwater harvesting and best practices worldwide. In addition 
an interview-based survey was conducted with domain experts in the water management 
field to better understand the current challenges of stormwater management in Türkiye and 
discuss the role of rainwater harvesting against precipitation extremes. The results of the 
study have shown that Türkiye has several problems with infrastructure to mitigate pre-
cipitation extremes, such as shortcomings in capacity and old water management systems, 
unseparated water collection and sewage systems, and lack of green infrastructure. In ad-
dition to urbanization, expansion in industry and tourism may cause water unavailability. 
The study has also indicated that many authorities around the globe try to boost RWH use 
by stipulating or encouraging RWH through incentives to save a large amount of water by 
implementing different projects. This research has argued that RWH promises several ben-
efits thanks to its cost-effectiveness and contribution to water storage. Therefore, this study 
has recommended that policymakers should take immediate action against precipitation 
extremes by introducing new regulations, such as mandating rainwater harvesting for old 
buildings, industrial and touristic places. Preparing new guidelines and applying rooftop 
RWH systems that comply with Building Code requirements should also be considered for 
the widespread use of rainwater in rural and urban areas.
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INTRODUCTION

Environmental awareness is growing steadily worldwide 
due to confronting various environmental adversities 
[1]. Climate change and landscape utilization patterns 
are crucial concerns for urban water ecosystems and 
human life [2]. Since urbanization brings about a rapid 
increase in impervious land cover and deteriorates the 
quality of the ecosystem [3], proper use of resources is 
crucial for reducing environmental impacts, protecting 
the ecology, and sustainable development [4]. Proper 
management of water, which is an economic asset is also 
crucial [5]. Due to the depletion of natural resources and 
the deep impacts of climate change as well as rapid ur-
banization, the reuse of rainwater is of great importance 
for both meeting water needs and assisting with flood 
retention measures in urban and rural regions. Heavi-
er rainfall events occur more frequently in the cities 
because of climate change [6]. Overloading of removal 
systems, sewage treatment plants and recipients of wa-
ter flows increases the risk of floods [7]. Furthermore, 
contaminated stormwater (SW) runoff from urban envi-
ronments carries several contaminants to water bodies, 
which poses a threat to the health of living beings and 
ecological systems [8]. Surface water is negatively af-
fected by excess nitrogen via eutrophication and related 
processes [9]. Although SW is a significant hazard, it is 
also a promising resource [10]. Therefore, the utilization 
of rainwater has a growing interest around the globe.
In the literature, there are numerous studies, which 
mainly focus on the performance of RWH systems 
and improvement methods. Ünlükaplan and Tiğiz [11] 
aimed to design green areas by determining the neces-
sary amount of irrigation water and the quantity of net-
work water used in the green areas of Dikmen Valley 
stages in Ankara, in addition to calculating the potential 
amount of water to be acquired by rain harvesting from 
Dikmen Stream Basin. Buçak’s study [12] emphasizes 
the importance of residential recycling systems and their 
benefits on water conservation and the necessity of im-
plementation of such systems on mass housing projects 
by proposing an implementation example for an apart-
ment in Kirklareli, Türkiye. Şahin and Manioğlu [13] 
analysed the amount of rainwater obtained using differ-
ent building forms in different climatic regions compar-
atively. Teston et al. [14], addressed the high potential of 
rainwater harvesting systems for potable water savings 
and control of leakages and losses caused by carelessness 
or poor maintenance in buildings.
Due to water shortage in urban areas, high costs of de-
veloping new replacing surface water sources, inade-
quate groundwater supplies in arid and semiarid lands, 
and the unmanageable operation and maintenance costs 
of large piped water supplies [15], economical rainwater 
management systems have become more important re-
cently. Therefore, the cost assessment of RWH systems is 
also one of the most important issues to be concerned. 
Mumtaaz Sayed and Sawant [16] conducted a financial 

feasibility analysis of water conservation components 
considering lifecycle costs and operational savings in 
large mass housing projects. In their study, they present-
ed a methodology of life cycle cost assessment of a unit 
RWH system for toilet flushing in an industrial site. Ghi-
mire et al. [17], highlighted a feasible alternative design 
that has no pump and requires less operation and main-
tenance costs as well as tank refill volume.

Rainwater harvesting has a growing interest due to its 
potential in the world. In Türkiye, principles regarding 
the design and project planning of rainwater systems 
were regulated by the relevant legislation in 2017 [18]. 
It became obligatory to construct a rainwater harvest-
ing system in any new building to be built on a parcel 
larger than two thousand square meters to meet build-
ing needs and garden irrigation in 2021 [19]. Although 
this precaution is of great importance for tackling the 
challenges of precipitation extremes, new actions are 
necessary for the reuse of water to mitigate the impacts 
of climate change and global warming. Figure 1 and 
Figure 2 show how annual average precipitation rates 
and surface temperatures change in Türkiye between 
2003 and 2022. Figure 1 displays that there has been 
a drastic fall in annual average precipitation rates in 
the recent four years (2019–2022). On the other hand, 
according to Figure 2, before 2018, the annual sur-
face temperatures were always below 12 C° except for 
2010. However, the surface temperatures were mea-
sured above 12 C° in the last five years. This confirms 

Figure 1. Annual precipitation rates by years (2003–2022) [20, 21].

Figure 2. Annual average mean surface air temperatures by 
years (2003–2022) [22].
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that while annual average precipitation rates have de-
creased, surface temperatures considerably have in-
creased in recent years.

In addition to these climate impacts, precipitation ex-
tremes have occurred in the recent period. The precip-
itation value, which covers the period between 1 Oc-
tober 2023 and 31 March 2024, was above last year's 
precipitation, with a 41% increase compared to the 
same period of precipitation last year [23]. The year 
2023 was recorded as the year of the most extreme 
weather events of all time in Türkiye, with 1,475 ex-
treme weather events [24].

In this line, the present study aims to explore potential 
benefits of rain harvesting for mitigating precipitation 
extremes by overviewing best practices and legislative 
actions of rainwater harvesting worldwide as well as an 
interview-based survey with experts.

MATERIALS AND METHODS

The flowchart of the study is shown in Figure 3. After 
the literature review, best practices were determined to 
understand the real benefits of RWH systems worldwide. 
Then, legislative actions were overviewed for different 
countries to explore how RW is mandated or encouraged 
at the international level. Afterward, semi-structured in-
terviews were held by eight different experts.

Best Practices
Rainwater harvesting systems offer several benefits to the 
built environment in different projects worldwide. Some 
best practices are explained by considering the scale of im-
plementation and volume of water savings.

The 8,400 m2 rooftop of a Sumo-wrestling arena in Sumida 
City, Japan serves as the catchment surface for the rainwater 
utilization system, which drains the collected rainwater into 
a 1,000 m3 underground storage tank and uses it for toilet 
flushing and air conditioning [25].

In the United Kingdom, it was estimated that RWH adop-
tion at the Velodrome project in London, a 73 percent 
overall reduction in potable water demand by using wa-
ter-efficient fittings and rainwater topped up with recycled 
blackwater dirty water, one of the highest reductions in po-
table water demand on the Park [26].

In Germany, Frankfurt Airport has a big RWH system, 
which collects water from the roofs of the new terminal 
with an area of 26,800 square meters and helps to save ap-
proximately 1 million cubic meters of water per year [27]. 
Similarly, rainwater is collected and treated through roof-
top water collection systems at Changi Airport, Singapore, 
which accounts for 28 to 33% of its total water used, result-
ing in savings of approximately S$390,000 per annum [28].

After the implementation of the RWH system, in HPCL 
Residential Colony, in Chembur Mumbai [29], site condi-
tions drastically changed as follows: a) the recharging ca-

Figure 3. Flowchart of the study.



Environ Res Tec, Vol. 7, Issue. 3, pp. 448–456, September 2024 451

pacity of the bore well increased above 35000 liters per day, 
b) 50% of rooftop rainwater was harvested. c) yield capacity 
of the borewell increased from 10,000 to 20,000 liters per 
day, d) quality of groundwater enhanced and water level in-
creased from 35 feet to 22 feet.

In Mexico City, RWH systems have been installed in house-
holds across the city through a notable initiative, the commu-
nity-led Isla Urbana project, to mitigate water scarcity [30].

In the Caribbean, domestic RWH projects are being imple-
mented to increase water supplies in islands lacking enough 
water and as a no-regret approach to adaptation to climate 
change [31].

These best practices are of great importance for contribut-
ing to sustainability and climate resilience. In addition, sav-
ing water reduces the cost of water supply.

Regulations on Rainwater Harvesting Systems Worldwide
As a global, long term and complex issue, climate change 
involves interactions between demographic, climatic, envi-
ronmental, economic, health, political, institutional, social, 
and technological processes [32]. Since extreme weather 
conditions lead to water scarcity, drought, heat waves, and 
flash floods, all of which have significant impact on human 
life, infrastructures, and ecosystems [33], the adoption of 
cities to extreme weather conditions is challenging issue 
and handling hazards require a comprehensive and effec-
tive risk assessment [34, 35]. Therefore countries, states, 
and local authorities all over the world take action to man-
age rainwater issues. Table 1 indicates the RWH regulations 
in different countries around the globe.

It can be concluded that many authorities around the globe 
are trying to increase the use of RWH systems in different 
ways. While the RWH mandate is one of the most common 
approaches, some of the policymakers prefer to encourage 
RWH through different incentives and guidelines. The form 
of RWH systems, and their usage capacity are regulated in 
some regions. On the other hand, RWH is illegal in Colora-
do, USA, although it is encouraged in most of the countries. 

Semi-Structured Interviews
A total of eight semi-structured interviews were held to col-
lect further qualitative data. Professionals with invaluable 
water management experience participated in the survey to 
discuss the topics as follows: a) Threats of precipitation ex-
tremes, b) Major problems with infrastructural systems in 
mitigating precipitation extremes in Türkiye, c) The role of 
RWH against heavy rainfalls and drought. The background 
information of the interviewees is shown in Table 2.

Interview participants emphasized the major threats as 
flood due to heavier rainfalls and drought sourced by the 
decrease in water storage in dams in Türkiye.
I3 expressed this case as follows: ‘The major threats re-
garding water are floods and drought in Türkiye. Although 
the country has moderate average annual precipitation, 
heavy rainfalls have occurred more frequently due to cli-
mate change recently, which cause destructive floods. On 

the other hand, precipitation can be lower compared to av-
erage values in some regions resulting in decreased water 
stored in dams.’

Another threat was pointed out as water scarcity caused 
by unconscious industrialisation and touristic activities. 
I7 also highlighted this with the expression as follows: ‘A 
large amount of water is utilized and released by the in-
dustry, which plays an important role in the quality and 
amount of water. Therefore, strict control of released water 
and effective use of rainwater are essential requirements for 
a well-established stormwater management strategy. An-
other key role belongs to tourism, one of the locomotives of 
the country. Each year, a large number of hotels are built in 
different regions, leading to increased water consumption of 
touristic cities. Existing water resources cannot even meet 
the needs of residents in such cities due to decreased annual 
precipitation.’

After evaluating the expressions of interview participants, 
the major problems with the infrastructure in mitigating 
precipitation extremes in Türkiye were identified as follows: 

• The stormwater collection and sewage systems are not 
separate in most of the residential areas. In the new resi-
dential regions, separate systems are being adopted, but 
central regions are very old and there are shortcomings 
in the renewal projects of infrastructure.

• The number of wastewater treatment plants does not 
suffice to meet the overall need.

• The capacity of infrastructural systems is inadequate. 
The number of RWH systems is insufficient.

• There is a lack of vegetation and green infrastructure. 
With increasing urbanization and the replacement of 
vegetation by impermeable medium, rainwater cannot 
infiltrate into the soil, and flow on the surface [36].

• Water is not efficiently used in agriculture. The farm-
ers are unaware of new modern systems on how to effi-
ciently benefit from rainwater.

• Despite the increasing population and number of hous-
es, the number of new implementations improving 
stormwater management is limited.

• There are no regulations for using RWH in industrial 
and touristic areas, as well as existing houses and ones 
to be built in small parcels.

Rainwater harvesting systems were strongly recommended 
thanks to their promising and cost-effective solutions for 
surface runoff, water scarcity, and green infrastructure by 
all interview participants.

I6 argued: ‘RWH systems are cheaper and easier to maintain. 
To ensure sustainable stormwater management and green in-
frastructure, RWH should be mandatory.’
I8 pointed out: 'RWH systems stem from cisterns, widely 
used in ancient times. In applicable places, these cisterns 
can be renovated and also used for rainwater harvesting. 
The buildings with large roof space should be addressed for 
RWH. Unfortunately, there is a lack of awareness in such 
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Table 1. RWH regulations in different countries around the globe

Australia

 
Brazil

 

 

Germany 

 

 

India 

 
 
 
 
 
Japan 

 
 

 

Malaysia

 

New Zealand

 

 
 

Türkiye 

 

UK

 
 

USA

Yannopoulos et al., 
2019 [36].

Teston et al., 2018 [14]; 
Mendonça, 2006 [37]; 
Gnadlinger, 2005 [38].

Diekers et al., 2015 
[39]; RWHb, 2023 
[27]; Yannopoulos et 
al., 2019 [36].

Yannopoulos et al., 
2019 [36]; Marwas, 
2010 [40].

 

Fu, 2018 [41]. 

 
 

 

Lee et al., 2016 [42].

 

Gabe et al., 2012 [43]; 
Rose, 2014 [44]; Branz 
Facts, 2024 [45].

 

Resmi Gazete, 2017 
[18]; Resmi Gazete, 
2021 [19].

EA, 2021 [46];

Yannopoulos et al., 
2019 [36]. 

PNNL, 2015 [47].

Regulations stipulate a new rainwater collection system or alternative water source in some states 
such as South Australia, New South Wales, and Queensland.

RWH is encouraged by legislation in several cities as a policy of access to water in semi-arid cities. 

“One Million Cisterns” program, a federal government investment to enable access to water for 
families in the Brazilian semi-arid region by encouraging the construction of cisterns.

Within the governmental program “One Land Two Waters” families of farmers get technologies 
and training to capture and store rainwater for agricultural use.

The use of stormwater infiltration systems is stipulated by water laws and regulations in Germany.

There are strict regulations in drinking water standards. Household rainwater supplies are re-
stricted to non-potable uses such as toilet flushing, clothes washing, and garden watering. 

In many towns and cities, grants and subsidies are given to encourage householders to construct 
rainwater tanks and seepage wells.

Some form of RWH is mandated for buildings and houses in Hessen, Baden-Württemberg, Saar-
land, Bremen, Thuringen, and Hamburg.

Some form of RWH is mandated for buildings and houses in New Delhi, Indore, Chennai, and 
Rajasthan.

The collection and storage of rainwater in earthen tanks for domestic and agricultural uses has 
also been very common for a long time.

Rooftop RWH systems are mandated for newly constructed buildings in 18 of the 28 states and 4 
of the 7 federal regions.

Rainwater utilization is encouraged through tax breaks, subsidies, funds, policy loans, and other 
economic tools.

Tokyo Sumida set up a rainwater utilization subsidy system for underground storage cisterns, 
medium and small storage cisterns, to boost the implementation of technology for rainwater 
utilization.

Assistance programs have been introduced for rainwater cisterns and systems for rainwater 
seepage pits.

The government proposed RWH to mitigate the water crisis.

Guidelines regarding planning, design, and installation of RWH, eco-efficient water infrastruc-
ture, and SW management systems were implemented by different governmental authorities.

Rainwater harvesting is mandated in several urban areas of New Zealand.

While rainwater harvesting has long been the norm in rural areas that lack reticulated, yet it’s still 
uncommon in New Zealand’s urban areas.

Rainwater systems must meet Building Code requirements, such as a requirement for adequate 
potable (drinkable) water to be provided for consumption, oral hygiene, utensil washing and food 
preparation.

Principles regarding the design and project planning of rainwater systems are regulated by the 
relevant legislation.

RWH is mandated in any new building to be built on a parcel larger than two thousand square 
meters to meet building needs and garden irrigation.

Manuals were developed about the design, construction, and management of RWH.

Harvested rainwater can be used without a water abstraction license. A water abstraction license, 
which enables permission to get water at a certain amount from the water supply, is needed to 
abstract or transfer harvested rainwater.

Rainwater harvesting is not regulated by the federal government but rather it is up to individual 
states. 

Some states encourage the collection and use rainwater.Size of storage capacity is regulated in 
some states.

Generally, commercial and residential applications are allowed in states with rainwater harvesting 
regulations.

In Colorado, RWH is illegal.

Location ReferencesLegislation on RWH systems and rain gardens
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systems. These systems do not require much investment and 
are easy to implement.’

Nonetheless, some important issues were concerned with 
efficient use of RWH in Türkiye. According to the I6 and 
I8, rainwater harvesting is worth implementing in regions 
with sufficient average annual precipitation. It is also fea-
sible in regions with lower precipitation rates, but optimal 
design is of great importance due to potential extra op-
eration and maintenance costs. According to the experts, 
it will not be worth implementing RWH systems for sin-
gle houses, but will be worth for mass housing projects. 
The experts also highlighted importance of specific design 
in implementing RWH for different types of residential 
buildings in different regions.

RESULTS AND DISCUSSION

Due to its geographic location, rapid urbanization and in-
creasing rate of deforestation, Türkiye has been deeply af-
fected by climate change and global warming. Rapid urban-
ization and industrial developments considerably exploit 
and pollute freshwater resources [2]. In the near future, 
impacts may be more destructive. New strategies and new 
action plans are needed at local and global levels through 
needed cooperation from different stakeholders to handle 
the possible risks associated with precipitation extremes. 
Many forests have been destroyed to make room for agri-
culture and animal grazing as well as for manufacturing and 
construction. The impact has caused complications in land-
scapes. To tackle the challenges of precipitation, it became 

obligatory in Türkiye to construct a rainwater harvesting 
system in any new building to be built on a parcel larger 
than two thousand square meters to meet building needs 
and garden irrigation within the ‘Regulation on Amending 
the Planned Areas Zoning Regulation’, [19]. After this reg-
ulation was introduced, different projects were launched to 
promote rainwater utilisation. For example, within ‘İzmir 
Sponge City’ project, İzmir Metropolitan Municipality aims 
to include 5000 buildings in the incentive system with 5000 
polyethylene rainwater harvest tanks [48]. However, this 
regulation may not be enough because of shortcomings in 
the current infrastructure and limited scope of buildings.

The study discussed several problems with the infrastruc-
ture, such as low quality of water due to a lack of stormwa-
ter plants and separate systems for SW collection-sewage 
removal, insufficient RWH, and shortcomings in green 
infrastructure and vegetation. It is seen that policymakers 
in Türkiye need to consider many precautions to mitigate 
precipitation extremes. The increasing number of mass 
housing projects, old and limited infrastructure and un-
availability of separate stormwater management systems 
make it difficult to overcome challenges regarding heavy 
rainfalls. Wastewater may find its way into the receiving 
waters through stormwater sewers even in separate sew-
er systems due to cross-connections, illicit connections, 
overflows, and leakages through broken sewers [49]. If the 
systems are not separate, contamination is much higher. 
The local authorities and municipalities should give much 
more importance under the guidance of the government 
to replace current old systems that lack resilience against 

Table 2. Background information of interview participants

1. Expert in environmental  
 protection and infrastructure

2. PhD researcher

3. Water, dam & energy engineer

4. Experienced senior lecturer

5. Civil engineer

6. Stormwater technical director

7. Associate professor

8. Professor in water resources

Experience in waste water, economics of waste and waste management, climate change and 
ecosystems assessment and valuation, environmental legislation.

Considerable experience in international projects

Experience in urban policy planning and local governments

Experience in project management

Recent studies on sustainable urban design systems

Considerable experience in water resources management

Experience in water & energy projects

Head of Urban Water Management Unit

Environmental awareness

Experience in international project management

PhD in Water Management

Water Management Advisor

Designing stormwater/wastewater treatment and management systems

Green infrastructure for surface water

Water quality

Water management

Experience more than 50 years in water resources and flood retention

International experience in France and Algeria

Interview participants Description of expertise



Environ Res Tec, Vol. 7, Issue. 3, pp. 448–456, September 2024454

stormwater. The Delegation of the European Union to 
Türkiye [50] has funded many projects on the reuse of 
rainwater, and wastewater, and the construction of new 
wastewater treatment plants. Such funding schemes could 
be well-informed and promoted to encourage the munici-
palities and relevant authorities.

Although there is a mandate for RWH use in particular 
new buildings in Türkiye, there is no obligation for existing 
buildings to be constructed for housing, industry, tourism, 
etc. Furthermore, residential areas are very close to the in-
dustrial regions. A large amount of water is consumed by 
the industry and tourism sector, leading to higher water 
demand and water scarcity in cities close to industry and 
hotels. Existing water resources do not suffice to meet the 
needs of residents in many cities due to higher water de-
mand and lower annual precipitation rates sourced by cli-
mate change. Therefore, the RWH mandate should also 
be considered not only for new buildings but also existing 
ones, especially for industrial areas and touristic regions. 
Furthermore, introducing new guidelines, and subsidies 
would be good alternatives to boost rainwater utilisation. 
Rooftop RWH systems can be also encouraged and manu-
als can be developed for better use of RWH systems, which 
comply with the Building Code requirements.

Overview of best practices and results of interview RWH 
shows itself a cost-effective system for mitigating precipita-
tion extremes. In the literature, many studies have also con-
firmed their feasibility. Tanik [51] argued that the invest-
ment and operation costs of such systems are usually low. 
Bashar et al. [52] showed that payback periods of installa-
tion and maintenance costs of RWH vary within 2–6 years 
depending on the topographic and climatic conditions.

Although Türkiye has a moderate annual precipitation rate, 
precipitation extremes pose a major threat, which can result 
in destructive floods and drought in Türkiye due to drastic 
changes in peak values. Water scarcity may be one of the 
major problems due to decreased dam storage, and uncon-
trolled water use by the industry and tourism sector. This 
can also lead to several problems in agriculture. Water is 
ineffectively used, and people are not aware of the potential 
benefits of RWH systems in arid regions.

CONCLUSION

This study investigated the potential benefits of RWH for 
mitigating the impacts of precipitation extremes in Türki-
ye by overviewing regulatory actions and best practices as 
well as an interview-based survey. Due to the deep impacts 
of climate change, deforestation, and improper land use, 
Türkiye has been suffering from precipitation extremes. 
Increasing population and uncontrolled urbanization 
patterns have also resulted in numerous infrastructural 
problems, especially in metropolitan cities, such as Istan-
bul, Ankara, and İzmir. Therefore, water management is 
one of the challenging issues to be considered by author-
ities at the local and national levels. Rainwater harvesting 
has growing interest worldwide as it offers cost-effective 

solutions against precipitation extremes. There is a plen-
ty of regulatory and legislative actions, which have been 
taken in different cities around the globe. Turkish govern-
ment also implemented a new regulation which mandates 
RWH for particular newly constructed buildings, but 
further actions are needed to solve current and potential 
infrastructural problems in existing urban areas. Local 
authorities should also pioneer rainwater projects. For 
instance, making the practice of rain harvesting in İzmir 
City widespread in local governments may provide ben-
efits throughout the country. Similar projects will boost 
rainwater utilisation. On the other hand, there is no RWH 
mandate for existing buildings and new buildings to be 
built in small parcels. Surface runoff will be a threatening 
problem in central and crowded regions since the amount 
and quality of water released to the infrastructural system 
are not well controlled. Therefore, the rule of the RWH 
mandate could also be applied to existing buildings. As 
the use of RWH may not be feasible for single houses due 
to investment and operation & maintenance costs, a man-
date could be applied for groups of single houses. Mass 
housing projects are spreading all over the country. In 
addition, there is also a great expansion in industrial and 
touristic buildings, which leads to higher water demand. 
RWH systems with appropriate designs would be good al-
ternatives for mitigating precipitation extremes.
In arid regions, RWH utilization is of great importance for 
the efficient use of rainwater and increasing harvest. En-
couraging farmers to use RWH systems could decrease the 
need for exporting agricultural products. To obtain opti-
mum efficiency from such systems, local authorities should 
find ways to separate stormwater collection and sewage 
systems for crowded urban regions. This is also needed to 
implement new water treatment systems to increase water 
quality. Applying for EU support with well-prepared proj-
ects would be a good option. The number of projects can 
be increased with the help of relevant public organizations 
and successful local authorities with valuable experience in 
such projects.
Although the research focus was only on Türkiye and fur-
ther research that involves more countries may yield better 
results, the implications of this study are important to un-
derstand the potential problems with infrastructure against 
precipitation extremes and the benefits of RWH systems for 
handling challenges in developing countries.
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ABSTRACT

Climate change is a global issue that affects the entire world, associated with greenhouse gas 
emissions and resulting in long-term changes in climate conditions. Scientists conduct numer-
ous research studies focused on climate change and mitigating its effects, making it a central 
topic of discussion. Overall approaches are typically centered around sustainability and re-
ducing greenhouse gas emissions through green and innovative technologies. However, these 
approaches and scientific expressions can appear complex and abstract to the public, govern-
ments, and civil society organizations. In this regard, the role of communication is significant 
in creating long-term awareness among the public and generating action-oriented solution 
proposals. The use of effective language and storytelling techniques, localization, visualiza-
tion, and effective use of media can help contextualize climate change issues, raise awareness, 
and build consciousness. The role of communication is undeniable in breaking down barriers 
between scientists and the public, ensuring that solutions to climate change problems are sus-
tainable and effective, and facilitating the development of appropriate policies by governments 
and civil society organizations. It is essential to prioritize and conduct advanced research and 
develop innovative strategies for coordinated efforts between scientists and communication 
experts in addressing climate change and developing effective solutions. The scope of this re-
view is to examine the role of communication in addressing climate change. This article pro-
vides an overview of climate change, its impacts, and solutions, explores the relationship be-
tween climate change and communication, and highlights the explanation of communication 
strategies and intergenerational connectivity to increase awareness of climate change.

Cite this article as: Karacaoğlu B, Akbaba MF. Multidisciplinary perspective: A review of 
the importance of communication in managing climate change challenges. Environ Res Tec 
2024;7(3)457–470.

INTRODUCTION

Atmosphere, biosphere, seas and oceans, glaciers and ter-
restrial regions constitute the climate system, and solar 
radiation, ocean currents, precipitation patterns, surface 
characteristics, and human factors form and alter this cli-
mate system [1]. Climate change is triggered by existing 
greenhouse gas emissions, primarily carbon dioxide (CO2), 

and increases the temperature of the Earth's atmosphere, 
serving as the main cause of global warming [2, 3]. Besides 
greenhouse gases generated by natural processes like respi-
ration, fermentation, and volcanic activity, these gases also 
stem from diverse industrial operations, inadequate waste 
management, deforestation, and notably, the combustion 
of fossil fuels, responsible for approximately 65% of green-
house gas emissions [4, 5]. 
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A climate crisis is the negative effects of incremental and 
cumulative disasters caused by climate change, from the 
environment and health to social life and psychology [6]. 
Numerous factors influence the atmospheric CO2 concen-
tration, which reached 421 ppm in 2022 in the context of 
climate change. Current estimates suggest that if we do not 
control the atmospheric CO2 concentration, global warm-
ing could increase by 3–5 °C by 2100. This situation leads to 
a climate crisis [7, 8]. For example, researchers determined 
that 2023 was the hottest year in human history, observ-
ing heat waves in various regions and a general increase in 
deaths due to these heat waves [9]. Furthermore, experts 
predict that children under the age of 5 will bear nearly 
90% of the disease burden due to climate change, a situa-
tion that will impact the rest of the population and future 
generations, leading to both mental and physical harm to 
society [10]. Accordingly, an increase in steric sea level of 
0.34±0.16 mm/year was observed in the Pacific Ocean be-
tween 2005 and 2019, and an average increase of 3.3 mm/
year in global sea level was observed between 1993 and 
2018 [11]. Changes in water cycles cause changes in salin-
ity as well as warming of the oceans, which, according to 
climate model predictions, causes changes in the biological 
functions of the ocean [12]. Outside of the oceans, when 
looking at tree dimensions in the forestry sector as well, it 
has been observed that over the last 50 years, the diame-
ter/volume growth of tree species in Central and Northern 
Europe has varied from -1% to +99%, while in Southern 
Europe, it has decreased from -12% to -49% [13].

In recent years, climate change and the climate crisis have 
been affecting not only environmental and natural scienc-
es, but also geography, sociology, psychology and political 
science [14]. In this context, global warming and climate 
change have emerged as the most pressing threat facing 
the world today, necessitating concerted action through 
integrated efforts from both the natural and social scienc-
es. Tackling these anthropogenic sources of greenhouse 
gas emissions is essential to mitigating the consequences 
of climate change. In recent years, the notion of achieving 
net-zero emissions has gained prominence. However, it is 
crucial to underline that the success of this concept relies 
on ensuring the maintenance of social, economic, political, 
and environmental integrity [15, 16].

In today's world, the concept of sustainability is not only 
relevant to the natural sciences but also attracts the atten-
tion of social sciences, humanities, and arts fields to cre-
ate positive global social and environmental change and 
achieve integrated sustainability [17]. In recent years, un-
derstanding public perception and behavior towards cli-
mate change, observing how it is understood by the public, 
mass media, strategic communication, and how communi-
cation influences public perception and behavior towards 
climate change has drawn the attention of researchers [18]. 
Climate change communication is a complex system that 
encompasses not only the content and form of this com-
munication, but also scientists, communication profession-
als, political and social environments. The complexities to 

effective climate change communication are many, diverse 
and often interconnected [19]. Explaining and commu-
nicating the climate crisis and its consequences correctly, 
adopting sustainable practices, switching to renewable en-
ergy sources, and raising public awareness are key steps 
towards reducing the carbon footprint and mitigating the 
effects of global warming [3, 20].

This review provides a concise overview of the impacts of 
the climate crisis, highlights strategies for reducing green-
house gas emissions, and emphasizes the significance of 
communication to increase understanding and awareness 
of climate change and global warming. The purpose of this 
article is to investigate how communication could contrib-
ute to addressing climate change, as well as to review the 
studies conducted in this field. The review discusses climate 
change, the climate crisis, and strategies to combat it, delves 
into the role of communication in addressing this challenge, 
thoroughly examines relevant communication strategies 
and studies in this field and explains intergenerational con-
nectivity in climate change. This study is valuable in pro-
viding readers with a multidisciplinary perspective on the 
natural and social sciences in addressing climate change, as 
well as in recognizing the role and importance of proper 
communication and understanding of climate change.

Climate Change
With the increase in greenhouse gas emissions and the con-
sequent rise in global atmospheric temperatures, observable 
effects of climate change on the earth's ecosystem include 
shifts in seasons, changes in the frequency and intensity of 
weather events, increased frequency of hot days, decreased 
frequency of cold days and nights, desertification, melting 
of polar glaciers, and rising sea levels, forest fires and acid 
rains [21–23]. Along with these effects, seasonal changes 
have an impact on industries like tourism [24], building 
and transport [7, 25], food, and energy [26, 27], as well as 
habitat loss, changes in the timing of species migration, in-
creased extinction rates [28], threats to agriculture and food 
security [27], and the increased occurrence of natural disas-
ters [29, 30]. The escalating disasters, shifts in agriculture 
and water resources, along with the increasing migration 
due to these changes, have brought about the emergence of 
the climate crisis [6]. Sectors affected by climate change and 
how they are/will be affected by climate crisis are summa-
rized in Figure 1. 

This crisis necessitates urgent action, as it has particular-
ly adverse effects on the well-being of children worldwide. 
This crisis has a particularly negative impact on the well-be-
ing of children worldwide, and is generating negative pub-
lic sentiments. The eco-anxiety and climate change-related 
concerns, especially among Generation Z, is an important 
issue as it triggers new directions in environmental think-
ing and awareness. Raising awareness among all sectors of 
society to prioritize action on this issue is crucial for the 
future of the world and generations to come [31, 32]. Also, 
increasing temperatures and extreme weather conditions 
threaten food security, leading to deteriorating food quali-
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ty, difficulties in finding food for people, and consequently, 
higher food prices in the agriculture and food sector [33]. 
On the other hand, since climate change directly affects 
the ecosystem, it results in adverse effects such as harm to 
marine life [34], reduction in soil retention due to plant 
destruction by pathogens [35] and an increase in plant 
pathogens such as wheat crown rot (Fusarium spp.) due to 
drought [36], decrease in bee populations [37], and reduc-
tion in habitats for many plant and animal species. Further-
more, studies have shown that extreme weather events have 
negative effects on human physical and mental health, edu-
cation, and employment [38]. Changes in animal migration 
routes have led to an increased potential for the emergence 
of new vector-borne (such as West Nile virus [13]), water-
borne diseases (such as diarrhoeal disease [39]) and food-
borne diseases (diarrhoeal and invasive infections [40]) 
[41], and an increase in the frequency and severity of aller-
gies has been observed [42].

Adressing the Challenge of Climate Change
The impacts of climate change are deepening, transforming 
into a global crisis. In the collective effort to combat this 
crisis, the roles of governments, civil society organizations, 
and various entities are significant [43]. After the acknowl-
edgment of the reality of climate crisis at the first climate 
conference held in Geneva in 1979, the establishment of the 
Intergovernmental Panel on Climate Change in 1988, the 
acceptance of the United Nations Framework Convention 
on Climate Change in 1992 and its entry into force in 1994, 
the adoption of the Kyoto Protocol in 1997 and its entry 
into force in 2005, the acceptance of the Paris Agreement in 

2015 and its entry into force in 2016, and the signing of the 
Kigali Amendment in 2016, numerous actions have been 
undertaken by the international community to combat cli-
mate crisis [2]. The United Nations Framework Convention 
on Climate Change encourages international cooperation 
to reduce greenhouse gas emissions and adapt to climate 
change in order to prevent dangerous levels of global warm-
ing [44], while the Kyoto Protocol aims for industrialized 
countries to reduce their greenhouse gas emissions to spe-
cific levels [45], the Paris Agreement aims to limit global 
warming to below 2 °C and preferably to 1.5 °C [46], and 
the Kigali Amendment aims to reduce the production and 
use of hydrofluorocarbon greenhouse gases [47].

Many countries have recently made sustainable develop-
ment a key component of their national policies, strategies, 
and economic growth plans. Australia and Canada, for 
example, are leading countries in terms of environmental 
sustainability because they use fewer natural resources and 
capital for economic growth [48]. China, on the other hand, 
is establishing policies to support the green transformation 
of the maritime economy [49] and reduce energy expendi-
ture [50] through environmental regulations and effective 
mechanisms. In the UK, the Climate Change Act, which 
came into force in 2008, was revised in 2019, aiming to re-
duce greenhouse gas emissions to net zero [51]. Moreover, 
193 countries gathered under the framework of the United 
Nations are obliged to realize the “Sustainable Development 
Goals” such as climate action, life below water and on land, 
affordable and clean energy, and responsible consumption 
and production by 2030. When we look at these goals in 
terms of climate change, it can be said that they are viewed 

Figure 1. Sectors affected by climate crisis.



Environ Res Tec, Vol. 7, Issue. 3, pp. 457–470, September 2024460

from the perspectives of reducing carbon emissions, reduc-
ing energy consumption, and protecting biodiversity [50, 
52]. In this context, controlling or reducing greenhouse gas 
emissions, especially CO2, and monitoring the emission 
of greenhouse gases into the atmosphere have become the 
main focus of all countries [3]. While there are numerous 
research topics and climate crisis action plans within the 
realm of positive sciences aimed at reducing carbon emis-
sions, accurately understanding and communicating the 
climate crisis is also crucial for the implementation and 
success of these action plans.

Among the efforts to reduce carbon emissions today, carbon 
capture, utilization, storage, and achieving net-zero carbon 
emissions have become prominent topics [8]. Reducing the 
use of fossil fuels and chemicals, which are identified as ma-
jor contributors to carbon dioxide emissions, and prioritiz-
ing the adoption of green and sustainable technologies are 
among the crucial issues as illustrated in Figure 2.

The necessity to reduce the use of fossil fuels, due to their 
limited availability and significant environmental damage, 
is critical for both reducing greenhouse gas emissions and 
shaping energy security and climate change. Renewable 
energy sources such as solar, wind, hydroelectric, geother-
mal, wave, and biomass emerge as sustainable alternative 
energy sources. The existence of technical and economic 
challenges in renewable energy sources, leading to their 
limited adoption, represents the biggest obstacle. Howev-
er, technological advancements such as the development of 
renewable energy harvesting devices, fuel cells, and effec-
tive carbon capture methods help overcome these limita-
tions. Furthermore, there is a need for new regulations and 
policies to promote the use of renewable energy sources. 
Therefore, comprehensive and multidisciplinary efforts in 
this field have become imperative [53, 54].

For instance, research efforts have gained momentum in 
recent years on exploring the potential of end-of-pipe treat-

ments [23] such as electrochemical, thermal, biochemical, 
chemo-enzymatic, and photocatalytic methods for captur-
ing carbon from the atmosphere [55, 56], as well as devel-
oping porous materials as CO2 adsorbents [57], advancing 
liquid absorption CO2 techniques [58], alongside the uti-
lization of renewable energy sources. Also many microor-
ganisms such as plants and algae can naturally absorb CO2 
through photosynthesis, converting inorganic carbon in 
the atmosphere into organic carbon in biomass, thus con-
tributing to the production of high-value-added products 
[59, 60]. The fundamental objective of every approach is to 
guarantee a sustainable future and bequeath a clean world 
as a heritage for future generations.

The Relationship Between Communication and Climate 
Change
As atmospheric temperatures continue to rise, it becomes 
evident that the ecosystem is being affected, new diseases 
and viruses are emerging, and extreme weather events are 
becoming more frequent. In light of these developments, 
the need to address climate change, governments taking 
urgent action plans, and the necessity of societal transfor-
mation have become prominent issues that require effec-
tive communication. Although, increase in greenhouse gas 
emissions are not attributed to a single factor, but rather de-
pends on various factors such as fossil fuels [61], buildings 
[62], transportation [63] and damage to forest ecosystem. 
[64] Therefore, complex models are used to understand cli-
mate change, as it involves multiple interacting elements. 
Consequently, predicting both its potential impacts and ef-
fectively communicating them to governments and society 
can be challenging [35, 65]. In this context, climate change 
communication has emerged as a major field of research 
and is becoming increasingly important in adopting and 
implementing a sustainable approach to combat climate 
change by reducing greenhouse gas emissions and the im-
pacts of climate change [18].
Communication plays a critical role in accurately convey-
ing climate change and its effects, using language-appropri-
ate communication in transmission, and ensuring proper 
understanding by society. The term language-appropriate 
communication as defined here can be summarized as 
accepting, nonjudgmental, empathic, providing personal 
support, feeling adequacy and turning technical scientif-
ic concepts into understandable discussions [66, 67]. The 
language used in communication appears both as a barri-
er and a facilitator in understanding global warming and 
climate change. Before creating awareness in the public 
for societal transformation regarding the significance of 
climate change, it is crucial for communication tools con-
veying them to understand the objectives of climate change 
correctly and to be influenced correctly by communication 
tools, which is associated with the power of language used. 
At this point, scientists have a significant role to play be-
cause using informal language will not evoke the expect-
ed impact on the public. In this context, collective efforts 
and statements from scientists, official meetings and or-
ganizations, and climate change conferences will be more 

Figure 2. Green technology for CO2 emissions.
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effective in creating awareness among both governments 
and the public than individual statements [68]. Scientists 
should emphasize that climate change does not have a sin-
gle solution and is influenced by many factors, using realis-
tic data and engaging language. It is crucial for scientists to 
communicate the environmental and human consequences 
of climate change clearly and effectively, while also using 
frameworks and metaphors that effectively communicate 
with a wide range of expertise and stakeholders, maintain-
ing a positive and inspiring communication approach [69]. 
Hence, it is important to have synchronized endeavors be-
tween scientists, journalists and social scientists [70].

The relationship between communication and climate 
change extends beyond language use to encompass its 
impact on governments, raising awareness in society, and 
scientific communication. Moreover, it extends to crisis 
management and emergency planning prompted by climate 
change. Crisis management in the face of climate change 
can be delineated into three stages: pre-crisis, crisis, and 
post-crisis, given the lengthy and complex nature of the 
process [71]. Public awareness initiatives, identification 
of potential emergencies, formulation of climate change 
policies, and enhanced communication among scientists, 
governments, the public, and civil society organizations all 
contribute to crisis preparedness. Additionally, organizing 
training initiatives, workshops, and outreach events to in-
form and empower individuals for action in their daily lives 
is essential [72]. Clear communication of the crisis by rele-
vant institutions and organizations during a crisis, coupled 
with the prompt and effective transmission of solutions, 
serves to minimize its impact. The importance of an orga-
nization's communication with its external environment 
becomes particularly evident during times of crisis [73, 74]. 
Similar importance of accurate information flow, public 
awareness, and collective action in crisis management has 
been demonstrated during the COVID-19 pandemic [75].

After the first climate conference held in Geneva in 1979, 
climate change communication began to appear in various 
communication channels such as newspapers, televisions 
and journals [2, 76]. Due to the trust instilled by the news 
media and journals in the public, climate journalism has 
been important tools in conveying the impacts of climate 
change. While trust in these media outlets persists in many 
countries, changes in the media ecosystem, as well as eco-
nomic and working conditions, have led to challenges for 
reporters and journalists, and their numbers are decreas-
ing, paving the way for this change [70, 76]. In recent years, 
with advancements in technology, the more frequent use 
of visual depictions, various campaigns and the sdesire to 
reach more target audiences have been conducted using 
social media platforms such as forums, Instagram, X, and 
Facebook, as well as online channels, to raise awareness 
about climate change [77, 78]. Alongside these social me-
dia tools, climate information websites on systemic climate 
risks are playing an increasingly important role in climate 
change communication [79]. The main difference between 
news channels and social media lies in the fact that news 

sources focus on climate policy action and the consequenc-
es of climate change, while social media addresses social 
justice issues surrounding climate change [80]. Mavrodieva 
et al. [81] reported in their study that social media has an 
impact on changing public perceptions and can influence 
the public's political decision-making process. However, it 
is important to note that the causal relationship between 
the messages in social media posts and news articles and 
the public's awareness and intention to participate in cli-
mate strike discussions should be examined. This is because 
while social media can have a positive impact on promot-
ing awareness, social debate on climate change, and rais-
ing communication between scientists, the use of bots and 
unrealistic sharing may also lead to backlash, making it an 
issue that academics need to research and focus on [76].

Another approach is related to the protest images that are 
circulated on social media and attract a lot of attention. 
While such images may have a positive effect on conscious 
people, they may trigger skepticism, an 'us versus them' 
approach, and discrimination in others [77]. In contrast, 
games serve as an additional means of communication for 
promoting social change. By engaging individuals in vari-
ous interactive experiences, games can effectively enhance 
empathy, alleviate skepticism towards scientific knowledge, 
improve problem-solving abilities, particularly in scientific 
domains, through the cultivation of critical thinking skills, 
and encourage environmental protection [82, 83]. The Fu-
ture Delta game, created to focus on sustainability and cli-
mate change, stands as one of the prime examples in this 
domain. Players assume the role of a leader of a community 
residing in a delta region, making decisions and developing 
strategies to tackle the climate crisis. Throughout the game, 
players are provided with visualizations of climate change 
effects such as rising sea levels and erosion, along with in-
formation on topics like renewable energy, thereby raising 
awareness among players about these issues [84]. Future 
Delta and others like it (e.g. Fate of the World and Anno 
2070 [85]) allow children to have fun visualizing the climate 
crisis, learning about environmental sustainability and cli-
mate change, and developing environmental awareness and 
behavioral change.

One of the communication methods in combating cli-
mate change can be demonstrated through education and 
educational programs, and the necessity of initiating sus-
tainability, environmental, and climate change education, 
especially in early childhood years, is inevitable. The im-
portance of early climate change education, the integration 
of sustainability education into formal education, and pre-
paring students for climate change were emphasized at the 
UNESCO Education for Sustainable Development vision 
[86], The Early Years Learning Framework for Australia 
[87], and the 28th annual United Nations (UN) Conference 
of the Parties (COP 28) held in Dubai in December 2023. 
[88] The growing recognition and regulations surround-
ing climate change in relation to children may be attribut-
ed to the understanding that the education and teachings 
received during childhood significantly influence their 
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long-term behavior and attitudes towards the environment. 
[89] Additionally, children are viewed as potential leaders 
of change in the future [90]. The importance of integrat-
ing communication strategies such as immersion in nature, 
providing sensory and emotional education, localization, 
and visualization into education programs for children and 
youth has been proven in studies [91–93]. Furthermore, the 
significance of conducting these education programs in an 
integrated manner with families and communities has also 
been demonstrated [94].

Communication Strategies for Raising Awareness About 
Climate Change
Climate change communication strategies are crucial for 
raising awareness of the climate crisis, mobilizing action to 
mitigate its effects, encouraging participation, and ensur-
ing long-term impact. Therefore, scientists in various fields 
continue to work on accurately explaining, conveying, and 
understanding global warming and climate change. For 
instance, scientists have performed an experiment on the 
environmental risks of climate change with CLIMEX [95], 
an experiment on insect distribution in response to climate 
change based on modeling [96] and bioclimatic distribu-
tion modeling, drawing on fields such as environment, 
nature, and geography [14]. Scientists also draw on fields 
such as psychology [97] and sociology [98] to examine the 
impact of the climate crisis on people and societies, percep-
tions, and attitudes.
One of the requirements for using a multidisciplinary ap-
proach in climate change communication strategies is that 
it is a crisis that concerns every segment of society, from 
children to the elderly. Since attitudes and behaviors to-
wards climate change, such as energy consumption, vary 
depending on age, individuals need to share information 
about sustainability and climate change with each other 
and learn to address issues in a discussion environment 
[99]. Youth and adults have the potential to create global 
resonance with their awareness and impact in the field of 
climate change. Examples such as the United Nations host-
ing the 'Youth Climate Summit' in 2019 [100], where young 
climate advocates aged 18-30 discussed ways to fulfill the 
Paris Agreement commitments, the Climate Smart Agricul-
ture Youth Network in Africa educating young farmers and 
agricultural experts on combating climate change [101], 
Greta Thunberg initiating the 'school strike for climate' 
in front of the Swedish parliament in 2018 [102], and the 
school strikes and Fridays for Future movement worldwide 
since 2018 are prominent illustrations [103]. These exam-
ples demonstrate that adults play roles in policy-making 
and leadership positions, while young people engage in ed-
ucation, awareness-raising, activism, and innovative solu-
tions in the fight against climate change. The elderly may 
face certain mental and physical health issues related to 
climate change, leading them to contemplate the struggles 
of younger generations and consider adopting certain cli-
mate crisis action plans aligned with specific political views, 
shaping their roles in this challenge [104]. A study conduct-
ed in the United States in 2018 [105], revealed that while 

the elderly population tends to be more sensitive to global 
challenges, the opposite is observed when it comes to issues 
such as climate change, renewable energy, and environmen-
tal policies. This may stem from the lack of inclusion of the 
elderly in climate change policies, their limited access to in-
formation about climate change, and the absence of a sense 
of responsibility in the fight against it.
At the core of these communication strategies lies the trans-
mission of accurate scientific knowledge and data because 
the primary goal should be to build trust in the public. Sub-
sequently, different strategies are proposed for how climate 
change will be presented and what impression will be creat-
ed among the public, accelerating the process of adapting to 
climate change, and developing action-oriented plans. Fun-
damentally, climate change communication strategies in-
volve using various digital and traditional sources to create 
mass awareness, strengthening the public's empathy, local-
izing and storytelling to enable individuals to relate climate 
change to their own lives, using various visualization tech-
niques to provide more concrete and understandable infor-
mation, and emphasizing hope and opportunity in com-
munication and transmission. While implementing these 
communication strategies, coordination among scientists, 
civil society organizations, and governments is necessary.

Localization
Climate change is considered an urgent international crisis 
affecting the entire world; however, due to its impacts on 
specific communities and environments, it is also regard-
ed as a national and local issue [84]. In the initial aware-
ness campaigns regarding climate change, communication 
techniques such as emphasizing psychologically distant and 
continuously unseen effects like glacier melting and omit-
ting details in explaining the effects of climate change have 
failed to resonate with society. When individuals do not 
personally witness the tangible effects of climate change, 
they may not perceive themselves as being threatened, thus 
they may not change their behavior [106]. Studies indicate 
that despite living in regions with higher exposure to the 
effects of climate change, individuals do not change their 
behavior without experiencing personal damage [107]. For 
example, Sloggy et al. [30]. reported that in order to in-
crease the proportion of individuals supporting policies to 
reduce greenhouse gas emissions by one percent, more than 
one hurricane would have to hit the region where those in-
dividuals live. Therefore, it is crucial that communication 
strategies emphasize the immediate and tangible impacts of 
climate change that individuals can relate to their daily lives 
before they experience the disaster. By making the impacts 
of climate change more relevant and personal, assessing 
them from the audience's perspective, with end-users as the 
audience, people are more likely to take action to reduce 
their impact [108]. For instance, stating “Acid rain harms 
crops” may not prompt behavioral change, whereas stating 
"Following acid rain in Izmir as a consequence of climate 
change, cases of nutrient imbalance and aluminum poison-
ing were observed in individuals consuming affected crops" 
could evoke behavioral change. This behavioral change can 
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be ascribed to the adoption of appropriate, concrete, and 
localized language in communication. Similarly, Waters et 
al. [106] observed that climate crisis messages centered in 
Great Britain were more effective than general climate crisis 
messages without specific place/region names and increased 
the public's inclination towards behaviors to reduce energy 
consumption. Hence, when discussing climate change, it is 
imperative to emphasize the observable and immediate ef-
fects of climate change that will shape individuals' actions 
and to take into account the cultural and socio-economic 
background of the intended audience [109].

Visualization
Climate visualization is an effective tool for understanding 
and concretizing the complex models and abstract effects 
of climate change. The use of visual coding techniques such 
as color, shape, and location is crucial for making climate 
change-related data understandable to governments and the 
public [110]. Alongside visualizing data, integrating various 
communication methods such as linguistic text, sound, and 
music will further strengthen this strategy [111]. Compre-
hensive reviews in the literature have shown that visualizing 
the effects of climate change through climate visualization 
tools is more effective and efficient for both the public and 
governments, enhancing communication between scien-
tists and stakeholders [112].
The communication strategy utilized to raise awareness 
about climate change is recommended to be integrated 
with localization, as it has been observed over time that 
the use of iconic figures such as polar bears, glaciers, and 
penguins in climate change iconography leads to the per-
ception of climate change crisis as both temporally and 
spatially distant and of low risk among the Public [84, 
113]. For instance, Richards et al. [109] facilitated the ex-
amination of the street-level impacts of rising waters while 
providing sea level rise data using an interactive sea lev-
el rise viewer, a map-based visualization tool. This aimed 
to raise awareness among the public by employing both 
visualization and localization strategies. Through various 
studies utilizing interactive sea level rise viewers, com-
munication with society about social and ecological risks 
through localization and visualization of climate change 
impacts, transitioning society to a different level of under-
standing and communication regarding climate change, 
and evaluating approaches for identifying future risks and 
creating emergency plans are being assessed [114, 115]. 
Similarly, Glaas et al. [113] have demonstrated that the vi-
sualization of risk maps and the presentation of adaptation 
measures for local regions using the web-based VisAdapt™ 
visualization tool effectively emphasize the impacts of cli-
mate change and accelerate the adaptation process by in-
fluencing individual behaviors through visualizing weath-
er risks. Besides, artistic knowledge visualizations such 
as news photographs, art visuals, and cartoons can also 
be utilized as tools for visualizing climate change along-
side data, maps, and visualization techniques. However, 
compared to other visualization tools, the impact of this 
method is less significant due to artists' freedom in data 

focus and artistic style choices, but it can still be effective 
in enhancing public understanding and clarity about cli-
mate change when integrated with other methods [116]. 
This is because it allows the community to perceive cli-
mate change from a different perspective beyond scientific 
explanations in art pieces; however, the excessive emphasis 
on climate change in artworks may appear distant and ab-
stract to observers, leading them to encounter exaggerated 
and negative expressions directly [117].

Storytelling
Providing accurate and reliable information about cli-
mate change through education, conferences, and semi-
nars, while effective, is not sufficient to induce behavioral 
change in people [118]. In this regard, storytelling comes 
into play to enhance the society's empathy, raise awareness 
about climate change, and expedite the process of climate 
change adaptation, which differs from more quantitative, 
measurable, and generalizable data formats [119]. This 
strategy, by combining science and effective communica-
tion strategies, can be an effective method to break down 
the barriers between science and the public. Studies have 
shown that storytelling can assist in reaching politicians 
and individuals from the public and making science com-
munication more effective. The underlying reason is that 
real-life stories and case studies about climate change can 
create an emotional connection in the public, engage our 
imagination, and develop sensitivity towards targeted be-
haviors aimed at reducing the effects of climate change [19, 
120]. Additionally, storytelling aims to increase people's 
access to data, enhance data reading and comprehension, 
and reduce readers' attention deficits [121]. In an exper-
imental study [122], the effects of a personal radio story 
narrating the impact of climate change on beloved places 
of a North Carolina athlete were investigated on moderate 
and conservative individuals. As a result, it was found that 
storytelling had positive effects on global warming beliefs 
and risk perceptions, indicating the usefulness of structur-
ing climate change communications designed to motivate 
different audiences in the form of stories. Additionally, 
these effects were mediated by emotional responses such 
as concern and compassion [122, 123].
Since the main sources in climate change storytelling are 
articles, surveys, models, and various data analyses, the in-
evitable need for collaboration between scientists and the 
art of storytelling arises. This is because conveying the story 
accurately and effectively is as important as communicating 
science, selecting which information to convey, and man-
aging uncertainty. However, making climate change data, 
graphics, models, and scientific language understandable to 
the public can prevent misinformation in both the media 
and institutions. In this context, leveraging folklore can be 
seen as a sensible approach [19, 121]. Particularly, the use 
of folkloric elements, creating a plot, employing motifs, and 
better defining actors and settings can trigger empathy and 
the instinct to take action among the public [119]. Using 
narrative style and content for climate change storytelling 
involves defining the target audience, conveying the prob-
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lem, its causes, and context specifically and timely, adopting 
an action perspective, utilizing folkloric features, selecting 
characters with whom the reader can relate, preferring pos-
itive and inspirational communication language, ensuring 
that risks and human factors are relevant to the topic, and 
including policy solutions. Instead of providing instruc-
tions, climate storytelling should assist individuals in un-
covering ways to take action [17, 124].

Positive and Inspirational Communication
Since emotions are intertwined with cognitive and moti-
vational processes, the process of perceiving information, 
making decisions, and changing behavior is influenced by 
emotions. Similarly, behavior change targeted at climate 
change can also be guided by emotions [125]. It has been 
observed that even inadvertently triggering emotional 
states unrelated to climate change can affect policies aimed 
at reducing the effects of climate change [126]. The im-
portance of positive emotions is particularly noticeable in 
the process of decision-making, behavior change, and the 
generation of action-oriented solutions related to climate 
change [127]. These positive emotions can also be fostered 
by creating hopeful messages about climate change, which 
enhances persuasive impact on society and encourages 
people to participate in climate change actions. Badullovich 
et al. [128] demonstrated through their experiment that 
certain emotions, particularly hope, serve as a fundamental 
tool between attitudes towards climate change policies and 
advocacy. Additionally, the positive emotions experienced 
by society as it begins to take action on climate change can 
promote participation in climate change actions [127]. Be-
havior change in climate change is not only important for 
adults but also for children, and it is crucial to consider that 
this education should begin in childhood, as it can influence 
behavior patterns both at this age and in later years. Baker 
et al. [129] have emphasized the importance of children's 
climate change education being inspirational, accepting of 
emotions, and proactive.
Nevertheless, the media language regarding climate 
change often emphasizes dramatic events and creates 
a sense of hopelessness. This can undermine interest in 
the issue of climate change and distance people from its 
problems and solutions [130]. However, some research 
suggests that emotions such as pride, fear, and guilt 
sometimes trigger climate change action, although the 
connections between emotions and outcomes are com-
plex [131]. In some cases, negative emotions have been 
found to trigger a correct perception of climate change 
risks and prompt action, while in other cases, the feeling 
of fear may have the opposite effect. Similarly, the feeling 
of hope has been found to trigger action in some cases but 
may reduce the perception of risk in others [132, 133]. 
In this regard, it is important to strike a balance between 
generating both positive and negative emotions, avoiding 
the suppression of any emotion, and focusing on hopeful 
solutions to overcome problems while also acknowledg-
ing the importance of avoiding unrealistic or overly opti-
mistic perspectives. Additionally, integrating neurophysi-

ological approaches to understand how emotional climate 
messages influence human emotion and decision-making 
processes presents a new research avenue [125].

CONCLUSION

Climate change is the long-term alteration of climate con-
ditions on Earth, primarily associated with the increase in 
greenhouse gases in the atmosphere, which are mostly hu-
man-induced. Due to the acceleration and intensification of 
the adverse effects caused by climate change in various sec-
tors such as health, agriculture, environment, and tourism, 
the entire world is facing the threat of a climate crisis. De-
spite the intensive efforts of scientists, including carbon cap-
ture, industrial adaptation, and the use of renewable energy 
sources, in the fight against climate change, the importance 
of a multidisciplinary approach is inevitable. In the field of 
social sciences, the role of communication and different 
communication strategies is crucial because accurately con-
veying climate change, which involves complex and scientif-
ic language, to diverse communities and governments can 
be challenging. At this point, the public should both correct-
ly understand climate change and the climate crisis, com-
munities should be empowered, and long-term behavioral 
changes towards combating climate change and attitudes to-
wards the environment should be instilled in the public. For 
this, communication strategies such as localization, visual-
ization, storytelling, and the collective use of positive and 
inspirational language are highly valuable. Communication 
strategies in climate change have the following objectives: to 
inform society accurately, to raise awareness about climate 
change, and to make behavioral change towards sustain-
ability goals permanent in society. This would be possible 
through the realization and development of various strategy 
studies for all segments of society, including cultures, lan-
guages, genders, and age groups.

In the future, the importance of multidisciplinary studies 
on climate change will continue to grow. Accessing reliable 
and accurate information from scientists, along with the 
importance of reducing the effects of climate change and 
directing strategies correctly, will make it increasingly criti-
cal to communicate and convey these to governments, civil 
society organizations, and the public. As messages about 
climate change can reach broader audiences through tech-
nological advancements and the prevalence of social media, 
there will be a greater need to access more information and 
current news. Establishing correct communication strate-
gies can lead to action-oriented results regarding climate 
change and foster social and environmental awareness. 
This situation will require collaboration between the media, 
scientists, and communication experts to develop effective 
communication strategies. In the future, climate change 
communication will not only be limited to information 
dissemination but will also focus on creating powerful nar-
ratives that connect people emotionally to climate change 
and encourage them to take action, utilizing integrated and 
balanced communication strategies.
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ABSTRACT

Groundwater serves as a vital water source for a significant population in the Gujarat region of 
India. However, substantial contamination from heavy metals, pose a serious threat to human 
health through various pathways, including drinking water. The rapid industrial and agricultural 
growth in recent years has exacerbated heavy metal pollution in the state. This study focuses on 
assessing the heavy metal contamination in the groundwater of Gujarat using the Heavy Met-
al Pollution Index (HPI). The research covers the entire state, considering its diverse physical, 
climatic, topographical, and geographical conditions. The HPI scores obtained from individual 
studies highlight the extent of pollution caused by heavy metals. The overall findings underscore 
the severe problem of heavy metal contamination in Gujarat's groundwater and the associated 
health risks. Various other pollution indicators, including the Heavy Metal Evaluation Index, 
Degree of Contamination, Metal Index, and Water Pollution Index are discussed as tools to assess 
contamination levels. These indices compare concentrations of different heavy metals with estab-
lished limits to determine the pollution level. The goal is to provide valuable insights for investors 
and policymakers in formulating strategies to manage and reduce heavy metal contamination 
across the state. Additionally, the paper explores effective, environmentally friendly, and econom-
ically viable treatment techniques to remove heavy metals from aquatic systems, safeguarding the 
environment. By employing pollution indicators and remedial actions, this study aims to guide 
efforts in mitigating the impact of heavy metal contamination in the groundwater of Gujarat.

Cite this article as: Chaudhari M, Chotaliya R, Ali GH, Pandya A, Shrivastav P. Assessment 
of heavy metal contamination in the groundwater of Gujarat, India using the Heavy Metal 
Pollution Index. Environ Res Tec 2024;7(3)471–488.

INTRODUCTION

The quality and accessibility of water sources are crucial for 
the survival of all living organisms, including humans, and 
the well-being of the environment. However, these invalu-
able resources are susceptible to contamination by both or-
ganic and inorganic pollutants, compromising water purity 
and its suitability for sustaining life [1, 2]. In India, a signif-
icant portion of the population relies on groundwater for 
daily needs, with approximately one-third of the country's 
groundwater being unsuitable for human consumption [3].

Groundwater pollution, particularly from heavy metals, 
stands as a critical environmental challenge due to the high-
ly toxic nature of these contaminants, even at low concen-
trations. The word "heavy metal" refers to a broad category 
of metals and metalloids having an atomic density of more 
than 4,000 kg/m3, or five times that of water [4]. These ele-
ments exist in water in various forms, including colloidal, 
particulate, and dispersed segments, with their presence be-
ing either natural or anthropogenic [5]. Cu, Cd, Zn, Pb, Hg, 
As, Ag, Cr, Fe and Pt are some examples of heavy metals. The 
human body can be exposed to these toxic elements through 
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multiple pathways, such as direct ingestion, dermal contact, 
inhalation, and oral ingestion, with drinking water serving 
as a primary source for the entry of heavy metals into the 
human body [3, 6]. The introduction of these toxic elements 
into water sources occurs regularly from both natural and 
human-induced sources. In numerous locations globally, 
the levels of Cr, Mn, Fe, Co, Ni, As, and Cd in surface water 
exceed permissible values for drinking water, raising wide-
spread concerns. Heavy metals do not break down easily, 
leading to bioaccumulation in organisms over time. Their 
persistent nature, coupled with biomagnification, can have 
detrimental effects on various organisms. Many heavy metal 
ions are known carcinogens and pose risks to organs such as 
the respiratory system, urinary tract, liver, prostate, stom-
ach, digestive system, skin, as well as contributing to neuro-
degenerative conditions like Alzheimer and Parkinson [7].
Gujarat exhibits distinctive geographical features and con-
siderable variability in annual rainfall. The rocky terrain and 
coastal areas render three-fourths of the state unsuitable for 
groundwater extraction. Additionally, historical instances of 
droughts have been prevalent due to limited surface water 
availability. The state encounters unpredictable and uneven 
rainfall patterns, leading to disparities in water distribution 
across regions. Despite having only 5% of the nation's pop-
ulation, Gujarat possesses merely 2% of the country's water 
resources [8]. Notably, both the industrial and agricultural 
sectors in Gujarat have undergone rapid expansion. How-
ever, the surge in heavy metal pollution poses significant 
risks to public health, with policymakers yet to address this 
pressing environmental concern. Although there is a lack 
of comprehensive scientific investigations into heavy metal 
contamination in the groundwater of Gujarat, several stud-
ies have assessed the groundwater quality for heavy metals 
across multiple regions in the state [9–12].
This study aimed to assess the groundwater quality in Guja-
rat, focusing on the presence of heavy metal contamination. 
The research outlines the primary sources of heavy metals 
in water and discusses their potential impacts on human 
health. Additionally, the study explores various methods 
for eliminating heavy metals from water. Consequently, the 
review provides evidence regarding the prevalence of heavy 
metals in the groundwater of Gujarat and its implications 
for safeguarding human health.

MATERIALS AND METHODS

Data Collection
We identified 14 research articles, conference papers, and 
scientific studies focusing on surface and groundwater bod-
ies in Gujarat, India, spanning from 2007 to 2024. These 
publications are accessible through Web of Science, Science 
Direct, Google Scholar, ResearchGate, and PubMed. Our 
search targeted terms like "heavy metals pollution," "sur-
face water," "groundwater," "pollution index," and "Gujarat," 
as these platforms primarily utilize English for broader in-
ternational dissemination. We did not include some local 
databases or publications that solely report heavy metal 
concentration levels without additional applications.

Study Area
The Indian state of Gujarat (1,96,024 km2) is situated between 
the longitudes of 68° 10' 00" and 74° 28' 00" in the east and 
the latitudes of 20° 06' 00" to 24° 42' 00" in the north. Gujarat 
has the longest coastline in the country, spanning approxi-
mately 1600 km from Daman in the south to Lakhpat in the 
north, surpassing all other states in India. The state of Gujarat 
opens international borders in the northwest with Pakistan as 
well as shared borders with the states of Rajasthan, Madhya 
Pradesh, and Maharashtra. The Union territory of Daman & 
Diu covers 106 km2 area which is included in Gujarat. Differ-
ent regions of the state exhibit distinct groundwater condi-
tions because of diverse physiography, climate, topography, 
and geology. Groundwater presence and movement are in-
fluenced by a range of rock formations with varying compo-
sitions and structures, spanning from the Archean to Recent 
eras. Similarly, the landforms vary, encompassing hilly tracts, 
uplands in Kachchh and Saurashtra, alluvial plains from Ban-
askantha in the north to Valsad in the south, low-lying coastal 
areas surrounding the uplands of Kachchh and Saurashtra, 
and marshy to saline areas like the Rann of Kachchh and Lit-
tle Rann of Kachchh. The climate across the state also exhibits 
diversity, transitioning from a humid climate in the south to 
sub-humid in the centre and further to semi-arid and arid 
conditions in the north and west. Due to insufficient and un-
predictable rainfall, droughts are a frequent occurrence in the 
northern Gujarat, Saurashtra, and Kachchh regions [13, 14]. 
Figure 1 shows the regions studied up till now for heavy metal 
ion pollution in the state of Gujarat.

Hydro-Geological Setup of Study Area
According to geological formation, Gujarat offers a diverse 
range of rock types with varying ages, ranging from uncon-
solidated alluvial and sandy gravel that is only a few thousand 
years old in the central and western parts of the state to 2500 
million years old in the north-eastern region. The state con-
tains metamorphic rocks, igneous rocks, and sedimentary 
rocks of every type. Gujarat's geology is made up of younger 
rocks from the Mesozoic (Jurassic and Cretaceous), Tertia-
ry, and Quaternary deposited over a Precambrian basement. 
However, there are no rocks from the Palaeozoic era. Deccan 
basalt covers the majority of Saurashtra, a small portion of 
Kachchh, and the majority of South Gujarat, with numer-
ous locations having stepping in Cretaceous and Tertiary 
rocks [13]. Different groundwater conditions have emerged 
in the state because of the state's varied topography. Gneiss-
es, schists, phyllites, intrusive, medium- to coarse-grained 
sandstones, basalts, and recent alluvium are among the rock 
formations with ages ranging from the Archaean to the re-
cent. There is not much groundwater potential in the high 
relief area in the eastern and north-eastern part occupied by 
the Archaean and Deccan Trap due to the steep gradient that 
allows for high runoff. The yield of wells in these formations 
ranges from 5 to 10 m3/h, while that of wells tapping quater-
nary alluvium in the Cambay basin ranges from 75 to 150 
m3/h and that of sandstones from 50 to 170 m3/h. Due to 
excessive withdrawal, the top aquifer among the five main 
ones in alluvial sediments has begun to dry up. Almost the 
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entire Saurashtra and Kachchh areas are covered in a variety 
of hard and fissured formations that include basalt and con-
solidated sedimentary formations in addition to semi con-
solidated sediments, improving the low-lying coastal zones. 
Both the irregular aquifers created by the compact and fis-
sured rocks and the aquifer created by the friable semi-con-
solidated sandstone have a moderate yield potential [14].

Sources of Heavy Metals in Groundwater
Contamination with heavy metals in water sources is now rec-
ognised as a major worldwide threat to the environment, en-
dangering aquatic ecosystems as well as human wellness. Due 
to industrialization, climate change, and urbanisation, pollu-
tion from heavy metals in water bodies is on the rise. Mining 
waste, landfill leachates, municipal and industrial wastewa-
ter, urban runoff, and natural occurrences such as eruptions 
of volcanoes, weathering, and rock abrasion are all pollution 
sources [15]. Heavy metals can be identified in organic matri-
ces in different forms, including hydroxides, oxides, sulphides, 
sulphates, phosphates, silicates, and carbonates. They come 
from both anthropogenic and natural sources [16].

Natural Sources
The concentration of ions in groundwater and its quali-
ty are influenced by natural factors such as local geology, 
weathering rates, rock-water interactions during recharge, 
and groundwater flow characteristics [17, 18]. Volcanic 

eruptions, a natural occurrence, release particles and ash 
into the atmosphere, often containing heavy metals. These 
metals can be washed into the environment during rain 
and transported over distances. Volcanic ash, a byproduct 
of eruptions, contains impurities like Pb, Zn, Cu, Cd, Cr, 
Fe, and Al [16]. While geogenic sources typically have low-
er heavy metal concentrations within the acceptable ranges 
set by local or international protecting environment agen-
cies, the collision of volcanic rocks with water is a geogenic 
source of metals like As, B, Fe, Pb, Zn, and Cu [18]. Heavy 
metals can manifest in various forms like sulphates, hy-
droxides, oxides, sulphides, phosphates, and silicates [19].

Dissolved ions in groundwater and surface water primar-
ily come from the weathering and dissolution of silicate, 
carbonate, sulphide minerals, and evaporates [18, 20]. The 
speed of mineral weathering is influenced by factors such 
as climate and chemical composition, with silicates and car-
bonates generally reacting more slowly than sulphides [18, 
21]. Soils with significant heavy metal content may have 
natural sources from the weathering of the bedrock beneath 
them. Heavy metals can be obtained from rocks as minerals, 
appearing as ores in different chemical states, including sul-
phides and oxides [6]. Mining and ore processing contribute 
to heavy metal presence in surface water through water-in-
tensive ore processing and potential contamination from 
mine effluent discharges and waste rock reservoirs [22]. 

Figure 1. Map showing the regions studied for heavy metal ion pollution in the state of Gujarat.
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The connection between surface water and groundwater 
poses a risk of groundwater pollution, as chemicals from 
sewage and ores can travel through soil fragments via grav-
itational processes and end up in groundwater [23].

Anthropogenic Sources
Numerous human activities contribute to the introduction 
of heavy metals into the environment. The main anthropo-
genic activities include the production and transportation 
of energy sources, manufacturing of microelectronic de-
vices, waste disposal, and metallurgical processes such as 
mining, smelting, and metal finishing. Additionally, heavy 
metals from fertilizers, livestock waste, and pesticides are 
commonly utilized in agricultural practices. The details of 
these anthropogenic sources are elaborated below.

Mining and Mineral Exploration
Mining stands out as one of the most perilous human en-
deavours globally, despite its numerous societal benefits. The 
various stages of mineral extraction, such as grinding, con-
centrating ores, and disposing of residues, along with mine 
and mill water runoff, contribute significantly to soil pollu-
tion [24]. Ore deposits often contain metals in low concen-
trations, leading to the generation of substantial amounts of 
waste rock during extraction. These waste rocks retain heavy 
metal residues from the ore-bearing rock and are typically 
deposited in mine tailings or rock spoils. In cases involving 
pyrite, exposure to oxidizing environmental conditions in 
the tailings can result in the formation of acid mine drain-
age, mobilizing heavy metals due to the acidic conditions. 
The disposal of waste rock in tailings or rock spoils can lead 
to the leaching of heavy metals, posing environmental and 
health risks through water consumption, respiration, and 
the consumption of crops grown in soils influenced by irri-
gation with contaminated water [25]. Additionally, mineral 
processing activities, including leaching from ore and tail-
ings stockpiles, as well as extraction methods that involve 
size reduction, can intensify heavy metal contamination by 
increasing the contact area for mass conversion [26].

Agricultural Route
Agricultural activities have been identified as a significant 
contributor to groundwater pollution, primarily due to 
the use of pesticides and fertilizers that release substantial 
amounts of chemicals into water bodies. Farmers rely on 
fertilizers and manures to enhance productivity and meet 
the growing demand for food caused by the increasing 
global population [22, 27]. Chemical elements like nitrate, 
phosphate, and potassium from fertilizers can persist in the 
Earth's crust for extended periods, posing a risk of water 
contamination through runoff and soil erosion. This nu-
trient influx into water bodies not only jeopardizes water 
quality for drinking but also has ecological consequences, 
impacting both groundwater and surface water ecosys-
tems [22, 28]. Modern crop varieties heavily depend on 
agrochemicals, contributing to the frequent use of these 
substances by farmers. Agrochemicals, including fertilizers 
and pesticides, often contain various heavy metals and met-

alloids such as Cu, Co, Cr, Mo, Sr, Ti, V, Mn, Fe, Ni, Zn, Cd, 
Pb, Hg, Ba, Sc, and As [29]. Despite the significant role pes-
ticides play in global agricultural production, their adverse 
effects have gained more attention. The use of pesticides 
has been steadily increasing, with an annual usage of 2.3 
million metric tonnes. Some widely used pesticides contain 
high concentrations of heavy metals, including Cu, Hg, Mn, 
Pb, and Zn, along with hazardous organophosphate and or-
ganochlorine compounds like DDT, lindane, endosulfan, 
and chlordane [29, 30]. Furthermore, animal manure has 
been identified as another source of heavy metals (Cu, Zn, 
and Cd) and metalloids (As) in varying concentrations. 
These contaminants can accumulate in surface soils over 
time due to the prolonged use of animal manure, leading 
to runoff and leaching that contaminate water sources [29].

Industrial Activities
Gujarat boasts one of the fastest-growing economies in 
India and holds the fourth-highest GDP in the country. 
However, it has emerged as a source of environmental 
concern due to the proliferation of industries in recent de-
cades [12]. Several industrial processes, such as petro-coal 
combustion, waste disposal, effluent streams, and waste-
water irrigation, contribute to the release of heavy metals 
into the environment. This has led to an increase in heavy 
metal levels in waterways, causing soil and sediment con-
tamination with detrimental effects on the ecosystem and 
irreversible damage to nature [31]. The combustion of fossil 
fuels, especially in coal-burning power plants for electricity 
generation, significantly influences heavy metal emissions 
in the environment. Only a third of fly ash, a by-product of 
coal combustion, is recycled, while the rest is used in vari-
ous industrial applications. The composition of parent coal, 
combustion conditions, efficiency of emission control de-
vices, by-product storage, handling, and climate all impact 
heavy metal emissions [25]. Notably, heavy metals like As, 
Cd, Mo, Se, and Zn exhibit significant mobility due to nat-
ural weathering of coal residues. Coal fly ash has garnered 
attention for its high levels of heavy metals and metalloids, 
such as Cd, Cr, Cu, Ni, Mo, Pb, Se, Zn, and As, making it a 
concern for soil and water contamination [29, 32]. Urban, 
peri-urban, and rural areas contribute to heavy metal emis-
sions through manufacturing processes, domestic septic 
tanks, vehicle leaks, and exhaust emissions. Specifically, ur-
ban areas face heavy metal emissions from moving vehicles, 
petrol spills, and light industries [33].
Improper wastewater management in sewage treatment 
plants leads to the release of organic contaminants, thus 
contaminating groundwater. Sewage sludge, rich in organ-
ic pollutants like triclosan and aromatics, poses a threat to 
groundwater when improperly managed. Industries, such 
as wood and pharmaceuticals, release chlorophenols into 
the environment without adequate treatment, adding to 
pollution concerns. These chlorophenols, characterized 
by high chlorination levels, join alkylphenols (APs), vola-
tile organic compounds (VOCs), and polycyclic aromatic 
hydrocarbons (PAHs) in industrial wastewater [34]. Roads 
and automobiles, among other sectors, contribute signifi-
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cantly to heavy metal pollution. Particulate matter in traffic 
emissions contains heavy metals like Pb, Cd and As, ampli-
fying the adverse effects on the environment [35].

Circulation and Distribution of Heavy Metals in 
Groundwater
Contaminants introduced into the groundwater system can 
spread through various mechanisms, namely advection, 
dispersion, and retardation, influenced by environmental 
factors and the characteristics of the contaminants. Advec-
tion refers to the movement of contaminants at the average 
groundwater flow rate, determined by effective flow velocities 
calculated using aquifer properties and hydraulic gradients 
[22, 36]. Effective flow velocities are calculated using the bulk 
characteristics of aquifer structures and the mean hydraulic 
gradient that induces the flow. This method overlooks pollut-
ant behaviour, such as solubility, impacting the flow rate mea-
sured by advection. Dispersion involves the movement and 
distribution of dissolved pollutants due to groundwater flow, 
resulting from mechanical mixing and molecular diffusion. 
Molecular diffusion is the process of components moving 
from lower to higher solute concentrations, while mechanical 
mixing occurs when factors like pore geometry or friction al-
ter groundwater velocity. Retardation is the process wherein 
the velocity of the contaminant decreases compared to ad-
vective groundwater velocity due to interaction with porous 
media. Retardation methods, like adsorption and biodegra-
dation, can significantly slow down contaminant transport, 
with retardation rates varying up to ten times slower than ad-
vective velocity. The slower the transport, the more the con-
taminant is absorbed in a small area [22, 36].

POLLUTION INDICES FOR EVALUATION OF 
HEAVY METAL CONTAMINATION

In recent decades, considerable attention has been dedicated 
to assessing heavy metal pollution in both ground and surface 
waters [37]. Various pollution indices have been employed to 
comprehensively analyze the extent of heavy metal contami-
nation in water bodies, utilizing multiple reproducible assess-
ments to streamline the evaluation process. The subsequent 
sections provide a detailed explanation of these indices.

Heavy Metal Pollution Index (HPI)
In recent years, there has been significant focus on evalu-
ating heavy metal pollution in surface and groundwater. 
One notable approach is the development of a Heavy Metal 
Pollution Index (HPI), which aims to assess the combined 
impact of various metals on water quality. While tradition-
al assessments often focus on individual metals, the HPI 
provides a comprehensive measure of overall pollution by 
considering the collective influence of all monitored heavy 
metals. HPI is used to evaluate the overall impact of heavy 
metals in water and determine the extent of water contami-
nation. The HPI involves a two-phase process and employs 
a weighted numerical quality mean approach. Initially, a 
rating scale with assigned weights for selected parameters 
is established. Subsequently, a pollution level parameter is 

chosen to serve as the foundation for the index. The rating 
scale is arbitrary, ranging from 0 to 1, and the selection of 
values depends on the relative importance of each quality 
factor in comparison to other considerations. Alternatively, 
values can be determined by their inverse proportionality 
to the standard applicable to the respective parameter [37, 
38]. HPI can be calculated using equations (1), (2) and (3):

 
Eq. 1

Where, Wi represents the unit weightage of the ith parame-
ter, Qi represents its sub-index, and n represents the num-
ber of parameters to be considered.

The unit weight (Wi) is calculated through the following 
equation:

 Eq. 2

Here, K is the proportionality constant, and Si represents 
the ith parameter's standard permissible limit.

The sub-index (Qi) for the parameter is calculated from the 
following expression.

 
Eq. 3

Where, Mi represents the measured heavy metal value of the 
ith parameter, Ii is the ideal value, and Si is the standard value. 
A negative sign (−) indicates a numerical difference between 
two values. The standard and ideal values used for calculating 
HPI for different heavy metals are given in Table 1. A HPI 

Table 1. Standard permissible values and ideal values for 
heavy metals

Sr. No. Heavy Standard Ideal Reference 
 metal permissible value 
  value (Si) (Ii) 
  µg/L µg/L

1 Fe 300 0 [55]

2 Cr 50 0 [55]

3 Zn 15000 5000 [55]

4 Mn 300 100 [55]

5 Cd 3 0 [55]

6 Pb 10 0 [55]

7 Ni 20 0 [55]

8 Cu 1500 50 [55]

9 Co 0.05 0 [55]

10 Mo 70 0 [55]

11 As 50 10 [55]

12 Cs 1 0 [58]

13 Sr 4000 0 [56]

14 Al 200 30 [55]

15 Hg 1 0 [55]

16 Tl 2 0.5 [57]

17 Ti 1 0 [12]
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value below 100 indicates a minimal presence of heavy metal 
pollution, while a score of 100 signifies a potential risk at the 
threshold of heavy metal pollution. If the HPI surpasses 100, 
the water is deemed unsafe for consumption [38].

Heavy Metal Evaluation Index (HEI)
The equation used to calculate the HEI represents the total 
surface water quality in terms of heavy metal content [39]. 

 
Eq. 4

Where, Hc and Hmac represent the measured value and 
highest permissible concentration of the ith parameter, re-
spectively. A HPI below 100 indicates a minimal presence 
of heavy metal pollution, while a score of 100 signifies a 
potential risk at the threshold of heavy metal pollution. If 
the HPI surpasses 100, the water is deemed unsafe for con-
sumption [40]. 

Degree of Contamination (Cd)
The degree of contamination (Cd) can be determined 
through the combination of the effects of various quality of 
water parameters.

 Eq. 5

Here, Cfi=[CAi/CNi] – 1

Where, Cfi is the contamination factor, CAi is the measured 
value of the ith parameter and CNi is the ith component's 
maximum allowable concentration (N stands for the "nor-
mative" value). Based on Cd values, the levels of heavy metal 
pollution in a surface water body are categorized as follows: 
A score of less than one [<1] indicates low pollution, a score 
between one to three [1–3] signifies moderate pollution, 
and a score exceeding three [>3] indicates high pollution 
[40, 41].

Metal Index (MI)
The metal index is a tool used for rapidly assessing the over-
all water quality, considering the potential combined effects 
of metal elements on human health. The mathematical ex-
pression is used to calculate the metal index [42].

 Eq. 6

Here, Ci represents the average concentration of each com-
ponent, and MACi is the maximum permissible concentra-
tion. Different contamination levels are categorized based 
on the metal index value: highly pure if MI <0.3, pure if 
0.3< MI <1, mildly affected if 1< MI <2, moderately afflu-
ent if 2< MI <4, strongly affluent if 4< MI <6, and seriously 
affluent if MI >6. A metal index value greater than 1 is con-
sidered a warning sign, indicating a decline in water quali-
ty, with higher metal levels compared to the corresponding 
maximum permissible concentrations [43].

Water Pollution Index (WPI)
The utilization of water, encompassing the control and su-
pervision of water pollution, is governed by the Water Puri-
ty Index (WPI). This index offers a numerical value relative 

to the minimum allowable threshold for a specific heavy 
metal as shown below [40].

WPI=(Mi–Mini)/Ri Eq. 7

Here, Mi represents the monitoring value, Mini is the mini-
mum permissible limit, and Ri denotes the acceptable limit 
range for a specific heavy metal as extracted from relevant 
sources.

CURRENT SCENARIO ON THE PRESENCE OF 
HEAVY METALS IN GUJARAT

Access to clean water is crucial for both humans and the 
environment, as water is a vital resource for life on Earth. 
Water quality has been negatively impacted by population 
growth, accelerating urbanisation, and unsustainable re-
source use in recent years. Heavy metal ions are one of the 
most commonly released contaminants, making them a 
cause for concern [7].

In a study conducted at Bhavnagar, which is located on 
the western coast of the Gulf of Khambhat in Gujarat. The 
Gulf of Khambhat is a distinct tropical coastal marine hab-
itat with strong continental effect. The region has diverse 
habitats and is a susceptible ecological area. The industrial 
zone releases treated or untreated wastewater into the Gulf 
of Khambhat. In this study, approximately 63 samples were 
collected from the Bhavnagar coastal line over three seasons 
and at seven different locations. Together with the physico-
chemical parameters, seasonal dissolved heavy metal levels 
were also examined. The mean amount of dissolved heavy 
metals in all sites decreased in the following order: Pb > Cr 
> Ni > Co > Fe > Cd > Mn > Cu > Zn. Compared to the 
monsoon period, the dry season (pre- and post-monsoon) 
had higher levels of dissolved heavy metals in coastal wa-
ters. During the dry season, anthropogenic activities lead 
to higher levels of heavy metals in the water. The amount of 
Pb exceeded the acceptable limit. Except for Pb and Ni, all 
metals are within permissible limits. The high concentra-
tion of Pb in coastal water was ascribed to ship paint and re-
pair activities, as well as the discharge of waste from indus-
tries. Ni levels were above the BIS standards. Ni was found 
in sewage sludge, paint and dyes, old batteries, fertilisers, 
and industrial wastewater. The study revealed significant 
spatial and temporal variation in the physical and chemical 
characteristics of water and dissolved heavy metals, which 
may pose a threat to marine ecosystems [44].

In a study conducted in Ankleshwar Industrial Estate 
(AIE), South Gujarat, 38 water samples collected to anal-
yse heavy metal contamination. The sampling wells were 
selected using a method of random sampling, considering 
industrial, urbanised and oil field regions, as well as road 
networks and polluted streams. The hydrogeology of AIE 
is dominated by quaternary alluvium. The alluvial (shallow 
alluvial aquifer) sediments have been classified according 
to their depositional surroundings. The AIE, characterized 
by urban and industrial areas comprising of chemical, fer-
tiliser, paint, dye, glass, pharmaceutical, and other allied in-
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dustries, has undergone significant environmental impact. 
The work aimed to characterize spatial variations in toxic 
metals, identify potential sources, and assess their impact 
on surface water using GIS-based methods. Geochemical 
maps were created to estimate concentrations of ten trace 
elements, revealing high levels of heavy metals, especial-
ly Mo, Zn, Pb, Ni, Co, Fe, and Cd. Groundwater in the oil 
field area exhibited alarming concentrations, implicating 
oil field development as a major contributor to subsurface 
environmental damage, affecting over 20 km2 area. Heavy 
metal concentrations were found to be higher in Panoli re-
gion compared to Ankleshwar and surrounding areas due 
to industrial sources located in recharge zones. The study 
also assessed metal concentrations in the Amla Khadi 
stream, distinguishing between geological (U) and anthro-
pogenic (P) sources. The "extremely" high P/U ratio for Mo 
and "high" ratios for Cr indicated significant contaminant 
growth in the polluted stream area, raising concerns about 
potential migration into cultivated food crops due to elevat-
ed technological elements in groundwater [9].

Singh et al. [45] conducted a study at the Pirana landfill 
site in Ahmedabad, focusing on assessing the quality and 
toxicity of waste, particularly in terms of heavy metals, and 
its impact on groundwater quality. They collected a total of 
11 groundwater samples, 5 municipal solid waste (MSW) 
samples, and 1 leachate sample. The hydrogeology of the 
study area is characterized by extensive Quaternary alluvial 
deposits, which are notably thick. These deposits consist of 
a mixture of sand, silt, clay, and gravel beds, forming the 
lithology of Ahmedabad. Within these deposits, there is a 
recurring pattern of alternating layers of sand, silt, clay, and 
gravel. Typically, multiple layers of sand are found within 
the first 50 m of the ground. Separating the upper uncon-
fined aquifers from the deeper aquifers, which lie beyond 
100 m in depth, is a layer of silt or clay, typically measur-
ing 20 to 25 m thick. The study aimed to monitor levels of 
heavy metals such as Cd, Cr, Cu, Fe, Ni, Mn, Pb, and Zn 
to evaluate the landfill's influence on groundwater quality. 
The chemical analysis of MSW indicated a general trend 
of metal abundance as Fe>Mn>Zn>Cu>Pb>Cr>Ni>Cd. 
In leachate and groundwater, the observed trend was 
Fe>Zn>Mn>Cu>Pb>Cr>Ni>Cd. The results suggested 
that Fe and tin-based wastes at the landfill site might con-
tribute to high iron values, and the Mn concentration was 
generally elevated except for some samples from coal and 
municipal waste burning. Cu levels were within acceptable 
limits, while Zn concentration was high, potentially due to 
the presence of Zn-based waste like zinc-plated material, 
fertilizer, and cement. The majority of Ni and Cr values 
were within acceptable ranges, and Pb and Cd levels were 
also found to be within acceptable limits. Factor analysis 
results indicated that pollution sources were more preva-
lent than natural processes near the landfill site. Positive 
loading of heavy metal factors demonstrated the landfill's 
impact on groundwater quality, particularly in the pattern 
of groundwater movement. Cluster analysis identified two 
major groups of samples: those with and without landfill 
impact, along with contaminated leachates.

Another study was aimed to investigate the seasonal varia-
tions in water and sediment quality in the Sabarmati River 
and its tributary, the Kharicut canal, at Ahmedabad, Guja-
rat [10]. These locations receive industrial waste from vari-
ous sectors such as plastics, engineering, machinery, chem-
icals, paints, pharmaceuticals, foundries, and textiles. The 
concentrations of heavy metals in sediments were notably 
higher than those in water samples, with Cr being the most 
prevalent metal. The hierarchy of heavy metal concentra-
tions observed in water samples was Cr > Zn > Cu > Ni > 
Pb. The study revealed seasonal variations in heavy metal 
concentrations, with the highest levels during the pre-mon-
soon season, followed by the monsoon and post-monsoon 
seasons. The Pollution Load Index (PLI) indicated that sur-
face sediments were more contaminated with heavy metals 
than river waters. The contamination degree (Cd) values 
demonstrated a very high level of contamination in the 
Kharicut canal and a significant level of contamination at 
three sites along the Sabarmati River. 

Keesari and co-workers [46] conducted a study where they 
collected and analyzed 25 groundwater samples from the 
Mainland Kachchh. Their study focused on examining the 
general geochemistry and levels of trace metals present. The 
study area encompasses hydrogeological formations dating 
back to the Mesozoic (up to 250 million years) and Ceno-
zoic (up to 65 million years) eras. The drainage patterns in 
this region are shaped by lithological characteristics, tec-
tonic activities, and fluctuations in sea levels during the 
Quaternary period. The results revealed that the levels of 
all trace elements fell within the permissible drinking wa-
ter limits set by the World Health Organization (WHO) in 
2008, except for manganese (Mn2+) in two samples [10]. 
This suggests that there is no significant influence from in-
dustrial waste or essential geological contributions affecting 
the groundwater system.

Upadhyaya et al. [11] conducted a study on the presence 
and distribution of specific heavy metals (As, Co, Cr, Cu, Fe, 
Mn, Ni, Pb, and Zn) in the Gulf of Khambhat (GoK), Gu-
jarat, during different seasons (post-monsoon, winter, and 
pre-monsoon). They collected and analyzed groundwater 
samples from 11 stations. The hydrogeology of the GoK re-
gion consists of a typical alluvial landscape characterized by 
shallow water tables and moderate to high salinity levels. Due 
to the composition of the alluvium, which is primarily fine 
clay with a layer of silty sand on top in the unconfined aqui-
fers, groundwater flow is notably sluggish in these regions. 
Through different seasons, Zn exhibited the highest average 
concentrations, followed by Cu, Cr, and B in the pre-mon-
soon, post-monsoon, and winter periods. Post-monsoon 
seasons had relatively high concentrations of Cd, Co, Ni, and 
Pb, while pre-monsoon seasons showed elevated levels of As, 
Cr, and Mn. The decreasing trend in average metal levels was 
observed as follows: Zn > Cu > Pb > Ni > Cr > Cd > B > Co > 
Mn > As for pre-monsoon, Zn > Cu > Pb > Ni > Mn > Cd > 
As > Co for post-monsoon, and Zn > B > Cr > Cu > Mn > As 
> Ni > Pb > Cd > As > Co for winter seasons. Principal Com-
ponent Analysis (PCA) was employed to understand the un-
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derlying data structure. PC1 revealed that Co, Cu, Cd, and 
Zn accounted for 31.72% of total variances, originating from 
sources like municipal sewage, metallurgical industries, and 
landfill leachate infiltrating aquifers. PC2 contributed 20.6% 
of total variance, characterized by high Mn, Ni, and B load-
ings. PC3 with 11.26% total variance had moderate As load-
ing and minor B loading, while PC4, accounting for 9.17%, 
comprised Cr and Pb. According to the PCA, groundwater 
chemistry in the study area was primarily influenced by min-
eral weathering, anthropogenic pollutants, and atmospheric 
deposition. The detection of toxic metals like Cd and Pb in 
some samples raises concerns about the health implications 
for those consuming the water.

An evaluation of the hydrochemical characteristics of 
groundwater in Bhavnagar District, Gujarat, revealed that 
heavy metal analysis indicated elevated values in most 
samples, surpassing permissible limits [47]. Building on 
this, Patel et al. [48] provided substantial insights into the 
groundwater quality evolution in the southern and central 
regions of Gujarat. Most of the studied region is enveloped 
by Quaternary deposits, with older Proterozoic rocks pre-
dominantly found in the north and Deccan basalt covering 
the southern part of the area. The study specifically inves-
tigated heavy metal concentrations, including Cr, Zn, and 
Pb. Zn emerged as the most prevalent metal in the ground-
water samples, followed by Cr and Pb. Importantly, none 
of the metal concentrations exceeded the limits set by the 
Bureau of Indian Standards (BIS). The study suggested that 
the adequate concentrations of these metals during both 
post-monsoon and pre-monsoon seasons could be attribut-
ed to an abundance of HCO3

- ions in water. This excess of 
ions may play a regulatory role by precipitating toxic met-
als, such as Pb, out of solution.

A two-year study spanning from June 2015 to May 2017 
was conducted, focusing on the levels of heavy metals such 
as Cd, Pb, Ni, Cr, Hg, Cu, Zn, Fe, and Mn in water, sedi-
ment, and fish tissues within the aquatic region of the River 
Mahi in Gujarat [49]. Sampling was carried out at two des-
ignated stations, E1 (upstream) and E2 (downstream). The 
water samples from E1 exhibited elevated concentrations of 
all examined heavy metals compared to those from E2. This 
disparity was attributed to the discharge of industrial waste 
into area E1 through a canal connected to the Nandesari 
industrial zone. Additionally, the industries in and around 
Vadodara were identified as sources of substantial amounts 
of hazardous chemicals dumped into the Mahi River, con-
tributing to the heightened heavy metal concentrations at 
station E1. Analysis revealed that heavy metal concentra-
tions in water peaked during the monsoon period (June to 
August) and decreased during the summer months (March 
to May) at both E1 and E2 stations. Notably, both stations 
displayed positive correlations between the levels of heavy 
metals in the water. The sequence of heavy metal concen-
trations in the water at stations E1 and E2 was found to be 
Fe>Mn>Zn>Pb>Ni>Cu>Cd>Hg>Cr. Except for Zn, the 
concentrations of other heavy metals exceeded permissible 
limits in the surrounding environment.

Siddha and Sahu [50] conducted a study utilizing Principal 
Component Analysis (PCA) to gain insights into the signif-
icant hydrogeochemical processes influencing groundwater 
changes in the Vishwamitri River Basin (VRB) in Gujarat, 
India. PCA, a statistical technique, was employed to iden-
tify and reduce data outliers. The normal distribution of 
the dataset was assessed using the Shapiro-Wilk statistic. 
The analysis included the examination of trace heavy met-
als such as Fe, Zn, Mn, Mo, Li, Sr, As, Se, Tl and V, which 
were integrated into the PCA framework. The overall PCA 
results indicated that the groundwater chemistry was influ-
enced by both mineral dissolution and human activities.

Dubey and Ujjania [51] studied the water quality in the es-
tuarine vicinity of the Tapi River in Gujarat, focusing on 
heavy metal pollution and concentrations. Water samples 
were collected monthly from the Hazira estuary of the Tapi 
River between January and September 2014, analysing Cd, 
Cr (VI), Pb and Co levels. To assess pollution levels, they 
utilized statistical techniques for metal concentration, spe-
cifically the contamination factor (CF) and pollution load 
index (PLI), which are interrelated. The results revealed a 
consistent order of increasing metal concentrations as Pb < 
Co < Cd < Cr(VI), with both CF and PLI indicating a state 
of extreme pollution, attributed to the direct discharge of 
industrial wastewater.

A study was performed to assess the hydrochemical pro-
cesses influencing spatial and seasonal variations in nutri-
ent and heavy metal concentrations in the water of man-
groves located in the Gulf of Kutch (GoK), India [12]. GoK 
is a semi-closed basin surrounded by Kachchh mainland 
to the north, Saurashtra peninsula to the south, and the 
Arabian Sea to the west. Kachchh's major lithological fea-
tures include sandstone, shale, limestone, and basalt. The 
Saurashtra peninsula is made up of tertiary shale and lime-
stone, as well as late-cretaceous basalt and laterite rocks that 
form the shoreline. Surface water samples were collected 
during the pre-monsoon and monsoon seasons, specifically 
during low tide in May 2018 (pre-monsoon) and Decem-
ber 2018 (post-monsoon). A total of 36 mangrove locations 
in the northern and southern Gulf of Kachchh were sam-
pled. The analysis focused on heavy metals, including As, 
Cu, Fe, Li, Mn, Mo, Pb, Si, Sr, Ti, Tl, and Zn. GIS software 
was employed to create spatial distribution maps, and sta-
tistical techniques such as agglomerative hierarchical clus-
tering (AHC), PCA, and correlation analysis were applied 
to the hydrochemical data to identify spatial patterns, re-
lationships between variables, and the sources of chemical 
components. During the pre-monsoon period, the mean 
concentrations of heavy metals were ranked as follows: Sr> 
Fe> Zn> Cu> Li> Mn> As> Ni> Pb> Ti> Tl> Mo. In the 
post-monsoon season, the mean concentrations were as 
follows: Fe> Sr> Zn> Mn> Cu= Li> Ti> As = Pb> Ni> Tl= 
Mo. Overall, heavy metal concentrations increased during 
the pre-monsoon season, with Fe, Sr, Zn, and Mn being the 
most abundant. Elevated levels of Fe and Mn suggested a 
prevalence of related biological productivity and redox pro-
cesses at the sediment-water interface. The study identified 



Environ Res Tec, Vol. 7, Issue. 3, pp. 471–488, September 2024 479

metal contaminations (Zn, Cu, Li, As, Ni, Pb, Ti, Tl, and 
Mo) as originating from non-point sources due to human 
activities in the investigated area.

A two-year study was conducted to investigate the presence 
of heavy metals, including Hg, Cd, Pb, and Zn in the Tapi 
river estuary in Surat [52]. The average concentrations of 
these heavy metals in water over the two sampling years 
were found to follow the order Pb>Zn>Cd>Hg. Statistical 
analyses indicated significant differences in the levels of 
mercury, cadmium, lead, and zinc in water among the three 
sampling sites. Patel et al. [53] conducted a study to assess 
the status of groundwater quality in Vadodara and Chho-
ta Udaipur districts. Groundwater in both areas exists in 
unconfined and confined conditions. Unconfined aquifers 
consist of saturated zones of unconsolidated shallow alluvi-
um, weathered zones, and shallow depth jointed and frac-
tured rocks. Multilayered aquifers are present beneath im-
pervious clay horizons in alluvium formation and interflow 
zones of basalts, intertrappean beds, deep-seated fracture 
zones, and shear zones in basalts, granites, and gneisses, 
leading to semi-confined to confined conditions. The study 
included an examination of both physicochemical param-
eters and the presence of various heavy metals. To identify 
potential heavy metal pollution in groundwater, they ana-
lysed Pb, Cd, Fe, Ni, Cr, Zn and As. The findings indicated 
that, except for Fe and Pb, the levels of heavy metals fell 
within permissible limits as per Indian standards, set at 0.3 
mg/L for Fe and 0.01 mg/L for Pb. The analysis revealed a 
maximum Fe concentration of 9.9 mg/L and a maximum 
Pb concentration of 0.057 mg/L. It was noted that Fe con-
centrations generally exceeded the recommended range of 
0.3 mg/L to 0.8 mg/L. Prolonged exposure to heavy met-
als beyond the established limits could pose severe health 
risks, potentially leading to fatal outcomes. The details of 
the study area, methodology followed, and significant ob-
servations are summarized in Table 2.

ASSESSMENT OF CONTAMINATION USING THE 
HEAVY METAL POLLUTION INDEX

Quality indices play a crucial role in consolidating the im-
pact of all pollution factors to provide a comprehensive 
evaluation. Numerous methods have been proposed for es-
timating surface water features using water quality param-
eters [54]. Monitoring heavy metals in drinking water is es-
pecially vital for human health, and assessing heavy metal 
pollution in the groundwater of Gujarat is imperative. This 
study aims to demonstrate the extent of heavy metal con-
tamination in the region by applying the HPI to existing 
work on heavy metals in the groundwater of Gujarat.

The HPI is a tool that gauges the collective influence of 
individual heavy metals on water quality, offering in-
sights into the overall impact on environmental health. 
The weighted factors in HPI correspond to the inverse of 
the suggested standard for each metal. Notably, the sum 
of these weighted factors does not equal 1. In contrast to 
other Water Quality Indices (WQI) where higher values 

indicate better quality, higher HPI values signify deterio-
rated water quality concerning metals. Unlike other WQIs 
that calculate sub-indices using only standard values, HPI 
incorporates both ideal (Ii) and standard (Si) values, mak-
ing it a more comprehensive metric [37]. In the HPI cal-
culations performed in the present study, the values for Si 
and Ii were adapted from BIS (2012) [55], representing the 
standard permissible limit and ideal acceptable limit val-
ues of heavy metals in drinking water. If there is no ideal 
acceptable limit, the Ii value is considered 0. For certain 
heavy metals such as As, Cd, Co, Cu, Cr, Mn, Ni, Pb, and 
Zn, recommended values were used [55]. The standard 
limit for strontium (Sr) is 4 mg/L, according to ATSDR 
(2004) [56]. Thallium (Tl) values were obtained from 
USEPA (2009) [57], with Si and Ii values set at 0.5 ppb 
and 2 ppb, respectively. Cesium (Cs) value of 1 µg/L was 
adopted from ATSDR (2004) [58].

The HPI was employed to assess groundwater accessibility 
in pollution studies conducted in Gujarat. The tabulated re-
sults display the index, which holds applicability across var-
ious water usage scenarios (Table 2). The critical threshold 
for this pollution index was set at 100. Heavy metal values 
contributing to the HPI are expressed in µg/L. The calcula-
tion of HPI involved utilizing the mean concentrations of 
heavy metals measured at distinct sampling sites during the 
conducted studies. In instances where values for different 
seasons were available, the overall mean value was selected 
for HPI computation. If the study provided a direct mean 
value, the calculation was performed accordingly.

Cobalt (Co): With Co making a major contribution of 
317882.34, the total composite HPI score at the Bhavnagar 
Costal line was 317939.01. This result indicates the impact 
of human-induced disturbances and the proliferation of di-
verse activities in the area [44]. The AIE recorded a compre-
hensive HPI score of 550182.72, with Co contributing sig-
nificantly at 550052.27, indicating substantial groundwater 
contamination. This contamination is attributed to the dis-
persal pattern of elevated Co concentrations, primarily ob-
served in industrial areas where coal combustion serves as 
a major energy source [9]. However, in the mainland of the 
Kachchh region, there was negligible contributions from 
industrial wastes and geological factors to the groundwater 
system [46]. Nevertheless, the HPI calculation revealed that 
the score of Co exceeded the established threshold in the 
Gulf of Khambhat. In this region, the HPI score for Co also 
surpassed the critical limit of 1941.99, indicating a notably 
high level of Co contamination within the broader context 
of heavy metal pollution [11].

Lead (Pb): According to a study conducted by Kumar et al. 
[10] at the Sabarmati River and Kharicut canal in Ahmed-
abad, the HPI score for Pb at the Sabarmati River was below 
the permissible limit, indicating that this site was free from 
heavy metal contamination. However, at the Kharicut canal, 
the HPI score for Pb was notably high at 632.44, classifying 
it as a major contaminant, alongside Cr with an HPI score 
of 565.67. This indicates significant heavy metal pollution 
at this site, with industries like dyeing, chrome plating, 
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textiles, tanning, leather, and paints being partic-
ularly susceptible to elevated metal levels. In the 
estuary of the Tapi River, the calculated HPI score 
was 3928.26 [51]. Pb emerged as the predominant 
pollutant with a score of 1570.48, attributed to di-
rect discharges of industrial effluents into the river. 
Cadmium (Cd) also affected the Tapi River, as in-
dicated by its HPI score of 2349.48. Another study 
on the Tapi River estuary highlighted Pb as a dom-
inant metal pollutant, with an HPI score of 296.84 
[52]. In the villages of Vadodara and Chhota Udai-
pur districts of Gujarat, a study revealed signifi-
cant dominance of metal pollutants in both the 
districts [48]. The overall HPI scores were 190.64 
and 25238.96, and the Pb scores were 155.11 and 
25215.83, respectively. This underscores the sub-
stantial impact of Pb pollution in these regions.

Mercury (Hg) is a non-essential metal devoid of 
recognized physiological functions and exhibits 
toxicity even at low concentrations. According 
to a study [49], the Mahi River estuary recorded 
an overall HPI score of 187814.01, with Hg con-
tributing significantly through an individual HPI 
score of 187624.07. This indicates a pronounced 
contamination attributed to human activities. 
Similarly, in the Tapi River ecosystem [52], an in-
creased level of metal ions was evident due to an-
thropogenic influences. Specifically, the HPI score 
for Hg at the Tapi estuary reached 1772.01, under-
scoring a substantial pollution impact.

Cadmium (Cd): A study conducted by Kumar et 
al. [9] revealed elevated levels of Cd contamina-
tion in AIE, South Gujarat, India. The HPI score 
for Cd in this region surpassed the critical limit 
of 106.49, indicating significant pollution in the 
analyzed water sample. Additionally, Pandey et 
al. [49] highlighted heavy metal pollution in the 
Mahi River, with a Cd HPI score of 132.38, ren-
dering the water unsafe for drinking and other 
purposes. Notably, the Tapi river exhibited the 
highest Cd contamination, with an HPI score of 
2349.48, underscoring Cd as the predominant 
contaminant at this site [52].

Research conducted at the Pirana site in Ahmed-
abad focused on assessing the quality and toxic-
ity of waste in relation to heavy metals [45]. The 
application of the HPI revealed high score for 
Fe, exceeding the threshold limit, registering at 
113.12, indicating the presence of heavy metals. 
In a separate study conducted by Maurya and Ku-
mari [12], the investigation aimed to analyze the 
spatial and seasonal variations of nutrients and 
heavy metals in the water of mangroves located 
in the Gulf of Kachchh. The primary heavy met-
als contributing to overall pollution were Ti and 
Tl, with corresponding HPI scores of 9456.62 and 
778.20, respectively.Ta
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TECHNOLOGIES FOR REMOVAL OF HEAVY 
METALS IN GROUNDWATER

The degradation of heavy metals in water poses a challenge 
due to their complex bioaccumulation characteristics. Ex-
cessive exposure to these metals beyond permissible lim-
its can lead to health issues in humans, as heavy metals are 
highly toxic and often carcinogenic, accumulating in vari-
ous bodily systems [59]. Given the potential health risks as-
sociated with even slight excesses of metal ions, the removal 
process is as crucial as detection. To ensure the complete 
elimination of specific metal ions from water systems, it is 
essential to employ an appropriate removal technique. Care 
must be taken to choose a method that is not only effective 
but also safe, environmentally friendly, and cost-effective 
[60]. Various methods are employed for removing heavy 
metals from contaminated water, including membrane fil-
tration, ion exchange, coagulation, adsorption, reduction 
or oxidation, and chemical precipitation [61]. The selection 
of a suitable method is critical to achieving comprehensive 
removal while meeting safety and cost considerations.

Chemical Precipitation
Chemical precipitation is a widely used and effective indus-
trial process due to its simplicity and cost-effectiveness. This 
method involves the reaction of chemicals with heavy metal 
ions, forming insoluble precipitates. The precipitates can then 
be separated from water through sedimentation or filtra-
tion. After treatment, the water can be released or recycled. 
Hydroxide precipitation and sulphide precipitation are two 
common chemical precipitation processes, with hydroxide 
precipitation being particularly popular due to its simplicity, 
low cost, and easy pH control [59]. In hydroxide precipita-
tion, chemicals like lime are often used to react with heavy 
metal ions in the pH range of 8.0 to 11.0, minimizing the 
solubility of metal hydroxides. Flocculation and sedimenta-
tion processes are employed to remove the metal hydroxides. 
While hydroxide precipitation is cost-effective, the method 
produces large amounts of low-density sludge, presenting 
challenges in dewatering and disposal [62]. The addition of 
coagulants, such as alum and iron salts, can enhance heavy 
metal removal. Sulphide precipitation is another successful 
technique for removing toxic metallic ions. Unlike hydrox-
ide precipitation, sulphide precipitates have lower solubilities 
and are not amphoteric, allowing for high metal removal over 
a broad pH range. The resulting metal sulphide sludges also 
have better dewatering and dehydration properties. However, 
there are risks associated with the sulphide precipitation pro-
cess, as heavy metal ions and sulphide precipitants in acidic 
environments can lead to the formation of toxic H2S emis-
sions. Therefore, the process must be conducted in a neutral 
or basic medium [62]. Alternatively, chelating precipitants 
like trimercapto triazine, potassium-sodium thiocarbonate, 
and sodium dimethyl dithiocarbamate can be used as anoth-
er option for removing heavy metals from aquatic environ-
ments [63]. The data highlights the presence of heavy met-
als such as Pb, Cr, Ni, Cd, and Zn in various water bodies 
across Gujarat. Chemical precipitation, particularly hydrox-

ide precipitation and sulphide precipitation, can be effective 
in treating water contaminated with these heavy metals. For 
instance, hydroxide precipitation using lime can help reduce 
the solubility of metal hydroxides like Pb and Cd, while sul-
phide precipitation can target metals like Ni and Zn.

Adsorption Method
Adsorption has been identified as a highly effective meth-
od for purifying contaminated water due to its econom-
ic and technical viability. The design and functionality of 
this technique are practical, and the treated water meets 
high-quality standards. Furthermore, the adsorbents can be 
reused after regeneration through appropriate desorption 
procedures [64]. Various adsorbents, such as carbon-based 
compounds, polymers, resins, clays, minerals, nanoparti-
cles, and nanocomposites, have been utilized for removing 
heavy metals from wastewater [65]. The process of remov-
ing heavy metal ions through adsorption is known for its 
cost-effectiveness, high removal capacity, ease of imple-
mentation, and straightforward treatment [66].

Activated Carbon
The effective removal of metal pollutants from aquatic en-
vironments has been demonstrated through the utilization 
of activated carbon as a potent adsorbent. This method is 
frequently employed in wastewater treatment owing to the 
substantial surface area offered by activated carbon. The ef-
fectiveness of activated carbon stems from its diverse sur-
face functional groups and well-established pore structure, 
making it a proficient purifier of contaminated water [60]. 
Carbon-based nanoporous adsorbents, including activated 
carbons (ACs), carbon nanotubes (CNTs), and graphene 
(GN), are widely applied in the removal of heavy metals due 
to their significant surface areas ranging from 500 to 1500 
m2/g. Common modification methods such as nitrogena-
tion, oxidation, and sulfuration are employed to enhance 
specific surface area, pore structure, adsorption capacity, 
thermal stability, and mechanical strength [66].

Biosorption
The utilization of dry biomass to extract harmful metallic 
elements from industrial effluents, known as biosorption, 
represents an alternative approach in commercial wastewa-
ter treatment. In the process of adsorbing heavy metal ions, 
both physisorption and chemisorption play crucial roles 
[59, 66]. The notable advantages of biosorption include its 
remarkable efficiency in reducing heavy metal ions and the 
use of cost-effective biosorbents. Biosorption processes are 
particularly well-suited for treating diluted heavy metal 
wastewater. These biosorbents can be derived from three 
main sources: (1) non-living biomass such as bark, lignin, 
prawns, krill, squid, crab shell, etc., (2) algal biomass and (3) 
microbial biomass, including bacteria, fungi, and yeast [61, 
67]. Biosorbents offer extensive source coverage, cost-effec-
tiveness, and rapid adsorption. However, it is important to 
note that these investigations are still in the experimental 
and theoretical stages, and the separation of biosorbents af-
ter absorption poses a potential challenge [62].
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Mineral Adsorbents
Mineral adsorbents like zeolite, silica, and clay are con-
sidered cost-effective options for water purification. Clay 
possesses favourable characteristics such as high cation 
exchange capacity (CEC), selectivity for cation exchange, 
hydrophilic surface, swelling capability, and surface elec-
tronegativity. Various enhancement techniques like acid 
washing, thermal treatment, and the addition of pillars 
can increase pore size, volume, and specific surface area, 
significantly improving adsorption efficiency [65, 68, 69]. 
Clay components inherently contain exchangeable cat-
ions like Na+, Ca2+, and K+, enhancing their adsorption 
capabilities. Most clay minerals carry a negative charge 
due to the substitution of Si4+ and Al3+ with other cations, 
making them effective in removing heavy metal cations 
from water. The process of heavy metal adsorption by clay 
and clay composites involves ion exchange, surface com-
plexation, and direct bonding of heavy metal cations to 
the clay surface. Furthermore, clay materials can become 
more organophilic and hydrophobic through treatment or 
modification, expanding their ability to absorb non-ionic 
organic substances [70].

Carbon Nanotubes
Carbon nanotubes (CNTs) have received a great deal of at-
tention due to their excellent properties and applications. 
CNTs, as relatively new adsorbents, have demonstrated 
great potential for removing heavy metal ions such as Pb, 
Cd, Cr, Cu and Ni from wastewater. They are classified 
as either single-walled CNTs (SWCNTs) or multi-walled 
CNTs (MWCNTs). The processes by which metal ions are 
absorbed onto CNTs are complex but they involve electro-
magnetic attraction, sorption-precipitation, and chemical 
interaction among metal ions and CNT surface functional 
groups [61, 70, 71].
Adsorption techniques using activated carbon, biosorbents, 
and mineral adsorbents can be applied to remove heavy 
metals like Pb, Cd, Cr, Cu, Ni, Zn, and Fe from contaminat-
ed water. Activated carbon, with its high surface area, can 
effectively adsorb various heavy metal ions present in water 
samples from different locations in Gujarat.

Membrane Filtration
Membrane filtration has become increasingly popular for 
the treatment of inorganic wastewater due to its ability 
to eliminate suspended solids, organic matter, and heavy 
metals. Various membrane filtration techniques, including 
ultrafiltration (UF), nanofiltration (NF), and reverse os-
mosis (RO), are employed depending on the particle size. 
Ultrafiltration, with a membrane pore size of 5–20 nm, se-
lectively separates heavy metals, macromolecules, and sus-
pended solids from water, permitting the passage of water 
and low-molecular-weight solutes while retaining larger 
macromolecules [72]. RO relies on osmosis, reversing the 
natural flow by applying pressure to a semipermeable mem-
brane separating solutions of different concentrations. RO 
membranes, which are essentially nonporous, allow water 
to pass through while retaining most solutes, achieving 

ion removal rates of 95–99.9%. This process, characterized 
by high operational pressures (2,000–10,000 kPa), is com-
monly used to produce pure water for industrial purposes 
but may not be optimal for highly concentrated solutions. 
Nanofiltration membranes, featuring pores of 2 to 5 nm, 
partially retain ions, allowing small monovalent ions and 
low-molecular-weight organics to pass through. NF mem-
branes exhibit higher water permeability than RO mem-
branes, operating at lower pressures (700–3,000 kPa) [73]. 
Microfiltration (MF) employs microporous membranes 
with a separation limit of 0.02 to 10 m to separate particles, 
microorganisms, and large molecules through a sieving ef-
fect. Inorganic (ceramic) membranes, with lower porosity 
than polymer membranes, offer thermal stability for use at 
high temperatures. MF is effective in wastewater and water 
treatment, removing dissolved materials and colloidal par-
ticles that are too large for other separation methods [73]. 
In Gujarat, UF, NF and RO can be employed to remove 
suspended solids and heavy metals like Pb, Cd, Ni, and Zn 
from water. This is particularly relevant in areas where wa-
ter samples showed elevated concentrations of heavy metals 
during certain seasons.

Ion Exchange
The ion exchange technique is a reversible chemical process 
employed to replace harmful metal ions in wastewater with 
beneficial ones. In this method, a heavy metal ion is extract-
ed from a wastewater solution by binding it to an immobile 
solid particle, serving as a substitute for the cation of the 
solid particle. The composition of these solid ion-exchange 
particles can be either natural, such as inorganic zeolites, or 
synthetic, like organic resins. Heavy metal ions such as Pb2+, 
Hg2+, Cd2+, Ni2+, V4+, V5+, Cr3+, Cr4+, Cu2+, and Zn2+ can be 
effectively removed from wastewater through ion exchange 
[74]. Different types of ion exchange materials, including 
Diaion CR11 and Amberlite, have been investigated for cat-
ion removal. Zeolites, due to the negative charge generated 
by Si4+ at the center of the tetrahedron, with isomorphous 
replacement by Al3+ cations, exhibit a high capacity for ion 
exchange. The ion exchange mechanism for metal removal 
is explained by the reaction that occurs when an ion ex-
change particle, with an ion exchanger of M−EC+ (where 
M− is the fixed anion and EC+ is the exchange cation, com-
monly Na+ and H+), exchanges its cation (EC+) with the 
wastewater cation (WC+) [66].

M-EC++WC+ ↔ M-WC++EC+ Eq. 8

Ion exchange techniques using materials like zeolites can 
help in removing heavy metal ions such as Pb, Cd, Ni, and 
Zn from wastewater. This method can be applied in regions 
of Gujarat where groundwater quality is affected by indus-
trial activities and urbanization.

Electrodialysis
Electrodialysis (ED) is a versatile technology that can be 
used to treat acidic effluents which include metallic spe-
cies. Its perpetual operation capability, scalability, and ease 
of operation can overcome most of the shortcomings of 
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current technologies, and the direct reuse of concentrated 
metal streams eliminates the need for chemical addition 
and precipitation. The application of an electric field causes 
anions and cations to migrate across anion exchange mem-
branes (AEM) and cation exchange membranes (CEM). 
The CEM attracts metallic cations because it is negatively 
charged, whereas the AEM attracts anions as it is positively 
charged. The electric field acts as a driving force for species 
migration, promoting or preventing migration, removal, 
and recovery [75]. Electrodialysis, although less commonly 
used, can be effective in treating acidic effluents containing 
metallic species like Cr, Cu, and Zn. This method can be 
suitable for targeted removal of specific heavy metals based 
on their ionic properties.

Phytoremediation
Phytoremediation represents a sustainable approach 
for cleansing polluted soils, sewage, sediments, and wa-
ter containing various organic and inorganic pollutants. 
This eco-friendly and cost-effective strategy harnesses 
the unique capabilities of plant root systems, enabling the 
absorption and uptake of metals, as well as the translo-
cation, bioaccumulation, and breakdown of contaminants 
throughout the plant body. Diverse techniques within 
phytoremediation, such as phytoextraction, phytofiltra-
tion, phytostabilization, phytovolatilization, phytodeg-
radation, and rhizodegradation, are employed to address 
different types of pollution [65]. While phytoremediation 
is effective for shallow contamination, remediating met-
al-contaminated groundwater can be achieved through 
rhizofiltration, where plant biomass adsorbs pollutants. 
Phytoextraction involves the absorption of metals by 
crops, grasses, trees, and herbs from the soil. Phytostabili-
zation, on the other hand, entails plants releasing elements 
to lower soil pH and form metal complexes. It is crucial 
to isolate these plants from agricultural and wildlife areas, 
considering factors like climate and metal bioavailability. 
Proper disposal methods, including drying, incineration, 
gasification, pyrolysis, acid extractions, anaerobic diges-
tion, oil extraction, and plant chlorophyll fibre extraction, 
are necessary when plants become contaminated. For phy-
toremediation to be effective, it is recommended for pol-
ishing shallow soils with low contamination levels (2.5–
100 mg/kg). Despite its advantages, the main drawback 
of phytoremediation is its time-intensive nature. Certain 
plants, such as Thlarpi, Urtica, Chenopodium, Polygonum 
rachalare, and Alyrrim, known for accumulating cadmi-
um, copper, lead, nickel, and zinc, can serve as indirect 
agents for treating contaminated soils and aquifers [76]. 
Phytoremediation techniques, can be explored in Gujarat’s 
main agricultural areas or near water bodies where plants 
can naturally uptake heavy metals from the soil and water, 
contributing to environmental sustainability. Especially 
rhizofiltration and phytoextraction, can be beneficial in 
areas where heavy metals like Cd, Cu, Pb, Ni, and Zn have 
contaminated soils and groundwater. Specific plant spe-
cies known for their metal-accumulating properties can 
be utilized for remediation purposes.

CONCLUSION

Groundwater serves as a crucial resource for drinking, ag-
riculture, and industrial purposes in Gujarat. However, the 
escalating heavy metal pollution poses a significant threat 
to its quality and, consequently, public health. Both human 
activities such as mining, agriculture, and industry, as well 
as natural processes like weathering and volcanic eruptions, 
contribute to this contamination. Assessing heavy metal pol-
lution through indices like HPI, HEI, Cd, MI, and WPI is 
essential for evaluating water quality. In Gujarat, common 
heavy metal contaminants include cobalt, lead, mercury, and 
copper. Research indicates that dry seasons in the Bhavnagar 
region exhibit higher levels of heavy metals due to human 
activities. Seasonal variations are observed in the Kachchh 
mangrove region, with elevated concentrations before the 
monsoon. The AIE, Mahi River, and Tapi River are heavily 
contaminated with mercury, rendering the water unsuitable 
for consumption. Direct industrial effluent discharge con-
tributes to lead pollution, particularly in the Sabarmati River, 
Kharicut Canal, Tapi River, Vadodara, and Chhota Udaipur 
districts. The ecosystem of the Tapi River and Mahi River es-
tuary bears evident signs of mercury contamination, indicat-
ing severe pollution from human activities. Various methods 
for reducing heavy metal pollution have been discussed, em-
phasizing the importance of tailored approaches to specific 
contaminants and environmental conditions. Implement-
ing environmentally friendly and cost-effective remediation 
methods is crucial to mitigate health risks and safeguard 
groundwater quality in Gujarat. Long-term solutions must 
be prioritized to address this pressing issue effectively.
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