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ABOUT 

 

Eskişehir Technical University Journal of Science and Technology B- Theoretical Sciences 

(formerly Anadolu University Journal of Science and Technology B- Theoretical Sciences) is 

an peer-reviewed and refereed international journal by Eskişehir Technical University. Since 

2010, it has been regularly published and distributed biannually and  it has been published 

biannually and electronically only since 2016. 

• The journal accepts TURKISH and ENGLISH manuscripts. 

• The journal is indexed by ULAKBIM TR DIZIN. 
 

AIM AND SCOPE 

 

The journal publishes research papers, reviews and technical notes in the fields of theoretical 

sciences such as Physics, Biology, Mathematics, Statistics, Chemistry and Chemical 

Engineering, Environmental Sciences and Engineering, Civil Engineering, Electrical and 

Electronical Engineering, Computer Science and Informatics, Materials Science and 

Engineering,  Mechanical Engineering, Mining Engineering, Industrial Engineering, 

Aeronautics and Astronautics, Health Sciences, Pharmaceutical Sciences,  and so on. 
 

PEER REVIEW PROCESS 

 

Manuscripts are first reviewed by the editorial board in terms of its its journal’s style rules 

scientific content, ethics and methodological approach. If found appropriate, the manuscript is 

then send to at least two referees by editor. The decision in line with the referees may be an 

acceptance, a rejection or an invitation to revise and resubmit. Confidential review reports from 

the referees will be kept in archive. All submission process manage through the online 

submission systems.  
 

OPEN ACCESS POLICY 

 

This journal provides immediate open access to its content on the principle that making 

research freely available to the public supports a greater global exchange of knowledge. 

Copyright notice and type of licence : CC BY-NC-ND. 
 

The journal doesn’t have Article Processing Charge (APC) or any submission charges. 

 

PRICE POLICY 

 

Eskişehir Technical University Journal of Science and Technology B - Theoretical Sciences, 

peer-reviewed, scientific, free of charge open-access-based journal. The author is not required 

to pay any publication fees or article processing charges (APCs) for peer-review administration 
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and management, typesetting, and open-access. Articles also receive Digital Object Identifiers 

(DOIs) from the CrossRef organization to ensure they are always available. 

 

ETHICAL RULES 

You can reach the Ethical Rules in our journal in full detail from the link below:  

https://dergipark.org.tr/en/pub/estubtdb/policy 

 

Ethical Principles and Publication Policy 
 

Policy & Ethics 

Assessment and Publication 

 

As a peer-reviewed journal, it is our goal to advance scientific knowledge and understanding. 

We adhere to the guideline and ethical standards from the Committee on Publication Ethics 

(COPE) and the recommendations of ICMJE (International Committee of Medical Journal 

Editors) regarding all aspects of publication ethics and cases of research and publication 

misconduct to ensure that all publications represent accurate and original work and that our peer 

review process is structured without bias. We have outlined a set of ethical principles that must 

be followed by all authors, reviewers, and editors. 

 

All manuscripts submitted to our journals are pre-evaluated in terms of their relevance to the 

scope of the journal, language, compliance with writing instructions, suitability for science, and 

originality, by taking into account the current legal requirements regarding copyright 

infringement and plagiarism. Manuscripts that are evaluated as insufficient or non-compliant 

with the instructions for authors may be rejected without peer review. 

 

Editors and referees who are expert researchers in their fields assess scientific manuscripts 

submitted to our journals. A blind peer review policy is applied to the evaluation process. The 

Editor-in-Chief, if he/she sees necessary, may assign an Editor for the manuscript or may 

conduct the scientific assessment of the manuscript himself/herself. Editors may also assign 

referees for the scientific assessment of the manuscript and make their decisions based on 

reports by the referees. The Editor-in-Chief makes the final decision regarding the publishing 

of the manuscript. 

 

Editors and referees who are expert researchers in their fields assess scientific manuscripts 

submitted to our journals. A blind peer review policy is applied to the evaluation process. The 

Editor-in-Chief, if he/she sees necessary, may assign an Editor for the manuscript or may 

conduct the scientific assessment of the manuscript himself/herself. Editors may also assign 

referees for the scientific assessment of the manuscript and make their decisions based on 

reports by the referees. Articles are accepted for publication on the understanding that they have 

not been published and are not going to be considered for publication elsewhere. Authors should 

certify that neither the manuscript nor its main contents have already been published or 

submitted for publication in another journal. 

 

The Journal; Implements the Publication Policy and Ethics guidelines to meet high-quality 

ethical standards for authors, editors and reviewers: 

 

 

 

 

https://dergipark.org.tr/en/pub/estubtdb/policy


vii 

 

 
Duties of Editors-in-Chief and co-Editors 

The crucial role of the journal Editor-in-Chief and co-Editors is to monitor and ensure the 

fairness, timeliness, thoroughness, and civility of the peer-review editorial process. The main 

responsibilities of Editors-in-Chief are as follows: 

 

• Selecting manuscripts suitable for publication while rejecting unsuitable manuscripts, 

• Ensuring a supply of high-quality manuscripts to the journal by identifying important, 

• Increasing the journal’s impact factor and maintaining the publishing schedule, 

• Providing strategic input for the journal’s development, 

 
Duties of Editors 

The main responsibilities of editors are as follows: 

 

• An editor must evaluate the manuscript objectively for publication, judging each on its quality 

without considering the nationality, ethnicity, political beliefs, race, religion, gender, seniority, 

or institutional affiliation of the author(s). Editors should decline any assignment when there is 

a potential for conflict of interest. 

• Editors must ensure the document(s) sent to the reviewers does not contain information of the 

author(s) and vice versa. 

• Editors’ decisions should be provided to the author(s) accompanied by the reviewers’ 

comments and recommendations unless they contain offensive or libelous remarks. 

• Editors should respect requests (if well reasoned and practicable) from author(s) that an 

individual should not review the submission. 

• Editors and all staff members should guarantee the confidentiality of the submitted 

manuscript. 

• Editors should have no conflict of interest with respect to articles they reject/accept. They 

must not have a conflict of interest with the author(s), funder(s), or reviewer(s) of the 

manuscript. 

• Editors should strive to meet the needs of readers and authors and to constantly improve the 

journal. 

 
Duties of Reviewers/Referees 

The main responsibilities of reviewers/referees are as follows: 

 

• Reviewers should keep all information regarding papers confidential and treat them as 

privileged information. 

• Reviews should be conducted objectively, with no personal criticism of the author. 

• Reviewers assist in the editorial decision process and as such should express their views 

clearly with supporting arguments. 

• Reviewers should complete their reviews within a specified timeframe (maximum thirty-five 

(35) days). In the event that a reviewer feels it is not possible for him/her to complete the review 

of the manuscript within a stipulated time, then this information must be communicated to the 

editor so that the manuscript could be sent to another reviewer. 

• Unpublished materials disclosed in a submitted manuscript must not be used in a reviewer’s 

personal research without the written permission of the author. Information contained in an 

unpublished manuscript will remain confidential and must not be used by the reviewer for 

personal gain. 
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• Reviewers should not review manuscripts in which they have conflicts of interest resulting 

from competitive, collaborative, or other relationships or connections with any of the authors, 

companies, or institutions connected to the papers. 

• Reviewers should identify similar work in published manuscripts that has not been cited by 

the author. Reviewers should also notify the Editors of significant similarities and/or overlaps 

between the manuscript and any other published or unpublished material. 

 
Duties of Authors 

The main responsibilities of authors are as follows: 

 

• The author(s) should affirm that the material has not been previously published and that they 

have not transferred elsewhere any rights to the article. 

• The author(s) should ensure the originality of the work and that they have properly cited 

others’ work in accordance with the reference format. 

• The author(s) should not engage in plagiarism or in self-plagiarism. 

• On clinical and experimental humans and animals, which require an ethical committee 

decision for research in all branches of science; 

All kinds of research carried out with qualitative or quantitative approaches that require data 

collection from the participants by using survey, interview, focus group work, observation, 

experiment, interview techniques, 

Use of humans and animals (including material/data) for experimental or other scientific 

purposes, 

• Clinical studies on humans, 

• Studies on animals, 

• Retrospective studies in accordance with the law on the protection of personal data, (Ethics 

committee approval should have been obtained for each individual application, and this 

approval should be stated and documented in the article.) 

Information about the permission (board name, date, and number) should be included in the 

"Method" section of the article and also on the first/last page. 

During manuscript upload, the “Ethics Committee Approval” file should be uploaded to the 

system in addition to the manuscript file. 

In addition, in case reports, it is necessary to include information on the signing of the informed 

consent/ informed consent form in the manuscript.  

• The author(s) should suggest no personal information that might make the identity of the 

patient recognizable in any form of description, photograph, or pedigree. When photographs of 

the patient were essential and indispensable as scientific information, the author(s) have 

received consent in written form and have clearly stated as much. 

• The author(s) should provide the editor with the data and details of the work if there are 

suspicions of data falsification or fabrication. Fraudulent data shall not be tolerated. Any 

manuscript with suspected fabricated or falsified data will not be accepted. A retraction will be 

made for any publication which is found to have included fabricated or falsified data. 

• The author(s) should clarify everything that may cause a conflict of interests such as work, 

research expenses, consultant expenses, and intellectual property. 

• The author(s) must follow the submission guidelines of the journal. 

• The author(s) discover(s) a significant error and/or inaccuracy in the submitted manuscript at 

any time, then the error and/or inaccuracy must be reported to the editor. 

• The author(s) should disclose in their manuscript any financial or other substantive conflicts 

of interest that might be construed to influence the results or interpretation of their manuscript. 

All sources of financial support should be disclosed under the heading of “Acknowledgment” 

or “Contribution”. 
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• The corresponding author should ensure that all appropriate co-authors and no inappropriate 

co-authors are included in the paper and that all co-authors have seen and approved the final 

version of the paper and have agreed to its submission for publication. All those who have made 

significant contributions should be listed as co-authors. Others who have participated in certain 

substantive aspects of the research should be acknowledged or listed under the heading of 

“Author Contributions”. 

• The corresponding author(s) must ensure that all appropriate co-authors are not included in 

the manuscript, that author names are not added or removed and that the authors' address 

information is not changed after the review begins and that all co-authors see and approve the 

final version of the manuscript at every stage of the manuscript. All significant contributors 

should be listed as co-authors. Other individuals who have participated in significant aspects of 

the research work should be considered contributors and listed under “Author Contribution”. 

 
Cancellations/Returns 

Articles/manuscripts may be returned to the authors in order to increase the authenticity and/or 

reliability and to prevent ethical breaches, and even if articles have been accepted and/or 

published, they can be withdrawn from publication if necessary. The Editor-in-Chief of the 

journal has the right to return or withdraw an article/manuscript in the following situations: 

 

• When the manuscript is not within the scope of the journal, 

• When the scientific quality and/or content of the manuscript do not meet the standards of the 

journal and a referee review is not necessary, 

• When there is proof of ruling out the findings obtained by the research, (When the 

article/manuscript is undergoing an assessment or publication process by another journal, 

congress, conference, etc.,) 

• When the article/manuscript was not prepared in compliance with scientific publication ethics, 

• When any other plagiarism is detected in the article/manuscript, 

• When the authors do not perform the requested corrections within the requested time 

(maximum twenty-one (21) days), 

• When the author does not submit the requested documents/materials/data etc. within the 

requested time, 

• When the requested documents/materials/data etc. submitted by the author are missing for the 

second time, 

• When the study includes outdated data, 

• When the authors make changes that are not approved by the editor after the manuscript was 

submitted, 

• When an author is added/removed, the order of the authors is changed, the corresponding 

author is altered, or the addresses of the authors are changed in the article that is in the 

evaluation process, 

• When a statement is not submitted indicating that approval of the ethics committee permission 

was obtained for the following (including retrospective studies): 

• When human rights or animal rights are violated, 

 

ETHICAL ISSUES 
Plagiarism 

The use of someone else’s ideas or words without a proper citation is considered plagiarism 

and will not be tolerated. Even if a citation is given, if quotation marks are not placed around 

words taken directly from other authors’ work, the author is still guilty of plagiarism. Reuse of 

the author’s own previously published words, with or without a citation, is regarded as self-

plagiarism.  
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All manuscripts received are submitted to iThenticate®, which compares the content of the 

manuscript with a database of web pages and academic publications. Manuscripts are judged to 

be plagiarized or self-plagiarized, based on the iThenticate® report or any other source of 

information, will be rejected. Corrective actions are proposed when plagiarism and/or self-

plagiarism is detected after publication. Editors should analyze the article and decide whether 

a corrected article or retraction needs to be published. 

Open-access theses are considered as published works and they are included in the similarity 

checks. 

iThenticate® report should have a maximum of 11% from a single source, and a maximum of 

25% in total. 
Conflicts of Interest 

Eskişehir Technical University Journal of Science and Technology A - Applied Sciences and 

Engineering should be informed of any significant conflict of interest of editors, authors, or 

reviewers to determine whether any action would be appropriate (e.g. an author's statement of 

conflict of interest for a published work, or disqualifying a referee). 
Financial 

The authors and reviewers of the article should inform the journal about the financial 

information that will bring financial gain or loss to any organization from the publication of the 

article. 

*Research funds; funds, consulting fees for a staff member; If you have an interest, such as 

patent interests, you may have a conflict of interest that needs to be declared. 
Other areas of interest 

The editor or reviewer may disclose a conflict of interest that, if known, would be embarrassing 

(for example, an academic affiliation or rivalry,a close relationship or dislike, or a person who 

may be affected by the publication of the article). 

 

Conflict of interest statement 

Please note that a conflict of interest statement is required for all submitted manuscripts. If there 

is no conflict of interest, please state “There are no conflicts of interest to declare” in your 

manuscript under the heading “Conflicts of Interest” as the last section before your 

Acknowledgments. 

 

AUTHOR GUIDELINES 
 

All manuscripts must be submitted electronically. 

You will be guided stepwise through the creation and uploading of the various files. There are no 

page charges. Papers are accepted for publication on the understanding that they have not been 

published and are not going to be considered for publication elsewhere. Authors should certify 

that neither the manuscript nor its main contents have already been published or submitted for 

publication in another journal. We ask a signed Copyright Form to start the evaluation process. 

After a manuscript has been submitted, it is not possible for authors to be added or removed or 

for the order of authors to be changed. If authors do so, their submission will be cancelled. 

 

Manuscripts may be rejected without peer review by the editor-in-chief if they do not comply 

with the instructions to authors or if they are beyond the scope of the journal. After a manuscript 

has been accepted for publication, i.e. after referee-recommended revisions are complete, the 

author will not be permitted to make any changes that constitute departures from the manuscript 

that was accepted by the editor. Before publication, the galley proofs are always sent to the 

authors for corrections. Mistakes or omissions that occur due to some negligence on our part 

during final printing will be rectified in an errata section in a later issue. 

 

http://dergipark.gov.tr/uploads/files/5ae2/5b0a/08a9/581999b771531.docx
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This does not include those errors left uncorrected by the author in the galley proof. The use of 

someone else’s ideas or words in their original form or slightly changed without a proper 

citation is considered plagiarism and will not be tolerated. Even if a citation is given, if quotation 

marks are not placed around words taken directly from another author’s work, the author is still 

guilty of plagiarism. All manuscripts received are submitted to iThenticateR, a plagiarism 

checking system, which compares the content of the manuscript with a vast database of web pages 

and academic publications. Manuscripts judged to be plagiarised or self-plagiarised, based on the 

iThenticateR report or any other source of information, will not be considered for publication. 

 

Uploading Articles to the Journal 

Authors should prepare and upload 2 separate files while uploading articles to the journal. First, 

the Author names and institution information should be uploaded so that they can be seen, and 

then (using the additional file options) a separate file should be uploaded with the Author names 

and institution information completely closed. When uploading their files with closed author 

names, they will select the "Show to Referee" option, so that the file whose names are closed 

can be opened to the referees. 

 

Preparation of Manuscript 

 

Style and Format: Manuscripts should be single column by giving one-spaced with 2.5-cm 

margins on all sides of the page, in Times New Roman font (font size 11). Every page of the 

manuscript, including the title page, references, tables, etc., should be numbered. All copies of 

the manuscript should also have line numbers starting with 1 on each consecutive page. 

 

Manuscripts must be upload as word document (*.doc, *.docx vb.). Please avoid uploading 

texts in *.pdf format. 

 

Manuscripts should be written in Turkish or English. 

 

Symbols, Units and Abbreviations: Standard abbreviations and units should be used; SI units 

are recommended. Abbreviations should be defined at first appearance, and their use in the title 

and abstract should be avoided. Generic names of chemicals should be used. Genus and species 

names should be typed in italic or, if this is not available, underlined. 

 

Please refer to equations with capitalisation and unabbreviated (e.g., as given in Equation (1)). 
 

Manuscript Content: Articles should be divided into logically ordered and numbered sections. 

Principal sections should be numbered consecutively with Arabic numerals (1. Introduction, 2. 

Formulation of problem, etc.) and subsections should be numbered 1.1., 1.2., etc. Do not 

number the Acknowledgements or References sections. The text of articles should be, if 

possible, divided into the following sections: Introduction, Materials and Methods (or 

Experimental), Results, Discussion, and Conclusion. 

 

Title and contact information 

The first page should contain the full title in sentence case (e.g., Hybrid feature selection for 

text classification), the full names (last names fully capitalised) and affiliations (in English) of 

all authors (Department, Faculty, University, City, Country, E-mail), and the contact e-mail 

address for the clearly identified corresponding author.  
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Abstract 

The abstract should provide clear information about the research and the results obtained, and 

should not exceed 300 words. The abstract should not contain citations and must be written in 

Times New Roman font with font size 9. 

 

Keywords 

Please provide 3 to 5 keywords which can be used for indexing purposes. 

 

Introduction 

The motivation or purpose of your research should appear in the “Introduction”, where you 

state the questions you sought to answer, and then provide some of the historical basis for those 

questions. 

 

Methods 

Provide sufficient information to allow someone to repeat your work. A clear description of 

your experimental design, sampling procedures, and statistical procedures is especially 

important in papers describing field studies, simulations, or experiments. If you list a product 

(e.g., animal food, analytical device), supply the name and location of the manufacturer. Give 

the model number for equipment used. 

 

Results 

Results should be stated concisely and without interpretation. 

 

Discussion 

Focus on the rigorously supported aspects of your study. Carefully differentiate the results of 

your study from data obtained from other sources. Interpret your results, relate them to the 

results of previous research, and discuss the implications of your results or interpretations. 

 

Conclusion 

This should state clearly the main conclusions of the research and give a clear explanation of 

their importance and relevance. Summary illustrations may be included. 

 

Acknowledgments 

Acknowledgments of people, grants, funds, etc. should be placed in a separate section before 

the reference list. The names of funding organizations should be written in full. 

 

Conflict of Interest Statement 

 

The authors are obliged to present the conflict of interest statement at the end of the article 

after the acknowledgments section. 

 

CRediT Author Statement 

 

Write the authors' contributions in detail using the specified CRediT notifications. Authors may 

have contributed in more than one role. The corresponding author is responsible for ensuring 

that descriptions are accurate and accepted by all authors. 
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CRediT Notifications Explanation 

Conceptualization 
Ideas; formulation or evolution of overarching research goals and 
aims 

Methodology Development or design of methodology; creation of models 

Software 
Programming, software development; designing computer 
programs; implementation of the computer code and supporting 
algorithms; testing of existing code components 

Validation 
Verification, whether as a part of the activity or separate, of the 
overall replication/ reproducibility of results/experiments and 
other research outputs 

Formal analysis 
Application of statistical, mathematical, computational, or other 
formal techniques to analyse or synthesize study data 

Investigation 
Conducting a research and investigation process, specifically 
performing the experiments, or data/evidence collection 

Resources 
Provision of study materials, reagents, materials, patients, 
laboratory samples, animals, instrumentation, computing 
resources, or other analysis tools 

Data Curation 

Management activities to annotate (produce metadata), scrub 
data and maintain research data (including software code, where 
it is necessary for interpreting the data itself) for initial use and 
later reuse 

Writing – Original 
Draft 

Preparation, creation and/or presentation of the published work, 
specifically writing the initial draft (including substantive 
translation) 

Writing – Review & 
Editing 

Preparation, creation and/or presentation of the published work 
by those from the original research group, specifically critical 
review, commentary, or revision – including pre-or post-
publication stages 

Visualization 
Preparation, creation and/or presentation of the published work, 
specifically visualization/ data presentation 

Supervision 
Oversight and leadership responsibility for the research activity 
planning and execution, including mentorship external to the 
core team 

Project 
administration 

Management and coordination responsibility for the research 
activity planning and execution 

Funding acquisition 
Acquisition of the financial support for the project leading to this 
publication 
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References 

AMA Style should be used in the reference writing of our journal. If necessary, at this point, 

the reference writings of the articles published in our article can be examined. 

 

Citations in the text should be identified by numbers in square brackets. The list of references 

at the end of the paper should be given in order of their first appearance in the text or in 

alphabetical order according to the surname of the fist author. All authors should be included in 

reference lists unless there are 10 or more, in which case only the first 10 should be given, 

followed by ‘et al.’. Do not use individual sets of square brackets for citation numbers that 

appear together, e.g., [2, 3, 5–9], not [2], [3], [5]–[9]. Do not include personal communications, 

unpublished data, websites, or other unpublished materials as references, although such 

material may be inserted (in parentheses) in the text. In the case of publications in languages 

other than English, the published English title should be provided if one exists, with an 

annotation such as “(article in Turkish with an abstract in English)”. If the publication was not 

published with an English title, cite the original title only; do not provide a self-translation. 

References should be formatted as follows (please note the punctuation and capitalisation): 

 

Journal articles 

Journal titles should be abbreviated according to ISI Web of Science abbreviations. 

 

Guyon I. and Elisseeff A. An introduction to variable and feature selection. J Mach Learn Res, 

2003; 3: 1157-1182. 

 

Izadpanahi S, Ozcınar C, Anbarjafari G and Demirel H. Resolution enhancement of video 

sequences by using discrete wavelet transform and illumination compensation. Turk J Elec Eng 

& Comp Sci., 2012; 20: 1268-1276. 

 

Books 

Haupt RL. and Haupt S.E. Practical Genetic Algorithms. 2nd ed. New York, NY, USA: Wiley, 

2004. 

 

Kennedy J and Eberhart R. Swarm Intelligence. San Diego, CA, USA: Academic Press, 2001. 

 

Chapters in boks 

Poore JH, Lin L, Eschbach R and Bauer T. Automated statistical testing for embedded systems. 

In: Zander J, Schieferdecker I, Mosterman PJ, editors. Model-Based Testing for Embedded 

Systems. Boca Raton, FL, USA: CRC Press, 2012. pp. 111-146. 

 

Conference proceedings 

Li RTH and Chung SH. Digital boundary controller for single-phase grid-connected CSI. In: 

IEEE 2008 Power Electronics Specialists Conference; 15–19 June 2008; Rhodes, Greece. New 

York, NY, USA: IEEE. pp. 4562-4568. 

 

Theses 

Boynukalın Z. Emotion analysis of Turkish texts by using machine learning methods. MSc, 

Middle East Technical University, Ankara, Turkey, 2012. 

 

Tables and Figures 

All illustrations (photographs, drawings, graphs, etc.), not including tables, must be labelled 

“Figure.” Figures must be submitted in the manuscript. 
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In this work, we define a chaotic map that contradicts Elaydi’s conjecture. Firstly, 

we present some important concepts used in this paper and define a continuous map 
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show that 𝑓 is chaotic on [0,2] by using topological conjugacy with the ‘tent map’. 
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1. INTRODUCTION 
 

Chaotic dynamical systems are often used in image encryption, cryptology, fractal geometry, etc. [1-3]. 

Devaney presented the definition of a chaotic map, which is widely used in mathematics [4]. The 

definition of a chaotic map consists of three conditions: topological transitivity, the density of the set of 

periodic points, and sensitive dependence on initial conditions. Topological transitivity indicates that 

the system exhibits complex behavior, while the density of the set of periodic points suggests that the 

system exhibits regular behavior. Additionally, sensitive dependence on initial conditions indicates that 

the system is unpredictable. 

 

Many researchers examined the relations between chaos conditions [5-8]. Banks and his colleagues 

showed that topological transitivity and the density of the set of periodic points imply sensitive 

dependence on initial conditions in a non-finite metric space with a continuous map [5]. Vellekoop and 

Berglund showed that topological transitivity is sufficient for chaos on intervals [6]. Değirmenci and 

Koçak investigated the relationship between topological transitivity and dense orbit [7]. Chaos 

conditions were adapted to product spaces by Değirmenci and Koçak [8]. The question may arise 

whether, for a metric space 𝑋 and a chaotic map 𝑓: 𝑋 → 𝑋, the map 𝑓𝑚, which is the composition of 𝑓 

with itself 𝑚 times for all 𝑚 ∈ ℤ+, is also chaotic. In [9] (p. 143), Elaydi put forward the following 

claim: “Let 𝑓: 𝑋 → 𝑋 be a continuous map on a metric space 𝑋 (an interval 𝐼) which is chaotic. Show 

that if 𝑋 is connected, then 𝑓𝑚 is chaotic for all 𝑚 ∈ ℤ+.”  

 

The aim of this paper is to define a chaotic map that contradicts Elaydi’s conjecture. Firstly, we present 

some important concepts used in this paper and define a continuous map 𝑓 on [0,2], which is connected 
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according to the usual topology on ℝ. Moreover, we show that 𝑓 is chaotic on [0,2] by using topological 

conjugacy with the ‘tent map’. Finally, we conclude that 𝑓2 = 𝑓 ∘ 𝑓 is not chaotic on [0,2]. In addition, 

this example also shows that topological transitivity does not imply total transitivity. 

 

2. PRELIMINARIES 

 

Let 𝑋 be a topological space and 𝑓: 𝑋 → 𝑋, then (𝑋, 𝑓) is called discrete dynamical system [4]. For any 

𝑎 ∈ 𝑋, the set 𝑂𝑟𝑏𝑓(𝑎) = {𝑎, 𝑓(𝑎), 𝑓
2(𝑎), 𝑓3(𝑎),… , 𝑓𝑚(𝑎),… } is called orbit of 𝑎 under 𝑓 [4]. A point 

𝑝 ∈ 𝑋 is called a periodic point of 𝑓 if there is a positive integer 𝑚 such that 𝑓𝑚(𝑝) = 𝑝 [4]. The smallest 

such 𝑚 is called prime period of 𝑝 [4]. The set 𝑃𝑒𝑟(𝑓) = {𝑝 ∈ 𝑋 ∶ 𝑓𝑚(𝑝) = 𝑝, 𝑚 ∈ ℤ+} is called the 

set of periodic points of 𝑓 [4]. 

 

Definition 2.1. ([4]) Let (𝑋, 𝑓) be a discrete dynamical system. 𝑓 is called topologically transitive if for 

every non-empty open subsets 𝑈, 𝑉 ⊂ 𝑋, there exists a 𝑚 ∈ ℤ+ such that 𝑓𝑚(𝑈) ∩ 𝑉 ≠ ∅. 

 

Definition 2.2. ([10]) Let (𝑋, 𝑓) be a discrete dynamical system. 𝑓 is called totally transitive if     

𝑓𝑚: 𝑋 → 𝑋 is topologically transitive for all 𝑚 ∈ ℤ+.  

 

From the definition of total transitivity, it is easy to see that every totally transitive map is topologically 

transitive. However, as we will see, the reverse is not always true. 

 

Definition 2.3. ([4]) Let (𝑋, 𝑓) be a discrete dynamical system where 𝑋 is a metric space. 𝑓 is called 

sensitive dependent on initial conditions if for 𝑟 > 0 following hold, for all 𝑥 ∈  𝑋 and for every open 

neighborhood 𝑈 of 𝑥, there exists a 𝑚 ∈ ℤ+ and 𝑦 ∈ 𝑈 such that, 𝑑(𝑓𝑚(𝑥), 𝑓𝑚(𝑦)) ≥  𝑟.   

 

Definition 2.4. ([4]) Let (𝑋, 𝑓) be a discrete dynamical system, where 𝑋 is a metric space. The map 𝑓 

is called chaotic (sense of Devaney) if 𝑓 is topologically transitive, 𝑃𝑒𝑟(𝑓) is dense in 𝑋, and 𝑓 is 

sensitive dependent on initial conditions. 

 

Theorem 2.5. ([5]) Let (𝑋, 𝑓) be a discrete dynamical system, where 𝑋 is a non-finite metric space and 

𝑓 is continuous. If 𝑓 is topologically transitive and 𝑃𝑒𝑟(𝑓) is dense in 𝑋, then 𝑓 is sensitive dependent 

on initial conditions, i.e., 𝑓 is a chaotic map. 

 

Theorem 2.6. ([6]) Let (𝐼, 𝑓) be a discrete dynamical system, where 𝐼 ⊂ ℝ is an interval and 𝑓 is 

continuous. If 𝑓 is topologically transitive, then 𝑃𝑒𝑟(𝑓) is dense in 𝐼, i.e., 𝑓 is a chaotic map. 

 

The notion of topological conjugacy is used for the equivalence of the dynamics of the maps. 

 

Definition 2.7. ([4]) Let (𝑋, 𝑓) and (𝑌, 𝑔) be two discrete dynamical systems. If a homeomorphism 

ℎ: 𝑋 → 𝑌 exists such that ℎ ∘ 𝑓 = 𝑔 ∘ ℎ, then 𝑓 and 𝑔 are said to be topologically conjugate maps, and 

(𝑋, 𝑓) and (𝑌, 𝑔) are said to be topologically equivalent dynamical systems. 

 

Theorem 2.8. ([4,10]) Let (𝑋, 𝑓) and (𝑌, 𝑔) be topologically equivalent dynamical systems, where 𝑋, 𝑌 

are non-finite metric spaces and 𝑓, 𝑔 are continuous maps. Then,  

(i) 𝑃𝑒𝑟(𝑓) is dense in 𝑋 iff 𝑃𝑒𝑟(𝑔) is dense in 𝑌. 

(ii) 𝑓 is topologically transitive iff 𝑔 is topologically transitive. 

(iii) 𝑓 is totally transitive iff 𝑔 is totally transitive. 

(iv) 𝑓 is chaotic on 𝑋 iff 𝑔 is chaotic on 𝑌. 

 

 

 



Güvey / Estuscience  – Theory , 13 [1] – 2025 

 

3 

 

3. COUNTEREXAMPLE 

 

We define 𝑓: [0,2] → [0,2] by 

𝑓(𝑥) =

{
 
 

 
    2𝑥 + 1,   0 ≤ 𝑥 ≤

1

2

−2𝑥 + 3,   
1

2
≤ 𝑥 ≤

3

2

    2𝑥 − 3,   
3

2
≤ 𝑥 ≤ 2.

 (1) 

To show 𝑓 is a chaotic map, it is sufficient to show that 𝑓 is topologically transitive by Theorem 2.6, 

because 𝑓 is defined on an interval and 𝑓 is continuous. Graphs of 𝑓 and 𝑓2 are shown in Figure 1. 

 

 
(a) 

 
(b) 

Figure 1. (a) Graph of 𝑓; (b) Graph of 𝑓2. 

 

We use the famous ‘tent map’ and a map which is topologically conjugate to it to achieve our aim. The 

tent map is defined by 𝑇: [0,1] → [0,1],  
 

𝑇(𝑥) = {
2𝑥     ,   0 ≤  𝑥 ≤  

1

2

2 − 2𝑥 ,   
1

2
≤  𝑥 ≤  1.

 (2) 

 
𝑇 is a well-known chaotic map in the theory of chaotic dynamical systems [4,10]. In addition, 𝑇 is a 

totally transitive map, i.e., 𝑇𝑚 is topologically transitive for all 𝑚 ∈ ℤ+ [10]. We will use transitivity of 

𝑇 and 𝑇2 (see Figure 2). 

 

 
(a) 

 
(b) 

 
Figure 2. (a) Graph of 𝑇; (b) Graph of 𝑇2. 

 

Define 𝑅: [0,1] → [0,1] by 

𝑅(𝑥) = {
−2𝑥 + 1 ,   0 ≤  𝑥 ≤  

1

2

2𝑥 − 1 ,  
1

2
≤  𝑥 ≤  1.

 (3) 
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Example 3.1. The tent map 𝑇 defined in (2) is topologically conjugate to the map 𝑅 defined in (3) via 

homeomorphism ℎ: [0,1] → [0,1], ℎ(𝑥) = 1 − 𝑥. Let 𝑥 ∈ [0, 1
2
], then (ℎ ∘ 𝑅)(𝑥) = 2𝑥 = (𝑇 ∘ ℎ)(𝑥). If 

𝑥 ∈ [1
2
, 1], then (ℎ ∘ 𝑅)(𝑥) = 2 − 2𝑥 = (𝑇 ∘ ℎ)(𝑥). Hence, (ℎ ∘ 𝑅)(𝑥) = (𝑇 ∘ ℎ)(𝑥) for all 𝑥 ∈ [0,1]. 

Finally, 𝑇 and 𝑅 are topologically conjugate maps.  

 

Result 3.2 According to Theorem 2.8, the dynamical behavior of 𝑇 and 𝑅 are same. Since 𝑇 is chaotic 

and totally transitive, 𝑅 is also chaotic and totally transitive.  

 

 
(a) 

 
(b) 

Figure 3. (a) Graph of 𝑅; (b) Graph of 𝑅2. 
 

Example 3.3. The map 𝑓 defined in (1) is chaotic on [0,2]. By Theorem 2.6, it is sufficient to show that 

𝑓 is topologically transitive. Consider the restricted maps of 𝑓2 as 𝑔1 = 𝑓
2|[0,1] and 𝑔2 = 𝑓

2|[1,2]. Note 

that, the map 𝑔1 is equal to 𝑅2 (see Figure 1 (b) and Figure 3 (b)). Since 𝑅 is totally transitive, by Result 

3.2, 𝑅2 is topologically transitive. Hence, 𝑔1 is topologically transitive. We show that 𝑔2 and 𝑇2 are 

topologically conjugate via homeomorphism 𝑘: [0,1] → [1,2], 𝑘(𝑥) = 𝑥 + 1. Explicit forms of 

𝑔2: [1,2] → [1,2] and 𝑇2: [0,1] → [0,1] are 

𝑔2(𝑥) =

{
 
 

 
    4𝑥 − 3,   1 ≤ 𝑥 ≤

5

4

−4𝑥 + 7,   
5

4
≤ 𝑥 ≤

3

2

    4𝑥 − 5,   
3

2
≤ 𝑥 ≤

7

4

−4𝑥 + 9,   
7

4
≤ 𝑥 ≤ 2

  

and 

𝑇2(𝑥) =

{
 
 

 
           4𝑥,   0 ≤ 𝑥 ≤

1

4

−4𝑥 + 2,   
1

4
≤ 𝑥 ≤

1

2

    4𝑥 − 2,   
1

2
≤ 𝑥 ≤

3

4

−4𝑥 + 4,   
3

4
≤ 𝑥 ≤ 1

  

respectively. We will show that (𝑘 ∘ 𝑇2)(𝑥) = (𝑔2 ∘ 𝑘)(𝑥) for all 𝑥 ∈ [0,1]. Let 𝑥 ∈ [0,1].  
If  𝑥 ∈ [0, 1

4
], then (𝑘 ∘ 𝑇2)(𝑥) = 4𝑥 + 1. Since 𝑥 + 1 ∈ [1, 5

4
], (𝑔2 ∘ 𝑘)(𝑥) = 𝑔2 (𝑥 + 1) = 4𝑥 + 1.  

If 𝑥 ∈ [1
4
, 1
2
],   then (𝑘 ∘ 𝑇2)(𝑥) = −4𝑥 + 3. Since 𝑥 + 1 ∈ [5

4
, 3
2
], (𝑔2 ∘ 𝑘)(𝑥) = 𝑔2(𝑥 + 1) = −4𝑥 + 3. 

If 𝑥 ∈ [1
2
, 3
4
], then (𝑘 ∘ 𝑇2)(𝑥) = 4𝑥 − 1. Since 𝑥 + 1 ∈ [3

2
, 7
4
], (𝑔2 ∘ 𝑘)(𝑥) = 𝑔2(𝑥 + 1) = 4𝑥 − 1.  

If 𝑥 ∈ [3
4
, 1], then (𝑘 ∘ 𝑇2)(𝑥) = −4𝑥 + 5. Since +1 ∈ [7

4
, 2], (𝑔2 ∘ 𝑘)(𝑥) = 𝑔2(𝑥 + 1) = −4𝑥 + 5. 

Hence, (𝑘 ∘ 𝑇2)(𝑥) = (𝑔2 ∘ 𝑘)(𝑥) for all 𝑥 ∈ [0,1], i.e., 𝑇2 and 𝑔2 topologically conjugate maps. Since 

𝑇 is totally transitive, 𝑇2 is topologically transitive. By Theorem 2.8, 𝑔2 is topologically transitive. Let 

𝑈 and 𝑉 be non-empty open subsets of [0,2]. We will show that 𝑓 is topologically transitive, i.e., we 

obtain a 𝑚 ∈ ℤ+ such that 𝑓𝑚(𝑈) ∩  𝑉 ≠ ∅. We investigate five cases. 
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Case 1: If 𝑈, 𝑉 ⊂ [0,1], since 𝑔1 is topologically transitive, there exists a 𝑛 ∈ ℤ+ such that                      

𝑔1
𝑛(𝑈) ∩  𝑉 ≠ ∅. Hence, 𝑓2𝑛(𝑈) ∩ 𝑉 ≠ ∅. 

 

Case 2: If 𝑈, 𝑉 ⊂ [1,2], since 𝑔2 is topologically transitive, there exists a 𝑘 ∈ ℤ+ such that                      

𝑔2
𝑘(𝑈) ∩  𝑉 ≠ ∅. Hence, 𝑓2𝑘(𝑈) ∩ 𝑉 ≠ ∅. 

 

Case 3: Let ⊂ [0,1], 𝑉 ⊂ [1,2]. Since 𝑓 is continuous, 𝑓−1(𝑉) ⊂ [0,1] is an open set. By Case 1, there 

exists a 𝑛 ∈ ℤ+ such that 𝑓2𝑛(𝑈) ∩ 𝑓−1(𝑉) ≠ ∅. If 𝑥 ∈ 𝑓2𝑛(𝑈) ∩ 𝑓−1(𝑉), then 𝑥 ∈ 𝑓2𝑛(𝑈) and       

𝑥 ∈ 𝑓−1(𝑉). Therefore, 𝑓(𝑥) ∈ 𝑓2𝑛+1(𝑈) and 𝑓(𝑥) ∈ 𝑉 (since 𝑓 is onto, 𝑓(𝑓−1(𝑉)) = 𝑉). Hence, 

𝑓2𝑛+1(𝑈) ∩ 𝑉 ≠ ∅. 

 

Case 4: Let ⊂ [1,2], 𝑉 ⊂ [0,1]. Since 𝑓 is continuous, 𝑓−1(𝑉) ⊂ [1,2] is an open set. By Case 2, there 

exists a 𝑘 ∈ ℤ+ such that 𝑓2𝑘(𝑈) ∩ 𝑓−1(𝑉) ≠ ∅. If 𝑥 ∈ 𝑓2𝑘(𝑈) ∩ 𝑓−1(𝑉), then 𝑥 ∈ 𝑓2𝑘(𝑈) and       

𝑥 ∈ 𝑓−1(𝑉). Therefore, 𝑓(𝑥) ∈ 𝑓2𝑘+1(𝑈) and 𝑓(𝑥) ∈ 𝑉 (since 𝑓 is onto, 𝑓(𝑓−1(𝑉)) = 𝑉). Hence, 

𝑓2𝑘+1(𝑈) ∩ 𝑉 ≠ ∅. 

 

Case 5: If 𝑈 or 𝑉 are open sets containing 1, the desired result can be similarly obtained from Case 1,2. 

 

Therefore, 𝑓 is topologically transitive. Consequently, by Theorem 2.6, 𝑓 is chaotic on [0,2]. 
 

Result 3.4. 𝑓2 is not a chaotic map. Let 𝑈 ⊂ [0,1] and 𝑉 ⊂ [1,2] be non-empty open subsets. Since 

(𝑓2)𝑚(𝑈) ⊂ [0,1] for all 𝑚 ∈ ℤ+ (see Figure 1 (b)), (𝑓2)𝑚(𝑈) ∩  𝑉 = ∅. Therefore, 𝑓2 is not 

topologically transitive, i.e., by Definition 2.4, 𝑓2 is not chaotic. Although we construct a chaotic and 

continuous map 𝑓 on [0,2], which is connected, 𝑓𝑚 is not chaotic on [0,2] for 𝑚 = 2. Hence, this 

situation contradicts Elaydi’s conjecture in [9] (p. 143). Moreover, 𝑓 is an example of a map that is 

topologically transitive but not totally transitive. 
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Abstract  Keywords 

In this study, N'-(4-hydroxy-3-methoxybenzylidene)naphtho[2,3-b]furan-2-

carbohydrazide (HMFC) compound containing Schiff base was theoretically 

examined. The HMFC molecule was calculated theoretically using the 6-311G(d,p), 

B3LYP/B3PW91 basis sets and methods. The energy gap of the molecule, the lowest 

unoccupied molecular orbital (LUMO), and the highest occupied molecular orbital 

(HOMO) values were calculated using the identical set and two distinct methods. The 

HMFC compound's molecular stability was examined by applying the natural bond 

orbital (NBO) study. The Nonlinear optical Properties (NLO) of HMFC molecule, 

thermodynamic parameters, and Molecular Electrostatic Potential Maps (MEP) were 

calculated. Molecular docking study of the HMFC compound was performed by 

downloading two different enzyme codes (PDB ID: 1T46 and PDB ID: 3SXR) from 

PDB (Protein Data Bank) and examining in silico the cancer-associated proteins to 

analyze the potential anticancer activity. In the docking analysis, it showed a score of 

-7.356 kcal/mol for the 1T46 enzyme code in the compound, while it showed a score 

of -6.866 kcal/mol for the 3SXR enzyme code. Whether the HMFC molecule has drug 

properties was analyzed using the absorption, distribution, metabolism, and excretion 

(ADME) approach. 
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1. INTRODUCTION 
 

In 1864, Hugo Schiff described the condensation of an amine with an aldehyde to produce a Schiff base. 

Schiff bases, having the existence of the imine group, are used to clarify the transformation process of 

the racemization reaction in biological systems [1]. Its azomethine linkage (>C=N-) gives it anticancer, 

antibacterial, antifungal, and herbicidal activities, among other effects, in biological systems.  because 

of their potent antiviral, antifungal, and antibacterial qualities, several Schiff derivatives are useful 

therapeutic medications [2]. The structure-activity link between biomolecules and pharmacological 

molecules is also often understood using Schiff bases and their analogs as model compounds. Schiff 

bases are considered interesting medicinal compounds for the creation of novel drugs because of their 

many biological uses, particularly in the case of hydrazone derivatives [3-5]. Schiff bases have been 

extensively studied by many researchers due to their antibacterial, antiviral, antimalarial, anti-

inflammatory, and antioxidant properties. Moreover, it has been documented that Schiff bases coupled 

mailto:kenangoren49@gmail.comx
https://orcid.org/0000-0001-5068-1762
https://orcid.org/0000-0002-7089-7111
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with benzothiazole provide unique physiologically active molecular hybrids with noteworthy 

chemotherapeutic effects [6]. For instance, Schiff bases are essential to the advancement of coordination 

science since they readily create stable structures with the majority of metals and anticancer medications. 

Schiff-based chemicals tend to become more anti-cancer when they form complexes with metal ions 

[7]. 

 

The popularity of DFT-based methods is due to their wider range of applications and significantly 

cheaper computational cost compared to more accurate wave function-based methods [8]. These 

methods can yield findings that are sufficiently precise for a wide range of chemical systems (both in 

regard to size and complexity). Particularly in this regard, LR-TD-DFT20 has been shown to be a potent 

and adaptable method for treating aroused states [9]. 

 

Computer-aided quantum chemical calculations are performed using molecular modeling programs to 

help experimental research or to forecast the outcomes to be attained without completing experimental 

experiments [10]. The creation of effective programs that can compute molecular parameters including 

dipole moment, total energy, optimal shape, and vibration wave numbers is the main goal of these 

programs. These computations are based on quantum mechanics [11]. Atoms and molecules were 

subjected to the principles of quantum mechanics as soon as quantum theory was developed. In theory, 

quantum theory allows one to compute any molecule's chemical property. While there are numerous 

applications for prediction through computation, experimental approaches are still a valuable means of 

determining a compound's structure and chemistry [12]. 

 

The main purpose of this study, the Schiff base derivative N'-(4-hydroxy-3-

methoxybenzylidene)naphtho[2,3-b]furan-2-carbohydrazide (HMFC) molecule was theoretically 

investigated using the 6-311G(d,p), B3LYP/B3PW91 basis sets and methods. The DFT method was 

used to calculate the chemical descriptors HOMO-LUMO gap, and HOMO-LUMO, which are regarded 

as markers of the examined compounds' chemical reactivity. A study on molecular docking has been 

carried out against the molecule to shed more light on its biological application; The study reports on 

their binding affinity to the pathogen's protein and shows their capacity to bind with the protein through 

a comparative docking score. Finally, ADME analysis was performed in the study. ADME analysis 

findings suggest that these compounds may possess intriguing features for use in pharmaceuticals, which 

might make them useful as active components in novel pharmaceuticals. According to the ADME 

research, it has an excellent absorption profile of 79.99%, and the field that produces safe and effective 

medications may find use for the literature study's findings. 

 

2. MATERIALS AND METHODS 

 

The 6-311G(d,p), B3LYP/B3PW91 basis sets and methods were the basis sets and methods used in 

study for all DFT calculations performed in Gaussian 09 software. We used a semi-empirical 

conformational analysis method. The initial step of computer analysis was to optimize the final 

molecule's form. It specifically calls for low energy sensitivity to modifications in molecules caused due 

to the nuclear location shifting of the molecule. The best molecular structure geometries, vibration 

frequencies, and energies of HMFC chemical were determined using the DFT method in Gaussian 09 

software. The DFT method has been used to generate the Lee's-Yang-Parr correlation function using the 

6-311G(d,p) basis set-based computer package [13]. The visualization and input files have been 

prepared and imported using GaussView 6.0.16 and ChemBio Ultra Drive 3D. To identify the specific 

binding location and mechanism of the ligand on the protein, molecular docking research was conducted 

using the Maestro Molecular Modeling platform (version 11.8) [14] of the Schrödinger, LLC model and 

waited for the wizard module to get data on protein preparation. In the meantime, a crystal structure 

formed from the separation of all water molecules. The protein ion balance was restored by returning to 

this module and selecting the flexible protein-binding active site. Designed to serve as the foundation of 

the receptor network module, network boxes enable adaptable docking by creating networks at the 
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locations where proteins bind. Receptor connection modules are built on network boxes, which enable 

flexible docking through the formation of networks at protein binding sites. The lowest energy 

arrangement represents the strongest affinity for binding. Ultimately, the ADME analysis of HMFC 

molecule in this work was conducted using the online database SwissADME 

(http://www.swissadme.ch). 

 

3. RESULTS AND DISCUSSION 

 

3.1. Structure Details and Analysis 

 

Using the Density Function Theory (DFT) method and polarizing functions added to eliminate the 

polarization effect, the approximate geometry of this molecule in gas phase was drawn using the 

GaussView 6.0.16 molecular imaging program. The electron density in excited ionic molecules is higher 

than that of the ground-state molecule. Geometry optimization with restricted closed shell calculations, 

in which each electron pair is forced to occur in a single orbit, was used to determine the space 

settlements and space structure of the atoms in the compound using the 6-311G(d,p) basis set, which 

includes diffuse functions added to model the dispersed state [15, 16]. As a result, theoretical 

calculations were made for bond lengths (Å), bond angles (o), and dihedral angles (o). Table 1 presents 

the structure's bond length and bond angles as determined using the 6-311G(d,p), B3LYP/B3PW91 basis 

sets and methods. With values of 1.37 and 1.41 Å to C-O, the C-C bond lengths for B3PW91 and B3LYP 

are 1.36-1.53 Å and 1.37-1.54 Å, respectively. The aromatic ring's C-H lengths are around 1.08 Å in 

value. The range of all C-C-C angles is 101° to 122°. We noticed that some dihedral angles produced 

negative angle-degree outcomes when atoms were used as dihedral bonds in the Gaussian 09 software. 

These calculated values were assigned values based on where the atoms were located inside the bonds. 

We saw very slight variations in the dihedral bond values between the two methods. When we compared 

the theoretical results obtained with two different methods, we observed that they were close to each 

other and compatible. 

 
Table 1. Theoretically optimized geometric parameters of the molecule HMFC 

 

Bond Lengths B3PW91/ 

6-311G(d,p) 

B3LYP/ 

6-311G(d,p) 

Bond Lengths B3PW91/ 

6-311G(d,p) 

B3LYP/ 

6-311G(d,p) 

C4-C5 1.43121 1.43462 N17-C18 1.28282 1.28450 

C4-C7 1.41993 1.42297 C18-C19 1.47151 1.47486 

C7-C8 1.43121 1.36663 C21-C22 1.38644 1.38833 

C8-C9 1.36533 1.41309 C22-O25 1.34960 1.35526 

C8-O11 1.37052 1.37659 C23-O26 1.36379 1.36976 

C9-C13 1.50489 1.50849 O26-C27 1.41803 1.42564 

C12-C13 1.53899 1.54601 O25-H42 0.96607 0.96718 

C12-C14 1.53700 1.54201 N16-H37 1.01553 1.01460 

C14-N16 1.36833 1.37178 C18-H38 1.08899 1.08826 

N16-N17 1.35853 1.36760 C24-H41 1.08227 1.08032 

Bond Angles B3PW91/ 

6-311G(d,p) 

B3LYP/ 

6-311G(d,p) 

Bond Angles B3PW91/ 

6-311G(d,p) 

B3LYP/ 

6-311G(d,p) 

C6-C5-C10 122.66744 122.76053 N16-N17-C18 118.45382 118.55801 

C7-C8-O11 124.77683 124.73284 N17-C18-C19 131.07090 131.58017 

C9-C8-O11 112.17530 112.19842 C21-C22-O25 120.58918 120.44303 

C9-C12-C13 101.77366 102.01231 C23-C22-O25 120.05667 113.64148 

C12-C14-N16 113.39116 113.39530 C23-O26-C27 118.28394 118.55989 

    Planar 

Bond Angles 

B3PW91/ 

6-311G(d,p) 

B3LYP/ 

6-311G(d,p) 

Planar 

Bond Angles 

B3PW91/ 

6-311G(d,p) 

B3LYP/ 

6-311G(d,p) 

C1-C6-C5-C10 -179.94428 -179.95212 C12-C14-N16-N17 177.78572 177.90167 

C5-C10-C9-C13 -177.84628 -178.05155 C14-N16-N17-C18 178.90535 178.52697 

C4-C7-C8-O11 

C8-O11-C12-C14 

179.54733 

-105.99149 

179.61311  

-108.06229 

C21-C22-C23-O26 

C22-C23-O26-C27 

-179.99596 

-178.22383 

-178.95493  

-178.05634 

 

http://www.swissadme.ch/
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3.2. Mulliken Atomic Charges 

 

The most popular and traditional technique for load analysis is the Mulliken load distribution. Numerous 

applications contribute to its extensive use [17]. The idea behind this method, which derives from the 

linear integration of orbitals in atoms, is to distribute the wave functions to the atoms in the same 

proportion as the locations where two orbitals meet. This distribution, however, does not accurately 

depict each element's electronegativity [18, 19]. Because it offers a wealth of information about a 

molecule's polarity, electronic structure, dipole moment of atomic molecules, charge distribution on 

atoms, acceptor pairs and donors that facilitate charge transfer in the structure, and different chemical 

structure properties, the Mulliken charge distribution method is a commonly used method [20]. Because 

the nearby element O15 possesses a notably electronegative property, the C14 carbon atom's mulliken 

atomic charge value was determined to be larger than that of different chemical structures. Table 2 

displays further calculated Mulliken atomic charge measurements for the compound using the 6-

311G(d,p), B3LYP/B3PW91 basis sets and methods. Some C atoms were found to be negatively 

charged, whereas other C atoms were found to be positively charged. Figure 1 compares some C atom 

values using the different methods. In the Figure 2 has been given the optimized geometry of the 

molecule HMFC using the B3PW91/6-311G(d,p) method and basis set. Because the nearby element 

O15 possesses a notably electronegative property, the C14 carbon atom's mulliken atomic charge value 

was determined to be larger than that of different chemical structures. Table 2 displays further calculated 

Mulliken atomic charge measurements for the compound using the 6-311G(d,p), B3LYP/B3PW91 basis 

sets and methods. Some C atoms were found to be negatively charged, whereas other C atoms were 

found to be positively charged. Figure 1 compares some C atom values using the different methods. 

Figure 2 has been given the optimized geometry of the molecule HMFC using the B3PW91/6-311G(d,p) 

method and basis set. When we compared the theoretical results obtained with two different methods, 

we observed that they took values far from each other and were not compatible. 

 
Table 2. Mulliken atomic charges of the molecule HMFC 

 

ATOMS B3PW91/ 

6-311G(d,p) 

B3LYP/ 

6-311G(d,p) 

ATOMS B3PW91/ 

6-311G(d,p) 

B3LYP/ 

6-311G(d,p) 

C5 -0.070 -0.059 N16 -0.298 -0.275 

C6 -0.073 -0.065 N17 -0.200 -0.188 

C7 -0.052 -0.043 O25 -0.405 -0.394 

C8 0.205 0.205 O26 -0.386 -0.378 

C9 -0.179 -0.162 H28 0.113 0.102 

C10 -0.014 -0.014 H29 0.113 0.102 

C12 -0.129 -0.086 H30 0.100 0.090 

C13 -0.104 -0.081 H31 0.103 0.093 

C14 0.379 0.350 H32 0.115 0.101 

C18 0.106 0.092 H33 0.101 0.093 

C19 -0.204 -0.175 H34 0.161 0.148 

C21 -0.104 -0.091 H35 0.161 0.146 

C22 0.180 0.173 H36 0.162 0.142 

C23 0.148 0.143 H37 0.232 0.217 

C24 -0.122 -0.108 H38 0.132 0.119 
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Figure 1. Mulliken atomic charge comparison for molecule HMFC 

 

 

Figure 2. Optimized geometry display using the B3PW91/6-311G(d,p) method and basis set of molecule HMFC 

 

3.3. HOMO and LUMO Analysis 

 

Every molecule has two orbitals: LUMO and HOMO, according to molecular orbital theory. HOMO 

and LUMO orbitals are also known as leading orbitals because of their significance in chemical reactions 

[21]. The molecule's HOMO and LUMO energy levels differ from one another, signifying its chemical 

stability. The easier the reactant-reactant contact and reaction, the lower the ΔE energy difference, that 

is, the closer the energy levels of the interacting molecular orbitals are [22, 23]. It has been shown that 
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the energy values of molecules differ based on their hardness or softness, with soft molecules often 

having lower energy values than hard ones. The formulas for ionization energy, I=-EHOMO, and electron 

affinity, A=-ELUMO, represent the least amount of energy required to take one electron out of a molecule 

and the total energy that rises when an electron is added to the molecule in the gas phase, respectively 

[24]. η=(I-A)/2 gives the hardness value, which is a measurement of the blockage of charge transfer 

inside the molecule. The hardness of the HMFC molecule was calculated as 2.2754 with the B3PW91 

method and 2.3249 with the B3LYP method. S=1/2η represents the softness parameter, which is the 

opposite of hardness. The softness of the HMFC molecule was calculated as 1.1377 with the B3PW91 

method and 1.1624 with the B3LYP method. When we examined the molecular hardness and softness 

values of the HMFC molecule calculated with two different methods, we observed that they were very 

close to each other and compatible. High-chemical-hardness molecules have little to no intramolecular 

charge transfer. The Mulliken electronegativity parameter, χ=(I+A)/2, denotes a molecule's atom's 

capacity to draw electrons, except for the hardness and suppleness characteristics. Furthermore, he 

calculated the chemical capacity using μ=-(I+A)/2 and the electrophilic index using 𝑤=𝜇2/2𝜂 [25]. The 

densities of the HOMO and LUMO orbital representations for Molecule HMFC have been displayed in 

Figures 3 and 4. Table 3 shows that the B3PW91 method yielded HOMO-6.0340 eV/LUMO-1.4832 

eV, while the B3LYP method yielded HOMO-5.9793 eV/LUMO -1.3295 eV. 
 

 
 

Figure 3. Pictures of frontier molecular orbitals using the B3PW91/6-311G(d,p) method and basis set 
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Figure 4. Pictures of frontier molecular orbitals using the B3LYP/6-311G(d,p) method and basis set 

 

Table 3. Calculated quantum chemical parameters⁕(in eV) for low energy compatibilities by the 6-311G(d,p), 

B3LYP/B3PW91 basis set and methods of the HMFC molecule 
 

Molecules Energy  B3PW91/ 

6-311G(d,p) 

B3LYP/ 

6-311G(d,p) 

ELUMO  -1.4832 -1.4516 

EHOMO  -6.0340 -5.9793 

ELUMO+1  -1.3605 -1.3295 

EHOMO-1   -6.0685 -6.0087 

Energy Gap            (ΔE)|EHOMO-ELUMO| 4.5508 4.5277 

Ionization Potential         (I=−EHOMO) 6.0340 5.9793 

Electron Affinity             (A=−ELUMO) 1.4832 1.3295 

Chemical hardness          (η=(I − A)/2) 2.2754 2.3249 

Chemical softness        (s=1/2η) 1.1377 1.1624 

Chemical Potential          (μ=−(I + A)/2) -3.7586 -3.6544 

Electronegativity            (χ=(1+ A)/2) 1. 2416 1.16475 

Electrophilicity index      (ω=μ2/2η) 3.1043 2.8720 
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3.4. Molecular Electrostatic Potential (MEP) 

 

Partial charges, electronegativity, and dipole moment are all connected to the molecular electrostatic 

potential surface. It is also favored for delineating hydrogen bond interactions and identifying 

nucleophilic and electrophilic reaction sites [26, 27]. In regions with low electron density, the proton is 

repelled by positive electrostatic potential, whereas The proton's attraction to the electron density is 

described by the negative electrostatic potential. The highest electrostatic potential, or nucleophilicity, 

is represented by the blue zone, while the smallest electrostatic potential, or electrophilicity, is 

represented by the red region [28]. The polarity of the molecule is connected to the wide gap in the 

molecular electrostatic potential scale. A molecule is said to be more polar if there are significant 

variations on the scale from red to blue. Figure 5 demonstrates that whereas oxygen and nitrogen atoms 

have negative potential zones that might be used for electrophilic assault, hydrogen atoms are more 

likely to have positive potential zones that could be used for nucleophilic attack. 

 

 
 

Figure 5. Molecular electrostatic potential surface of the molecule HMFC using the the 6-311G(d,p), B3LYP/B3PW91 basis 

sets and methods 

 

3.5. Non-Linear Optical Properties (NLO) 

 

NLO materials are widely used in many scientific fields, which has led to their increased attention in 

recent years. Good NLO qualities may be found in numerous photonic applications, including digital 

communications, signal processing, optical computing, sensors, and the creation of optical junction 

materials [29]. A molecule that is isolated has a dipole moment change when an external electrical field 

is present. In the equation of the total dipole moment, thus, aside from the permanent dipole moment, 

first- and second-order contributions appear [30]. First-order hyperpolarizability (𝛽), which represents 

non-linear optical qualities, becomes significant if a stronger electric field is applied, whereas molecule 

polarizability (𝛼), which represents linear optical properties, is considered if the applied electric field is 

weak [31]. Using the Gaussian 09 package software, one may determine a molecule's nonlinear optical 

characteristics by first calculating the energy of the optimized molecule and entering Polar=Enonly in 

the keyword area. Equations (1-3) are then used to compute the average molecule polarizability value 

from the output file in cartesian coordinates [32]. The polarization rises due to the simple alteration of 
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the electron distribution, which raises the 𝛽 value. Furthermore, the attachment of acceptor-donor groups 

to the ends of the molecule influences the rise in the 𝛽 value and the charge asymmetry. In addition to 

this, when the molecule is extended by adding more conjugated bonds, the 𝛽 value which is dependent 

on the polarizability of the electrons in the π bond will also rise [33]. NLO analysis values have been 

given in Table 4. HMFC compound's first-order hyperpolarization values and molecular polarizability 

were determined in the 6-311G(d,p), B3LYP/B3PW91 basis sets and methods. After being translated 

from atomic unit (a.u.) to electrostatic unit (e.s.u.), the predicted molecular polarizability (𝛼) and first-

order hyperpolarizability (𝛽) values were found to be 2.50x10-30 and 2.52x10-30 esu, respectively. When 

we compared the theoretical results obtained with two different methods, we observed that they were 

close to each other and compatible. The urea molecule is one of the model molecules used in studies on 

systems exhibiting NLO properties. The calculated μ and β values for both methods are approximately 

HMFC and seven times larger, respectively, than those of the typical NLO material "urea." The 

relatively large dipole moment and hyperpolarizability of HMFC compound may indicate that the 

substance can serve as a basic element for NLO materials. 

𝜇 

= (𝜇𝑥
2 + 𝜇𝑦 

2 +𝜇𝑧
2)

1
2                                                                                                                                                 (1) 

𝛽𝑇𝑜𝑡𝑎𝑙 = (𝛽2𝑥 + 𝛽2𝑦 + 𝛽2𝑧)1 2⁄                                                                                                                        (2) 

= [(𝛽𝑥𝑥𝑥 + 𝛽𝑥𝑦𝑦 + 𝛽𝑥𝑧𝑧)2 + (𝛽𝑦𝑦𝑦 + 𝛽𝑦𝑥𝑥 + 𝑦𝑧𝑧)2 + (𝛽𝑧𝑧𝑧 + 𝛽𝑧𝑥𝑥 + 𝛽𝑧𝑦𝑦)2]
1
2                      (3) 

 
Table 4. The dipole moments (Debye), polarizability (au), components, and total value of molecule HMFC are calculated using 

the 6-311G(d,p), B3LYP/B3PW91 basis sets and methods 

 

Parameters B3PW91/ 

6-311G(d,p) 

B3LYP/  

6-311G(d,p) 

Parameters B3PW91/ 

6-311G(d,p) 

B3LYP/  

6-311G(d,p) 

μx -0.5857 -0.5770 βXXX 14.6593 12.8342 

μy 0.7810 0.7399 βYYY 4.8202 5.7078 

μz -2.1691 -2.1428 βZZZ -11.0735 -10.7324 

μ(D) 2.3786 2.3392 βXYY -6.8838 -8.2537 

αxx -144.4681 -146.4085 βXXY 52.8463 53.0179 

αYY -133.8131 -136.1076 βXXZ 50.0598 49.0202 

αzz -171.5781 -172.2085 βXZZ -23.1842 -23.2474 

αXY -7.9039 -7.8356 βYZZ 2.3260 1.6622 

αXZ -0.1837 -0.6591 βYYZ -26.3724 -25.7985 

αYZ -8.8702 -8.8884 βXYZ 3.3769 3.6133 

α(au) -169.172 -164.8441 β(esu) 2.50x10-30 2.52x10-30 

 

3.6. NBO Analysis 

 

The Gaussian 09 software contains a program that may be used to calculate NBO analysis, a commonly 

used method to look at how molecules interact with one another. This study yields the percentages of 

electrons present in various bonds for σ and π bonds as well as variations in the proportions of electrons 

on each atom in the s, p, and d orbitals [34]. Hybridizations that result in bond formation on atoms can 

also be achieved with this method. Furthermore, the NBO analysis looks at the orbitals' E(2) stabilization 

energies in addition to the interaction energies between orbitals and transition states. As is well known, 

π bonds are required to have p atomic orbitals of N, O, and C atoms by definition. It has been noted that 

the s orbital in the σ bond contributes less to the hybridization at the C atom than the other orbitals 

together [35]. O atoms saw far less of this alteration than C atoms did. As predicted, these modifications 

are almost nonexistent for π bonds. Table 5 presents the analytical findings for this data. By overlapping 

orbitals between bonding and antibonding orbitals, intramolecular hyperconjugative interactions 

facilitate intermolecular charge transfer, which leads to the molecular system's stability. The electron 

density in the antibonding orbitals increases as a result of these interactions, weakening the bond 

character. In the molecule under investigation, these bonds, together with their transition states and 

energy values, are as follows: π(C1-C2)→π*(C5-C6) 10.44 kcal/mol, π(C3-C4)→π*(C7-C8) 11.78 
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kcal/mol, π(C5-C6)→π*(C9-C10) 11.33 kcal/mol, and π(C9-C10)→π*(C7-C8) 11.24 kcal/mol. With 

stability energy data of 8.07, 13.92, 11.88, and 11.29 kcal/mol, respectively, the strongest interactions 

were found to be π(N17-C18)→ π*(C9), π(C19-C20)→ π*(N17), π (C22)→π*(C23-C24), and 

π*(23)→π* (C19-C20). 
 

Table 5. Selected NBO results of molecule HMFC calculated using B3PW91/6-311G(d,p) method and basis set 

 

NBO(i) Type Occupancies NBO(j) Type Occupancies 
E(2)a 

(Kcal/mol) 

E (j)-E(i)b 

(a.u.) 

F (i, j)c 

(a.u) 

C1-C2 π 1.79417 C5-C6 π* 1.75478 10.44 0.31 0.051 

C1-C6 σ 1.97579 C5-C10 σ* 1.96779 5.14 1.01 0.064 

C2-C3 σ 1.97515 C5-C6 σ* 1.75478 5.22 1.00 0.065 

C3-C4 π 1.75770 C7-C8 π* 1.84120 11.78 0.30 0.054 

C4-C5 σ 1.96826 C3-C4 σ* 1.75770 3.16 1.25 0.056 

C4-C7 σ 1.96127 C8-O11 σ* 1.98575 8.53 0.85 0.076 

C5-C6 π 1.75478 C9-C10 π* 1.84522 11.33 0.31 0.054 

C5-C10 σ 1.96779 C1-C6 σ* 1.97579 6.66 1.01 0.073 

C7-C8 π 1.84120 C9-C10 π* 1.96741 12.04 0.33 0.056 

C8-C9 σ 1.96886 N16-H37 σ* 1.95636 3.12 1.09 0.052 

C9-C10 π 1.84522 C7-C8 π* 1.84120 11.24 0.31 0.053 

C9-C13 σ 1.96741 C7-C8 π* 1.84120 3.33 1.26 0.058 

C10-H33 σ 1.97807 C8-C9 σ* 1.96886 6.80 0.95 0.072 

O11-C12 σ 1.98210 C7-C8 σ* 1.98007 3.85 1.42 0.066 

C12-C13 σ 1.96624 C9-C10 σ* 1.97688 5.01 1.27 0.071 

C12-H34 σ 1.96447 C14-O15 π* 1.98091 4.87 0.54 0.047 

C14-N16 σ 1.98170 N17-C18 σ* 1.94446 2.84 1.35 0.055 

N16-H37 σ 1.95636 C24-H41 π* 1.92377 10.00 1.14 0.095 

N17-C18 π 1.94446 C19-C20 π* 1.78074 8.07 0.36 0.051 

C19-C20 π 1.78074 N17-C18 π* 1.94446 13.92 0.29 0.057 

C19-C24 σ 1.96628 C23-O26 σ* 1.98736 5.16 0.89 0.061 

C20-C21 σ 1.97021 C22-O25 σ* 1.99212 5.50 0.88 0.062 

C21-C22 π 1.79193 C23-C24 π* 1.97945 11.88 0.30 0.054 

C21-H40 σ 1.97602 C22-C23 σ* 1.97582 6.20 0.90 0.067 

C23-C24 π 1.82146 C19-C20 π* 1.78074 11.29 0.33 0.055 

C24-H41 σ 1.92377 N16-H37 σ* 1.95636 26.57 0.99 0.145 

O25-H42 

C27-H43 

σ 

σ 

1.98582 

1.98981 

C21-C22 

C23-O26 

σ* 

σ* 

1.79193 

1.98736 

2.98 

3.66 

1.35 

0.82 

0.057 

0.049 
 

3.7. Molecular Docking Studies 

 

The method of molecular docking analysis is used to determine the affinities of chemical bonds to a 

receptor by enabling the determination of the proper binding geometries between a ligand and a target 

protein molecule [36]. Molecular docking analysis was performed with Maestro (version 11.8) [14]. The 

compound's protein crystal structure was chosen using the Protein Data Bank (http://www.rcsb.org). 

There are many protein targets on cancer. When we examine the literature, these two proteins have been 

widely used in cancer diseases [37, 38] We observed that we would obtain a good docking score when 

proteins were evaluated with reference ligands. Hydrogen atoms were added to the protein, and water 

molecules were eliminated throughout the preparation procedure using the protein preparation wizard. 

By clicking on any ligand atom, the Receptor Grid Creation application was launched, and the default 

grid box was created. Using Standard Precision, the ligand was attached to the protein grid box (SP). 

Docking scores were displayed as the results in Table 6. When we examined potential anticancer activity 

of HMFC compound against different proteins PDB ID: 1T46 and PDB ID: 3SXR, it is thought that the 

study with good docking scores is promising for these diseases and can make a significant contribution 

to new studies. 
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Table 6. Docking score of molecule HMFC PDB: 1T46 and PDB: 3SXR 

Compound 
Docking Score 

(PDB: 1T46) (PDB: 3SXR) 

Molecule HMFC -7.356 -6.866 

 

Figure 6 shows 3D and 2D interactions as a result of Molecule-1T46 docking. The shift score with 

Molecule-1T46 was determined as -7.356 cal/mol in Table 6. In HMFC compound, THR-670 (4.12 Å) 

is the carbon-hydrogen bond linked to methoxy. CYS-673 (3.73 Å) on the Schiff base carbon is the 

conventional hydrogen bond. ASP-677 (4.54 Å) is a Pi-Anion bond on the naphthalene ring. In the 

benzene ring, VAL-603 (5.59 Å) is the Pi-Sigma bond. CYS-809 (4.12), ALA-621 (4.83), and LEU-

799 (5.30) are Pi-Alkyl bonds in HMFC compound. GLY-676, GLU-671, and LYS-593 are van der 

Waals bonds in the binding mechanism of HMFC compound. 

 

 
 

 

Figure 6. Molecule-1T46 mode of interaction with enzymes; a) 3D view of the donor/acceptor surface of aromatic bonds on 

the receptor b) 2D view of ligand enzyme interactions 

 

Figure 7 shows 3D and 2D interactions as a result of Molecule-3SXR docking. The shift score with 

Molecule-3SXR was determined as -6.866 cal/mol in Table 6. VAL-431 (5.01 Å) is the Pi-Sigma bond 

on the naphthalene ring. In the benzene ring, CYS-496 (4.95 Å) is the Pi-Sulfur bond. In HMFC 

compound, LYS-445 (4.87), ALA-443 (6.48) and LEU-543 (5.97) are Pi-Alkyl bonds. GLY-429, SER-

425 and MET-464 are van der Waals bonds in the binding mechanism of HMFC compound. 
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Figure 7. Ligand-3SXR mode of interaction with enzymes; 3D view of the donor/acceptor surface of hydrogen bonds on the 

receptor and 2D view of ligand enzyme interactions 

 

3.8. ADME Analysis 

 

Drug research and development heavily relies on the prediction of ADME characteristics. Early 

assessment of ADME characteristics reduces screening and trial time and costs by identifying the best 

candidates for drug development and rejecting those that are unlikely to succeed. By including kinetic 

mechanisms, the ultimate purpose of ADME modeling is to anticipate the in vivo propensity behavior 

of therapeutic candidate chemicals in the human body [39]. ADME analysis was performed to predict 

the ADME properties of HMFC molecule which is of great importance in drug research and 

development. Table 7 provides the following information about HMFC compound: molecular weight, 

percent absorption, topological polar surface region, estimated volume, number of rotatable bonds, and 

number of hydrogen bond donors and acceptors. When we examine the values in Table 7, according to 

Lipinski's five important rules; having less than 5 hydrogen bond donors (2), less than 10 hydrogen bond 

acceptors (5), lipophilicity coefficient LogP being less than 5 (3.46), molar refraction values between 4-

130 (103.40) and finally We found that the molecular weight (MW) being lower than 500 (360.36) fits. 

It demonstrates that Lipinski's criteria has not been broken and that this molecule is appropriate for the 

drug development process. Using %A=109-(0.345xTPYA) to compute the percent absorption, the 

compounds had a decent absorption profile of 79.99%. The color regions and physicochemical 

parameters of molecule HMFC have been shown in Figure 8. When we examine Figure 8, The pink 

region on polar surface area maps symbolizes the physicochemical area suitable for oral bioavailability. 

According to the radar diagram, it is aside from the saturation setting, in the pink region. LogP is a 

measure of the lipophilicity or hydrophobicity of the compound. LogP > 0 indicates that the drug is 
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lipophilic and LogP < 0 indicates that the drug is hydrophilic. Since the compound has LogP >0 (3.46), 

it shows that the compound is lipophilic as a drug. According to Lipinski's rule, one of the most 

important chemical descriptors that correlates well with PK properties is the topological polar surface 

area (TPSA) and the TPSA of a good drug should be less than 140 Å. The TPSA value of HMFC 

compound was calculated as 84.06 and we think that it will be evaluated as a good drug candidate. 

 
Table 7. Physicochemical and lipophilicity of molecule HMFC 

Code 

 

DHPM 

Lipophilicity 

consensus 

log P 

Physico-chemical properties 

MWa  

g/mol 

Heavy 

Atoms 

Aromatic 

heavy 

atoms 

Rot. 

bond 

H‐

acceptor 

bond 

H‐donor 

bond 

MRb TPSAc  (A2) % 

ABSd 

 3.46 360.36 27 19 5 5 2 103.40 84.06 79.99 

aMW, molecular weight; cTPSA, topological polar surface area; bMR, molar refractivity; dABS%: absorption percent 𝐴𝐵𝑆% = 109 −
[0.345 × 𝑇𝑃𝑆𝐴]. 

 

 

Figure 8. Color regions and physicochemical parameters of molecule HMFC 

 

 

4. CONCLUSION 

 

The initial step in HMFC investigation was to optimize the geometry to discover the least energy, or 

stable structure, of the molecule. The optimization process led to the determination of the molecule's 

bond lengths and bond angles. The molecule's total energies and leading molecular orbital energies were 

then calculated. These energies were used to calculate the molecular properties (η, or electronegativity, 

and η, or molecular stiffness), based on HOMO-LUMO energy differences. Examining the variations in 

NBO hybridization % and Mulliken and NBO atomic charge values, it was discovered that there were 

relatively few variations. The molecular electrostatic potential energy surface map (MEP) and nonlinear 

optical characteristics (polarizability, anisotropic polarizability, and high polarizability) were 

ascertained in order to provide further insight into the molecule under investigation. We were able to 

determine the regions where the compound might have non-covalent interactions by looking at the MEP 

map, which showed that the positive potential region was around the hydrogen and methyl atoms, and 

the negative potential region was around the electronegative atoms. HMFC compound's potential 

anticancer activity was tested on two different proteins, PDB ID: 1T46 and PDB ID: 3SXR. The 

optimum docking modes for the proteins PDB: 1T46 and PDB: 3SXR were found to have binding 

affinities of -7.356 kcal/mol and -6.866 kcal/mol, respectively, in the molecular docking study. 

Examining the two-dimensional view of the binding interactions to the residues in the molecular docking 
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analysis, it is evident that the interactions belong to the hydrogen bond, carbon-hydrogen bond, and van 

der Waals interactions and are active in the region with a high electrophilic nature. Finally, the HMFC 

investigation included molecular ADME analysis. According to the Adme research, it has an excellent 

absorption profile of 79.99%, and the field that produces safe and effective medications may find use 

for the study's findings. 
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1. INTRODUCTION 

 

It is quite famous in convex analysis that at each boundary point a convex set has a supporting 

hyperplane. This idea leads to one of the central concepts of convex analysis, which is called 

subgradient. The study of subgradients in convex optimization has been a cornerstone in developing 

methods for optimality conditions and duality theorems [4,12,13]. However, if the set is not convex 

there does not exist any supporting hyperplanes at boundary points. Many researchers have tried to 

generalize for nonconvex problems on optimality conditions. Among these contributions, Azimov and 

Gasimov’s weak subgradient definition emerges as a significant concept, introducing a novel approach 

to analyzing nonsmooth functions while retaining computational and theoretical practicality and the 

idea is very useful for analyzing optimality conditions in nonconvex optimization [1,3,5,6,7,8]. In 

[1,7] they use support cones instead of supporting hyperplanes. Therefore, this enables us to broaden 

the subdifferentiable class to the lower Lipschitz function class. This motivates our study on a broader 

class of weakly subdifferentiable functions.  

 

In [10], it has been introduced a distinct separation property in Banach spaces for two closed cones, 

along with a nonlinear separation theorem applicable to cones having this relation. It also extends 

traditional dual cones definitions by introducing augmented dual cones. Also, it is well known that any 

lower Lipschitz function satisfy the weak subdifferentiability [1,2]. Based on the separation theorem 

mailto:sametbila@eskisehir.edu.tr
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we establish a theorem that any Lipschitz function is weakly subdifferentiable with 𝑥∗ component of 

(𝑥∗, 𝑐) is different than zero vector of ℝ𝑛. 

 

It is proven in [9] that positively homogeneous and continuous function is subdifferentiable. In this 

work, we show that positively homogeneous and lower semicontinuous function is weakly 

subdifferentiable. 

 

2. PRELIMINARIES 

 

Consider a normed space (𝕐, ‖∙‖).  

 

𝕌 = {𝒚 ∈ 𝕐: ‖𝒚‖ = 𝟏} 

 

is referred to as the unit sphere of (𝕐, ‖∙‖) and, 

 

 

𝔹 = {𝒚 ∈ 𝕐: ‖𝒚‖ ≤ 𝟏}, 

 

 

is referred to as the unit ball of the space (𝕐, ‖∙‖). The nonempty set ℂ contained in 𝕐 is considered a 

cone if, for any element 𝒚 in ℂ and any non-negative scalar 𝝀 ≥ 𝟎, then 𝝀𝒚 also belongs to ℂ. 
 

  

A cone ℂ is pointed if  

ℂ ∩ (−ℂ) = {𝟎𝕐}. 

 

 

A cone generating by a set 𝕊 is denoted by cone(𝕊):  

 

cone(𝕊)={𝝀𝒔: 𝝀 ≥ 𝟎, 𝒔 ∈ 𝕊}. 

 

 

Let ℂ ≠ {𝟎𝕐} be a convex cone. A nonempty convex subset 𝔻 of ℂ a is referred to as a base for ℂ if 

each 𝒚 ∈ ℂ if each 𝒚 ∈ ℂ\{𝟎𝕐} has a distinct representation in the form 𝒚 = 𝝀𝒅 for some 𝝀 > 𝟎 and 

some 𝒅 ∈  𝔻. Throughtout this work, The norm base of the cone ℂ is represented by ℂ𝕌 = ℂ ∩
 𝕌={𝒚 ∈ ℂ: ‖𝒚‖ = 𝟏}. 
 

Definition 2.1: Consider (𝕐, ‖∙‖) as a real normed space where partial ordering is determined by a 

cone ℂ  which is closed, convex, pointed . The definition of the dual cone ℂ∗ is as follows: 

 

ℂ∗  = {𝒛∗ ∈ 𝕐∗: 〈𝒛∗, 𝒛〉 ≥ 𝟎, ∀𝒛 ∈ ℂ}. 

 

 

and quasi interior of ℂ∗  denoted by ℂ# is given as follows:  

 

ℂ# = {𝒛∗ ∈ 𝕐∗: 〈𝒛∗, 𝒛〉 > 𝟎, ∀𝒛 ∈ ℂ\{𝟎}}. 

 

 

The extended version of these definitions are presented in [10] and called augmented dual cones are 

given as follows: Let  

 

ℂ𝒂∗  = {(𝒛∗, 𝒂) ∈ ℂ# × ℝ+: 〈𝒛∗, 𝒛〉 − 𝜶‖𝒛‖ ≥ 𝟎, ∀𝒛 ∈ ℂ}, 

 

 

ℂ𝒂∘  = {(𝒛∗, 𝒂) ∈ ℂ# × ℝ+: 〈𝒛∗, 𝒛〉 − 𝜶‖𝒛‖ > 𝟎, ∀𝒛 ∈ 𝒊𝒏𝒕(ℂ)},  

       and  

ℂ𝒂#  = {(𝒛∗, 𝒂) ∈ ℂ# × ℝ+: 〈𝒛∗, 𝒛〉 − 𝜶‖𝒛‖ > 𝟎,  ∀𝒛 ∈ ℂ\{𝟎𝕐}}.  

 

In the definition of  ℂ𝒂∘ assumes that the interior of the ordering cone 𝒊𝒏𝒕(ℂ) is not empty. 
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Definition 2.2: A pair (𝑥∗, 𝑐) which is in ℝ𝑛 × ℝ+is referred to as a weak subgradient of h at 𝑥0 on 

the set S provided that  

 

⟨𝑥∗, 𝑥 − 𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ ≤ ℎ(𝑥) − ℎ(𝑥0)  for all 𝑥 ∈S (1) 

 

The weak subdifferential set contains all weak subgradients of ℎ at 𝑥0 and it is represented as 𝜕𝑆
𝑤ℎ(𝑥): 

 

𝜕𝑆
𝑤ℎ(𝑥0)={(𝑥∗, 𝑐) ∈ ℝ𝑛 × ℝ+: (1)  is satisfied} 

 

 

Remark 2.3: If 𝜕𝑆
𝑤ℎ(𝑥0) ≠ ∅, then ℎ is called the weakly subdifferentiable at 𝑥0. If we let 𝑆 = ℝ𝑛 

then we ignore the subscript  𝑆 in 𝜕𝑆
𝑤ℎ(𝑥0), and denote it by  𝜕𝑤ℎ(𝑥0) = 𝜕ℝ𝑛

𝑤 ℎ(𝑥0). It is obvious that 

if function ℎ is subdifferentiable at 𝑥0 then ℎ is also weakly subdifferentiable at 𝑥0. One can check if 

𝑥∗ ∈ 𝜕ℎ(𝑥0) then by definition  (𝑥∗, 𝑐) ∈ ℝ𝑛 × ℝ+ for every 𝑐 ≥0. The weak subgradient of ℎ is 

geometrically interpreted as:  

(𝑥∗, 𝑐) ∈ ℝ𝑛 × ℝ+ is a weak subgradient of ℎ at 𝑥0 ∈ 𝑋 if one can found a function  

 

𝑓(𝑥) = ⟨𝑥∗, 𝑥 − 𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ + ℎ(𝑥0) (2) 

 

which is continuous, concave and, satisfies ℎ(𝑥) ≤ 𝑓(𝑥), ∀𝑥 ∈ 𝑋 and ℎ(𝑥0) = 𝑓(𝑥0). The hypograph 

of the function 𝑓 is defined as hypo (𝑓) = {(𝑥, 𝑎) ∈ 𝑋 × ℝ | 𝑓(𝑥) ≥ 𝑎} and it is a closed cone in 

𝑋 × ℝ with its vertex at (𝑥0, 𝑓(𝑥0)). To verify: 

ℎ𝑦𝑝𝑜 (𝑓) − (𝑥0, ℎ(𝑥0)) = {(𝑥 − 𝑥0, 𝑎 − ℎ(𝑥0)) ∈ 𝑋 × ℝ | ⟨𝑥∗, 𝑥 − 𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ ≥ 𝑎 − ℎ(𝑥0)} 

           = {(𝑢, 𝑏) ∈ 𝑋 × ℝ | ⟨𝑥∗, 𝑢⟩ − 𝑐‖𝑢‖ ≥ 𝑏}. 

   

Thus, from (1) and (2) hypo (𝑓) is a supporting cone of the set  

 

𝑒𝑝𝑖 (f) = {(𝑥, 𝑎) ∈ 𝑋 × ℝ | 𝑓(𝑥) ≤  𝑎} 

 

 

at the point (𝑥0, ℎ(𝑥0)) in the way that epi(f) ⊂ (𝑋 × ℝ)\ ℎ𝑦𝑝𝑜(𝑓) and 𝑐𝑙(𝑒𝑝𝑖(𝑓)) ∩ 𝑔𝑟𝑎𝑝ℎ(𝑓) ≠ ∅  

where 𝑔𝑟𝑎𝑝ℎ (𝑓) = {(𝑥, 𝑎) ∈  𝑋 × ℝ |𝑓(𝑥) = 𝑎 }.  
 

In [1], they derived the weak subdifferential for the specific subclasses of lower Lipschitz functions.  

Lower Lipschitz function definition is given as follows:  

 

Definition 2.4: A function 𝑔 from 𝑋 into   ℝ is referred as "lower locally Lipschitz" at 𝑥0 ∈ 𝑋 if there 

exists a positive constant L and a neighborhood 𝒩(𝑥0) around 𝑥0 such that 

 

−𝐿‖𝑥 − 𝑥0‖  ≤  𝑔(𝑥) − 𝑔(𝑥0),   ∀𝑥 ∈ 𝒩(𝑥0). (3) 

 

The function 𝑔 is said to be lower Lipschitz at 𝑥0 where 𝐿 is called the Lipschitz constant if for all 𝑥 ∈
𝑋 the inequality (3) holds true.  

An example of the weak subdifferential is presented.  

 

Example 2.4: Let 𝑔: ℝ →  ℝ be given as 

 

𝑔(𝑥) = {
(𝑥 + 1)2              𝑖𝑓 𝑥 ≤ 1,

(𝑥 − 2)2 + 3      𝑖𝑓 𝑥 > 1.
 

 

 

The graph of function 𝑔 is given below.  
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We want to calculate the weak subdifferentiable of 𝑔 at 𝑥0 = 1. Clearly, function 𝑔 is not 

subdifferentiable at 𝑥0 = 1. 
 

First, the case 𝑥 ≤ 1 is considered. The definition 2.2  implies that: 

 

⟨𝑡, 𝑥 − 𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ ≤ 𝑔(𝑥) − 𝑔(𝑥0) = (𝑥 + 1)2 − 𝑔(1) 

𝑡(𝑥 − 1) − 𝑐(1 − 𝑥) ≤ (𝑥2 + 2𝑥 + 1) − 4 

(𝑥 − 1)(𝑡 + 𝑐) ≤ 𝑥2 + 2𝑥 − 3 

Then 𝜕𝑤𝑔(1) for the case 𝑥 ≤ 1 obtained as:  

 

     𝜕𝑤𝑔(1) ={(𝑡, 𝑐) ∈ ℝ × ℝ+: 𝑣 + 𝑐 > 4} 

 

Then we consider the case 𝑥 > 1.  The weak subdifferential definition indicates that:  

⟨𝑡, 𝑥 − 𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ ≤ 𝑔(𝑥) − 𝑔(𝑥0) 

⟨𝑡, 𝑥 − 1⟩ − 𝑐|𝑥 − 1| ≤ (𝑥 − 2)2 + 3 − 𝑔(1) 

(𝑡 − 𝑐)(𝑥 − 1) ≤ (𝑥2 − 4𝑥 + 4) + 3 − 4 

(𝑥 − 1)(𝑡 − 𝑐) ≤ 𝑥2 − 4𝑥 + 3 

Then 𝜕𝑤𝑔(1) for the case 𝑥 > 1 obtained as:  

 

     𝜕𝑤𝑔(1) ={(𝑡, 𝑐) ∈ ℝ × ℝ+: 𝑡 − 𝑐 ≤ −2}. 

 

Then finally we obtained that: 

 

 𝜕𝑤𝑔(1) ={(𝑡, 𝑐) ∈ ℝ × ℝ+:  − 𝑐 + 4 ≤ 𝑡 ≤ 𝑐 − 2}. 

 

 

 

3. A CLASS OF WEAKLY SUBDIFFERENTIABLE FUNCTIONS 

 

The below corollary provides a condition for a function to be weakly subddifferentiable.  

 

Corollary 3.1: [1, Corollary 3.1] Assume that 𝒉 is bounded from below and proper function from 𝑿 

into ℝ ∪ {+∞} and lower locally Lipschitz at �̅�. Then 𝒉 is said to be weakly subdifferentiable at �̅�.  
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The following theorem express a criteria for a weakly subddifferentiability of a function.  

 

Theorem 3.2: [2, Theorem 1] Assume that function 𝒉: ℝ𝒏 is finite at 𝒙𝟎 then the following conditions 

are equivalent:  

 

i) 𝒉 is lower Lipschitz at �̅�. 
ii) 𝒉 is weakly subdifferentialbe at �̅�.  
iii) 𝒉 is lower locally Lipschitz at �̅�  and there exists numbers 𝒑 ≥ 𝟎 and 𝒒 such that  

 

𝒉(𝒚) ≥ −𝒑‖𝒚‖ + 𝒒, ∀𝒚 ∈  ℝ𝒏. 

 

Lemma 3.3: [9, Lemma 2.7] Let 𝒇 be bounded from below on some neighborhood of zero and 

positively homogeneous function from 𝑿 into ℝ. Then 𝒇 is a weakly subdifferentiable at 𝟎𝑿 . 

 

We define the subsequent norm on ℝ𝑛+1.  
 

Let 𝑣 ∈ ℝ𝑛 𝑎𝑛𝑑 𝑎 ∈ ℝ then  
‖(𝑣, 𝑐)‖ = ‖𝑣‖ + |𝑐| 

 

defines a norm on ℝ𝑛+1. One can verify the norm properties easily.   

The following definition concerns with the separation of the cones in normed spaces.  

 

Definition 3.4: [10, Definition 4.1] Let (𝕐, ‖∙‖) be a normed space and assume that ℂ and 𝕂 be closed 

cones taken from (𝕐, ‖∙‖) with norm bases ℂ𝕌 and 𝕂𝕌, respectively. Suppose that 𝕂𝕌
𝜕 = 𝕂𝕌 ∩

𝑏𝑑(𝕂), and let �̃�𝜕 and ℂ̃ represent the closures of the sets 𝑐𝑜(𝕂𝕌
𝜕 ∪ {0𝕐}) and 𝑐𝑜(ℂ𝕌), respectively. 

The separation relation holds with respect to norm ‖∙‖ for the cones ℂ and 𝕂  if 

 

ℂ̃ ∩ �̃�𝜕 = ∅. (4) 

 

The following lemma is proved in [10] and we rewrite the theorem for the ℝ𝑛+1 case.  

 

Lemma 3.5: Suppose that ℂ and 𝕂 denote two nonempty cones in the space 𝕐. Assume that ℂ𝑎∗ ≠ ∅. 

Then for each ((𝑥∗, 𝑎∗), 𝛼) ∈ ℂ𝑎∗ with 𝛼 > 0, the sublevel sets 𝑆((𝑥∗, 𝑎∗), 𝛼)  defined by  

 

𝑆((𝑥∗, 𝑎∗), 𝛼) = {(𝑥, 𝑎) ∈ 𝕐: ⟨(𝑥∗, 𝑎∗), (𝑥, 𝑎)⟩ + 𝛼‖(𝑥, 𝑎)‖ ≤ 0 } 

 

is a pointed and closed cone that contains − ℂ. 
 

Proof. The proof can be done by following similar steps of the proof of Lemma 3.2 in [9]. 

 

We following theorem is presented in [10] and we show that when the cones ℂ and 𝕂 belong to the 

ℝ𝑛+1 the theorem remains true.  

 

Theorem 3.6: Assume that ℂ and 𝕂 be two closed cones are taken from a reflexive Banach space 

(𝕐, ‖∙‖). Suppose the cones −ℂ and 𝕂 fulfill the separation relation outlined in definition 3.3, 

 

ℂ̃ ∩ �̃�𝜕 = ∅. 
 

It implies that, ℂ𝑎# ≠ ∅ and there exists ((𝑥∗, 𝑎∗), 𝛼) ∈ ℂ𝑎# such that the corresponding sublevel set  

 

𝑆((𝑥∗, 𝑎∗), 𝛼) of the strongly monotonically increasing sublevel function  
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𝑔(𝑥, 𝑎) = ⟨(𝑥∗, 𝑎∗), (𝑥, 𝑎)⟩ + 𝛼‖(𝑥, 𝑎)‖ 

 

separates the cones −ℂ and 𝑏𝑑(𝕂) in the following manner  

 

⟨(𝑥∗, 𝑎∗), (𝑥, �̂�)⟩ + 𝛼‖(𝑥, �̂�)‖ < 0 ≤ ⟨(𝑥∗, 𝑎∗), (𝑥, 𝑎)⟩ + 𝛼‖(𝑥, 𝑎)‖ (5) 

 

 

for all (𝑥, �̂�) ∈  −ℂ\{0𝕐} and (𝑥, 𝑎) ∈  𝑏𝑑(𝕂). Then −ℂ is pointed cone. Conversely, if there exists a 

pair ((𝑥∗, 𝑎∗), 𝛼) ∈ ℂ𝑎# such that the corresponding sublevel set  

 

𝑆((𝑥∗, 𝑎∗), 𝛼) of the strongly monotonically increasing sublevel function  

 

𝑔(𝑥, 𝑎) = ⟨(𝑥∗, 𝑎∗), (𝑥, 𝑎)⟩ + 𝛼‖(𝑥, 𝑎)‖ 

 

separates the cones −ℂ and 𝑏𝑑(𝕂) in the following manner of (5) and if either (𝕐, ‖∙‖) is a finite 

dimensional space or ℂ is closed and convex cone, then the cones ℂ and 𝕂 fulfill the separation 

relation in (4).  

 

Proof. We omit the proof since it can be done similarly with the proof in [10, Theorem 4.3].  

 

Now we present a separation relation for an arbitrary closed cone 𝕂 which belongs to ℝ𝑛+1. 

 

Lemma 3.7: Let 𝕂 be a closed cone in ℝ𝑛+1 and assume that (�̂�, �̂�) ∉  𝕂. Then a vector  

(𝑦, 𝑎) ∈ ℝ𝑛+1\{0ℝ𝒏+𝟏} and a positive real number 𝛼 ≥ 0 exist such that  

 

 

   ⟨(𝑦∗, 𝑎∗), (�̂�, �̂�)⟩ + 𝛼‖(�̂�, �̂�)‖ < 0 ≤ ⟨(𝑦∗, 𝑎∗), (𝑦, 𝑎)⟩ + 𝛼‖(𝑦, 𝑎)‖        for all (𝑦, 𝑎) ∈ 𝕂 

 

Proof. In this proof, the idea is based on [11, Lemma 3.1].  

 

Let ‖(�̂�, �̂�)‖ = 1 and 𝛼 = 1 −
𝜀2

2
. 𝕂 is a closed cone and (�̂�, �̂�) ∉  𝕂 thus there exists 𝜀 ∈ (0,1) such 

that  

 

𝑁𝜀(�̂�, �̂�) = {(𝑦, 𝑎) ∈ ℝ𝑛+1: ‖(𝑦 − �̂�, 𝑎 − �̂�)‖ ≤ 𝜀} 

 

Assume that  

ℂ = 𝑐𝑜𝑛𝑒(𝑁𝜀(�̂�, �̂�)) 

and 

 

ℂ𝕌 = {(𝑦, 𝑎) ∈ 𝕌: ‖(𝑦 − �̂�, 𝑎 − �̂�)‖ ≤ 𝜀}. 

 

(𝑦, 𝑎) ∈ ℂ𝕌 ⟺ ‖(𝑦 − �̂�, 𝑎 − �̂�)‖2 ≤ 𝜀2 

 

                ⟺ ‖(𝑦 − �̂�)‖2 + (𝑎 − �̂�)2 ≤ 𝜀2 

 

              ⟺ ‖�̂�‖2 + 2〈𝑦, �̂�〉 + ‖𝑦‖2 + 𝑎2 + 2𝑎�̂� + �̂�2 ≤ 𝜀2 

 

                    ⟺ 2 − 2(〈𝑦, �̂�〉 + 𝑎�̂�) ≤ 𝜀2 

               ⟺ 1 −
𝜀2

2
≤ 〈𝑦 − �̂�, 𝑎 − �̂�〉 for all (𝑦, 𝑎) ∈  𝕌 ∩ 𝕂. 

 

The rest of the proof follows similarly.  
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For a given set 𝑺 ⊂ ℝ𝒏+𝟏 and a point at (�̅�, �̅�) ∈ 𝑺, we present the separation theorem.  

 

Theorem 3.8: Assume that 𝑺 ⊂ ℝ𝒏+𝟏 be cone shaped at (�̅�, �̅�) ∈ 𝑺. In that case, the cone ℂ ⊂ ℝ𝒏+𝟏 

exists which is pointed and closed that satisfy 

 

(𝑺 − {(�̅�, �̅�)}) ∩  ℂ\{𝟎ℝ𝒏} = ∅ 

 

and there exists ((𝒚∗, 𝒂∗), 𝜶) ∈ (−ℂ)# satisfying  

 
⟨(𝑦∗, 𝑎∗), (𝑦, 𝑎) − (�̅�, �̅�)⟩ + 𝛼‖(𝑦, 𝑎) − (�̅�, �̅�)‖ ≥ 0, ∀(𝑦, 𝑎) ∈ 𝑆. 

 

Proof: This theorem can be proven easily by following [11, Theorem 3.2]. 

 

 

The subsequent theorem asserts that if a function is positively homogeneous and continuous then it is 

both lower and upper Lipschitz.  

 

Theorem 3.9: Assume that the function 𝑓: ℝ𝑛 → ℝ is a continuous, positively homogeneous. Then 𝑓 

is Lipschitz. 

 

Proof: We know that if 𝑓 is continuous on 𝑆1 = {𝑢 ∈ 𝑆: ‖𝑢‖ = 1} then it attains its minimum and 

maximum on 𝑆1. Thus there exists real numbers 𝑚 and 𝑀 with 

  
   𝑓(𝑢) ≥ 𝑚 for all 𝑢 ∈ 𝑆1 

 

and 

                                                                                                          

𝑓(𝑢) ≤ 𝑀, for all 𝑢 ∈ 𝑆1. (6) 

 

 

Take any 𝑥 ∈ 𝑆. Then there exists some 𝑡 > 0  and 𝑥 ∈ 𝑆1 such that 𝑥 = 𝑡𝑢. Therefore,  

 

𝒇(𝒙) − 𝒇(𝟎) = 𝒇(𝒙) = 𝒇(𝒕𝒖) = 𝒕𝒇(𝒖) ≥ 𝒕𝒎 = 𝒕𝒎‖𝒖‖ = 𝒎‖𝒕𝒖‖ = 𝒎‖𝒙‖ (7) 

 

   

Now, if   𝒎 > 𝟎 then (7) implies that: 

 

−𝑳‖𝒙‖ ≤ 𝒎‖𝒙‖ ≤ 𝒇(𝒙) − 𝒇(𝟎) (8) 

 

where 𝑳 is an arbitrary positive real number.                

 

If   𝒎 < 𝟎 in (7) then, 

 

−𝑳‖𝒙‖ ≤ 𝒎‖𝒙‖ ≤ 𝒇(𝒙) − 𝒇(𝟎) where 𝑳 > 𝟎 and −𝑳 = 𝒎 < 𝟎.                    (9) 

 

    

Thus (8) and (9) together imply that 𝒇 is lower Lipschitz. Now since 𝒇 is bounded above (6) implies 

that, 

  

             𝒇(𝒙) − 𝒇(𝟎) = 𝒇(𝒙) = 𝒇(𝒕𝒖) = 𝒕𝒇(𝒖) ≤ 𝒕𝑴 = 𝒕𝑴‖𝒖‖ = 𝑴‖𝒕𝒖‖ = 𝒎‖𝒙‖                        

 

If 𝑴 > 𝟎, we know that,  
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                                     𝒇(𝒙) − 𝒇(𝟎) ≤ 𝑴‖𝒙‖ = 𝑳‖𝒙‖.     (10) 

 

If 𝑴 < 𝟎, then 

  

𝒇(𝒙) − 𝒇(𝟎) ≤ 𝑴‖𝒙‖ ≤ 𝑳‖𝒙‖ where 𝑳 > 𝟎 and arbitrary. (11) 

 

 

(9) and (10) imply that 𝒇 is upper Lipschitz. Thus 𝒇 is Lipschitz and there exists 𝑳 > 𝟎 such that  

 

|𝒇(𝒙) − 𝒇(𝟎)| ≤ 𝑳‖𝒙 − 𝟎‖. 

 

The proof is completed.  

 

The following theorem shows that positively homogeneous and lower semicontinuous functions are 

weakly subdifferentiable and it is worth to emphasize that the pair (𝒙∗, 𝒄) in this case is different from 

(𝟎ℝ𝒏 , 𝟎). 
 

Theorem 3.10: Let 𝑓: ℝ𝑛 → ℝ be lower semicontinuous and positively homogeneous function on the 

cone 𝑆. Then 𝑓 is weakly subdifferentiable at 𝑥 = 0, that is there exists  (𝑥∗, 𝑐) ∈ (ℝ𝑛 × ℝ+)\
{(0ℝ𝑛 , 0)} such that 

⟨𝑥∗, 𝑥⟩ − 𝑐‖𝑥‖ ≤ 𝑓(𝑥) − 𝑓(0)  for all 𝑥 ∈ 𝑆. 

 

Proof: Since 𝒇 is positively homogeneous it implies that 𝒇(𝟎) = 𝟎. 𝒇 is bounded below on      

𝑺𝟏 = {𝒙 ∈ 𝑺: ‖𝒙‖ = 𝟏} since 𝒇 is lower semicontinuous. Consider an arbitrary element 𝒙∗ ∈ ℝ𝒏\{𝟎}. 

Then it implies that  𝒚 = ⟨𝒙∗, 𝒙⟩ is continuous and thus bounded from below on 𝑺𝟏. Then there exists a 

sufficiently large number 𝒄 > 𝟎 such that 

 

                       
⟨𝒙∗, 𝒖⟩ − 𝒄‖𝒖‖ ≤ 𝒇(𝒖) − 𝒇(𝟎)  for all 𝒙 ∈ 𝑺𝟏. (12) 

 

 

Consider an arbitrary element  𝒙 ∈ 𝑺.  Since 𝑺  is a cone, then there exists 𝒕 > 𝟎 and 𝒖 ∈ 𝑺𝟏 such that 

𝒙 = 𝒕𝒖. For this 𝒖, multiply both sides of (12) by 𝒕 > 𝟎. Then it yields to 

 

⟨𝒙∗, 𝒙⟩ − 𝒄‖𝒙‖ ≤ 𝒇(𝒙) − 𝒇(𝟎)  ,∀𝒙 ∈ 𝑺. 
 

The proof is completed.  

 

Remark 3.11: Theorem 3.8 and Corollary 3.9 show that any lower Lipschitz function is weakly 

subdifferentiable. However, it is proved for  𝒚∗ component of the weak subgradient (𝒙∗, 𝜶) when 𝒙∗ =
𝟎ℝ𝒏 . The following theorem demonstrate that every Lipschitz function is weakly subdifferentiable 

with 𝒙∗ component of the weak subgradient is different from 𝟎ℝ𝒏 . 
 

The following theorem shows that a class of weakly subdifferentiable functions. 

 

Theorem 3.12:  Assume that 𝑓: ℝ𝑛 → ℝ is a Lipschitz continuous where 𝐿 is a Lipschitz constant.  

Then 𝑓 is weakly subdifferentiable at 𝑥0 ∈ 𝑖𝑛𝑡(𝑑𝑜𝑚(𝑓)), that is  𝜕𝑤𝑓(𝑥0) ≠ ∅ and there exists 

(𝑥∗, 𝛼) ∈  𝜕𝑤𝑓(𝑥0)  with 𝑥∗ ≠ 0ℝ𝑛 and 𝛼 > 0. 
 

Proof:  The proof is built upon nonlinear cone separation theorem [10]. Assume that 𝑥0 ∈
𝑖𝑛𝑡(𝑑𝑜𝑚(𝑓)). Since (𝑥0, 𝑓(𝑥0)) belongs to the boundary of 𝑒𝑝𝑖(𝑓) ⊂ ℝ𝑛 × ℝ, we can separate it 
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from 𝑖𝑛𝑡(𝑑𝑜𝑚(𝑓)) by a closed pointed cone. By Theorem 3.8 there exists ((𝑥∗, 𝑎∗), 𝛼) ∈ (−ℂ)#such 

that  

 

 
⟨(𝑥∗, 𝑎∗), (𝑥, 𝑎) − (𝑥0, 𝑎0)⟩ + 𝛼‖(𝑥, 𝑎) − (𝑥0, 𝑎0)‖ ≥ 0 for all (𝑥, 𝑎) ∈ 𝑒𝑝𝑖(𝑓). 

 
⟨(𝑥∗, 𝑎∗), (𝑥 − 𝑥0, 𝑎 − 𝑎0)⟩ + 𝛼‖(𝑥 − 𝑥0, 𝑎 − 𝑎0)‖ ≥ 0 for all (𝑥, 𝑎) ∈ 𝑒𝑝𝑖(𝑓). 

 

By using the norm defined on ℝ𝑛+1 we have,  

 

⟨𝑥∗,𝑥 − 𝑥0⟩ + 𝑎∗(𝑎 − 𝑎0) + 𝛼‖(𝑥 − 𝑥0‖ + 𝛼|𝑎 − 𝑎0| ≥ 0 for all (𝑥, 𝑎) ∈ 𝑒𝑝𝑖(𝑓). 

 

If we substitute 𝑓(𝑥0) = 𝑎0 it yields to,  

 

⟨𝑥∗,𝑥 − 𝑥0⟩ + 𝑎∗(𝑎 − 𝑓(𝑥0)) + 𝛼‖𝑥 − 𝑥0‖ + 𝛼|𝑎 − 𝑓(𝑥0)| ≥ 0 for all (𝑥, 𝑎) ∈ 𝑒𝑝𝑖(𝑓). 

 

Or equivalently,  

 
⟨𝑥∗,𝑥 − 𝑥0⟩ + 𝑎∗(𝑓(𝑥) − 𝑓(𝑥0)) + 𝛼‖(𝑥 − 𝑥0‖ + 𝛼|𝑓(𝑥) − 𝑓(𝑥0)| ≥ 0 for all 𝑥 ∈ 𝑑𝑜𝑚(𝑓). 

 

By the assumption that 𝑓 is a Lipschitz function, it implies that: 

 

𝛼|𝑓(𝑥) − 𝑓(𝑥0)| ≤ 𝛼𝐿‖𝑥 − 𝑥0‖ . 

 

Then we have, 

 

⟨𝑥∗,𝑥 − 𝑥0⟩ + 𝑎∗(𝑓(𝑥) − 𝑓(𝑥0)) + 𝛼‖𝑥 − 𝑥0‖ + 𝛼𝐿‖𝑥 − 𝑥0‖ ≥ 

⟨𝑥∗,𝑥 − 𝑥0⟩ + 𝑎∗(𝑓(𝑥) − 𝑓(𝑥0)) + 𝛼‖𝑥 − 𝑥0‖ + 𝛼|𝑓(𝑥) − 𝑓(𝑥0)| for all 𝑥 ∈ 𝑑𝑜𝑚(𝑓). 

 

 

Hence, we obtain 

 

⟨𝑥∗,𝑥 − 𝑥0⟩ + 𝑎∗(𝑓(𝑥) − 𝑓(𝑥0)) + (𝛼 + 𝛼𝐿)‖𝑥 − 𝑥0‖ ≥ 0 for all 𝑥 ∈ 𝑑𝑜𝑚(𝑓). 
 

Thus,  

 

⟨𝑥∗,𝑥 − 𝑥0⟩ + (𝛼 + 𝛼𝐿)‖𝑥 − 𝑥0‖ ≥ −𝑎∗(𝑓(𝑥) − 𝑓(𝑥0)) for all 𝑥 ∈ 𝑑𝑜𝑚(𝑓). 
 

Then finally,  

 

⟨−
𝑥∗

𝑎∗
, 𝑥 − 𝑥0⟩ − (

𝛼 + 𝛼𝐿

𝑎∗
) ‖𝑥 − 𝑥0‖ ≤ 𝑓(𝑥) − 𝑓(𝑥0) for all 𝑥 ∈ 𝑑𝑜𝑚(𝑓). 

 

Thus, (−
𝑥∗

𝑎∗ ,
𝛼+𝛼𝐿

𝑎∗ ) ∈ 𝜕𝑤𝑓(𝑥0). The proof is completed.  
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4. CONCLUSION 

 

In this work, we showed that a class of functions which are weakly subdifferentiable and with an 

important distinction that 𝑥∗ component of the weak subgradient of the pair (𝑥∗, 𝛼) in this case is 

different from 0ℝ𝑛 . As shown in Theorem 3.12, we proved that any Lipschitz function is weakly 

subdifferentiable with a distinct weak gradient component. Our results extend the class of weakly 

subdifferentiable functions by introducing a new criterion based on nonlinear cone seperation.  
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Abstract  Keywords 

Due to its advantages over experimental works, density functional theory as a 

computational approach provides many insights before going over the expensive and 

timely costs of experimental studies. However, the time required to perform a 

computational study depends on the number of atoms or size of the investigated 

molecular system and the capacity of the computational sources. In the framework of 

this study, we have investigated different optimization procedures to see the effect on 

optimization energy, electronic parameters and some important structural parameters 

by using modified fullerene-C20. The question that was tried to be answered here is, 

independent of the computational source, “do we really have to build a given 

molecular system from the very beginning of its components or can the final structure 

be directly optimized?”. The preliminary results suggested very small differences 

such as (1-2) cm-1 for OH vibrations, 0.003 Å for inter atomic distances at the 

interaction sites and 0.003-0.018 eV energy alterations for frontier molecular orbitals. 

The results suggest a way to room more space and time for further studies based on 

impurity added C20-fullerenes. 
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1. INTRODUCTION 
 

In recent years to evaluate the possible sensor and drug delivery assessments of fullerene-based systems, 

increasing numbers of theoretical calculations based on the density functional theory (DFT) have been 

given to the literature [1-4]. DFT assessments of drug interactions with various structural systems seem 

particularly an ongoing work with increasing number of publications, because of its useful insights and 

advantages compared to experimental applications [5,6]. Due to their unique physical, chemical and 

electronic properties, fullerene nano cages have been increasingly popular within the scientific 

environments particularly for the investigation of sensor and drug delivery applications [7-10]. 

Therefore, a special attention seems required for the grounded scientific works. 

 

In the essence of many computational studies, the aim is to find the global energy minima or the most 

stable structure of the examined molecular systems. At this point, there are several factors that might 

https://orcid.org/0000-0002-0753-0325
https://orcid.org/0000-0002-6115-6098
https://orcid.org/0000-0003-0647-4242
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affect the obtained energy values. If the initial input structure is far from reality, the structure might not 

converge to a true minimum energy case. It is also expected that the results of vibrational frequency 

calculations must all yield positive frequency values [11, 12]. The selection of basis sets and functionals 

depending on their properties, requires different calculation times. Using larger basis sets, require larger 

computational sources and strong computer systems which might not be available for many scientists 

around the world due to scarcity of aimed conditions. 

 

In this work, besides already known conditions to obtain true energy minima, we also investigated the 

effect of the optimization sequence on the energetic parameters using C20 fullerene as the main structure. 

Due to its strong polar nature, water molecule was chosen as the interacting molecule with C20 and 

modified C20 systems. The interaction energies were calculated for water interacted surface and 

endohedrally boron and lithium modified fullerene-C20 systems by taking into account different 

optimization protocols. The effect of the initial geometric structure and the optimization protocol on the 

resultant geometric structure with its various chemical, physical and electronic characteristics have been 

discussed in brief. 

 

2. COMPUTATIONAL STUDIES 

 

For all the calculations B3LYP/6-31G(d) level of theory was used. No geometric boundaries were 

applied, and no point group was considered during the optimization process. At the end of each 

optimization process, vibrational frequency calculations were also carried out to make sure that the 

resultant structure is free of any imaginary or negative frequencies. Many medical studies have been 

carried out in water media because of high natural abundance of water molecules in many organic and 

inorganic media. Henceforth, the effect of solvent was considered using the polarizable continuum 

model [13]. 

  

Multiple doping and endohedral impurity addition of fullerene systems appear as promising 

enhancement methods for sensor and drug delivery purposes [14-16].  The main goal of this study is to 

suggest an optimization procedure yielding the most stable structures for multiple and endohedral 

impurity added fullerene systems. In Fig. 1, the optimization protocol was summarized. In this figure, 

the question is what happens if the system is optimized step-by-step or directly to reach the final 

structure. The related possible differences were discussed in the results and discussion section. 

According to Fig. 1, six different optimization protocols were suggested labelled as I, II, III, A, B and 

C. I, II and III are related to the surface modification of C20 with boron (B) atom. A, B and C are related 

to both endohedral with lithium (Li) and surface modification with B of C20 fullerene cage. 
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Figure 1. Optimization protocols with initial geometric structures and color codes. 

 

Particularly, at the final stage of the optimization protocol, it is very important to provide similar initial 

input geometric structures which requires identical structural parameters before the optimization. In this 

way, it is truly possible to see the effect of ordered and direct optimization procedures. Otherwise, the 

deviations of optimized energy values which is expected to be small might result from different initial 

geometries as well. The initial geometric structures for the H2O interacted system are given in Fig. 2. 

 

 
 

Figure 2. Initial geometry of H2O interacted system. 
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Eg energies refer to the magnitudes of differences between the highest occupied molecular (HOMO) and 

the lowest unoccupied molecular orbitals (LUMO). Binding energies (Eb) were calculated as given 

below: 

𝐸𝑏 = [𝐸𝐶17𝐵3…𝐻2𝑂 − (𝐸𝐻2𝑂 + 𝐸𝐶17𝐵3)] 

𝐸𝑏 = [𝐸𝐿𝑖@𝐶17𝐵3…𝐻2𝑂 − (𝐸𝐻2𝑂 + 𝐸𝐿𝑖@𝐶17𝐵3)] 

In the equations given above, all the structures refer to the energies of the optimized systems. Li@C17B3 

indicates the endohedral lithium (Li) doped C17B3 fullerene. It is worth noting that Li atom was inserted 

at the centroid of the fullerene cage before the optimization process. Gaussian and GaussView programs 

were used for DFT calculations, molecular design of the structures and visualization [17,18]. 

 

3. RESULTS AND DISCUSSIONS  

 

In this part of the study, comparisons were made for different optimization protocols. The obtained 

structural, electronic, and vibrational properties of the examined systems were compared against each 

other, and the results were analyzed in brief. 

 

3.1. Analysis of Surface Modified C20 
 

In Table 1, the optimized energies (in a.u.) of the examined structures were given. Interestingly, in 

sequence-II which refers to the direct optimization of the C17B3 system, a slightly more stable structure 

was obtained from the energy consideration. However, this difference is around 0.0026 kcal/mol and it 

is quite small to make a visible and a healthy comparison. However, with the help of this fact it can be 

still suggested that rather than step-by-step insertion of boron atom on the surface of C20 (sequence-I), 

the direct replacement of three carbon atoms with three boron atoms (sequence-II) can be preferred for 

the optimization process which means saving a large amount of time for similar C20 based studies. 

 
Table 1. Optimized energies (a.u.) for the examined structures for sequences I, II and III. 

 

As for H2O interacted fullerene system similar results were observed. The energetically most favorable 

structure was observed with sequence-III which refers to the directly optimized structure. The optimized 

energy difference between sequence III and sequence II was found as 0.000056 kcal/mol. Further, the 

optimized energy difference between sequence II and sequence I was calculated as 0.007693 kcal/mol. 

Henceforth, the surface modified C20 fullerenes with boron atoms can be directly optimized by building 

the structures. Step-by-step optimization seems not necessarily required. The antisymmetric & 

symmetric stretching (3717.26, 3718.21 and 3718.22 & 3636.46, 3637.95 and 3638.00 cm-1) and 

bending (1691.26, 1689.45 and 1689.52 cm-1) vibrations of H2O molecule showed a very small 

difference around 1 cm-1 when compared to results of all optimization sequence. Therefore, it is hard to 

differentiate the obtained results regarding to their optimization procedure from the point of view of 

vibrational band assignment. Mulliken charge analyses particularly for O, B atom at the interaction site 

and the rest two B atoms on the surface of fullerene cage produced nearly the same results for all three 

optimization sequences with the respective values (in a.u.) -0.639, 0.338, 0.188 and 0.186 & 0.187. 

Therefore, it can be concluded that partial charge behavior is almost independent of the optimization 

protocol followed in this study. The B…O interatomic distance at the interaction site was calculated as 

1.578 Å for all the optimization sequences. The average carbon-to-carbon bond length over the isolated 

Sequence-I C20 C19B C18B2 C17B3 C17B3…H2O 

Optimized energy -761.44532737 -748.24879814 -735.04276533 -721.79826583 -798.26233830 

Sequence-II C17B3 C17B3…H2O    

Optimized energy -721.79827001 -798.26235056    

Sequence-III C17B3…H2O     

Optimized energy -798.26235065     
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C20 was calculated between 1.400-1.540 Å. The average B—C bond distances of boron atom with three 

adjacent carbon atoms at the interaction site was calculated as 1.617 Å for the optimization sequences I 

and III. As for the optimization sequence II, the related bond length was calculated as 1.620 Å. It was 

seen that replacement of carbon atom with boron atom leads increasing bond length where the impurity 

atoms inserted. Furthermore, as can be seen from the findings, the effect of the optimization sequence 

is quite small for the mentioned interatomic distances or bond lengths. 

 

The total CPU time (hour/minute/second) required for the optimization of structures given in sequences 

I, II and III are 9/5/7.1, 3/50/53.8 and 2/6/35.1, respectively. This result shows that there is around a 7-

hour difference which can be saved between sequence I and sequence III. For more complicated 

interacting molecules rather than H2O, this difference is supposed to be higher. Eb energies for 

optimization sequences I, II and III were calculated as -29.9799, -29.9849 and -29.9850 kcal/mol, 

respectively. The largest difference in here is 0.0051 kcal/mol. It is seen that there is a very small 

difference between the Eb energies for the ordered optimization sequences and the direct optimization 

of the examined structure. HOMO-LUMO, Eg energy for optimization sequence I was calculated as 

2.855 eV. As for sequences II and III, it was calculated as 2.858 eV. 

 

3.2. Analysis of Endohedral and Surface Modified C20 
 

The optimized energies of the examined systems are given in Table 2. The most stable energy 

configuration for the final structure which is the H2O interacted system was obtained in sequence-C 

which is related to the directly optimized system. For the endohedral Li added system it seems not 

necessary to follow a partial optimization procedure as it happens for sequence-A. However, the final 

structure obtained in sequence-A appears slightly more stable than in sequence-B. Therefore, both 

endohedral and surface impurity inserted systems, in here they are Li and B atoms, it seems enough to 

build and optimize the interacted system rather than to follow a step-by-step optimization procedure. 

 
Table 2. Optimized energies (a.u.) for the examined structures for sequences A, B and C. 

 

The antisymmetric & symmetric stretching and bending vibrations of the H2O molecule showed only a 

difference around 1-2 cm-1 when compared to the results of all optimization sequences. Therefore, no 

matter if one flows as step-by-step optimization protocol or directly optimize the given system 

undertaken in this study. The total CPU time (hour/minute/second) required for the optimization of 

structures given in sequences A, B and C are 10/26/42.8, 2/44/18.8 and 1/33/35.4, correspondingly. This 

result also indicates that there is around 9-hour difference between sequence A and sequence C. Eb 

energies for optimization sequences A, B and C were found as -26.0016, -26.0319 and -26.1535 

kcal/mol, respectively. It is seen that the difference between the Eb energies for the ordered optimization 

sequences and for the direct optimization of the examined structure is negligible. HOMO-LUMO, Eg 

energy for optimization sequences A, B and C were calculated as 2.503, 2.502 and 2.520 eV. Mulliken 

charge analyses for O, endohedrally inserted Li, B at the interaction site and the rest two B atoms on the 

surface of fullerene yielded -0.646, -0.946, 0.437 & 0.439 & 0.441, 0.327 and 0.328 & 0.327. As can be 

seen from the obtained results, optimization protocol or the sequence has nearly no effect on the partial 

charge distribution for selected atoms. It was further observed that partial charges of surface dopant 

atoms for Li@C17B3 system became more positive when compared to surface modified C17B3 system 

which indicates that upon insertion of Li atom some number of electrons move away from the dopant 

Sequence-A Li@C20 Li@C19B Li@C18B2 Li@C17B3 Li@C17B3...H2O 

Optimized energy -768.93631771 -755.74376962 -742.54642271 -729.33894887 -805.79668140 

Sequence-B Li@C17B3 Li@C17B3...H2O    

Optimized energy -729.33889044 -805.79667125    

Sequence-C Li@C17B3...H2O     

Optimized energy -805.79686511     
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atoms. The B…O interatomic distances at the interaction site were calculated as 1.585, 1.586 and 1.583 

Å, for optimization sequences A, B and C. The average B—C bond distance of boron atom with three 

neighbor carbon atoms at the interaction site was calculated as 1.628 Å for all the optimization 

sequences. In addition to that the average carbon to carbon bond length over the isolated and 

endohedrally Li inserted C20 was calculated between 1.410-1.530 Å. It was also seen that endohedrally 

inserted Li atom has negligible effect on carbon-to-carbon bond lengths.  

 

3.3. Analysis of Recovery Times 

 

Another important parameter to investigate the reversibility of the interaction process is known as the 

recovery time (τ) which can be calculated using the following relation [19]: 

 

𝝉 = 𝛖𝟎
−𝟏 𝐞𝐱𝐩(

−𝑬𝒃
𝑲𝑩𝑻

) 

 

In this equation υ0, KB and T are known as attempt frequency, Boltzmann constant and temperature in 

the corresponding order. In the scope of this work, υ0 was chosen as 1012 Hz. For the examined structures 

undertaken in this work, the values of τ were calculated around 9.4x109s for sequence I and 9.5x109s for 

sequences II and III. Further, the related τ values for sequence A, B, and C were calculated around 

1.1x107, 1.2x107 and 1.5x107s, respectively. It was observed that the only differences were occurred in 

the decimal parts and around 0.1 and 0.4 s, for both systems. 

 

4. CONCLUSIONS  

 

For all the examined systems, endohedral or surface impurity addition over the C20 fullerene, direct 

replacement of the required number of carbon atoms on the surface of C20 and direct addition and 

optimization of endohedral impurity atom inserted system resulted in a slightly more stable structure. 

Recovery time measurements yielded negligible differences between the examined systems. Therefore, 

to save time and to reach the minimum energy case, instead of step-by-step optimization direct 

optimization can be preferred for C20 based impurity added systems. 
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Abstract  Keywords 

The main purpose of transportation is to transport passengers and cargo in the shortest 

possible time, safely and economically. In order to achieve this goal, the safety factor 

constitutes one of the most basic elements of transportation. In recent years, many 

countries have made various legal regulations to increase the safety and efficiency of 

the railway sector and have produced targets and policies to reduce railway accidents 

and loss of life. In this study, the current situation of the number of accidents, deaths, 

and types of accidents occurring in Turkish railways was shown, and a statistical 

comparison was made with the European Union (EU). When we evaluate it from 

Türkiye’s perspective, it seems that it has some deficiencies in this regard compared 

to the European Union countries. The main purpose of the study is to examine railway 

accidents in Türkiye. In this context, the factors that may cause an accident are 

classified into 58 parameters. AHP (Analytic Hierarchy Process) from MCDM (Multi 

Criteria Decision Method) and L-Decision Matrix were used, and risk analysis was 

carried out by scoring likelihood and severity. Risk analysis was evaluated for the first 

time in Türkiye by employees of investor companies, investor organizations, and 

consultancy firms that built railways. In conclusion, the riskiest activity of the sector 

stakeholders that constitute the infrastructure was determined as uncontrolled 

entrances of pedestrians to level crossings as a high risk with the L-Decision Matrix 

method and the B4 risk index score. By using the AHP method, it is obtained 

uncontrolled pedestrian access to level crossings has a risk importance weight of p = 

0.28 (0-1), and uncontrolled access to the road due to closures has a risk importance 

weight of p = 0.21. (0-1). Suggestions were made to prevent accidents. 
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1. INTRODUCTION 
 

Railways, which played a decisive role in the development of societies, are critical in ensuring balanced 

transportation policies by being in a very favorable position to all modes of transportation due to 

Türkiye’s geopolitical and geostrategic position in the future perspective. In this respect, according to 

the 2053 investment projections, it is estimated that the investments to be made in railways will 

constitute one-third of all transportation modes [1].  

 

The way to provide safe, balanced, and economical railway transportation is through security. Since 

there are no limits to security measures, engineering studies are carried out to ensure acceptable costs 

and maximum security together at the optimum points, which are essential here. However, the risk of 

accidents will always exist because there is mobility on the railways, and transportation by rail cannot 

be completely isolated from external environments. For this reason, many measures have been taken in 

the country’s policies. According to the 2022 Safety Report of the International Railway Association, it 

is observed that between 2016 and 2021, the number of accidents, the number of serious accidents per 

million train-km, the number of deaths, the number of deaths per million train-km tend to decelerate [2]. 

However, with all the technical knowledge, rules, and technological advances in the world, the safety 

elements that need to be improved in railway safety continue to exist. 

 

In railways, an accident is defined as an unwanted, unexpected, sudden, and unintentional event or chain 

of events with harmful consequences such as property damage, death, or injury. A significant accident 

is an accident involving at least one moving railway vehicle in which at least one person is killed or 

seriously injured, causing significant damage to the vehicle or even structures or the environment, or 

extensive disruption to traffic, and costing €150,000 or more [3]. Because of the importance of the 

subject, lots of studies regarding railway accidents were carried out. In a study examining Slovak 

railways by collecting various accident reports, models were developed, and the accident risk of the 

railway system was evaluated [4]. In a study conducted in France, railway accident risks were analyzed 

and predicted using machine learning technique [5]. In a study conducted in Taiwan using accident 

counting data models, risk factors at level crossings were investigated [6].  

 

Many studies on railway accidents and railway safety were conducted in Türkiye. Akbayır statistically 

examined various accident data in different years after 2003, showing that the number of accidents and 

deaths decreased. It has been concluded that by increasing the number of active level crossings, the 

crossing collision fatality rate will be reduced; active level crossings should be built in the right places; 

and signaling systems are not used correctly [7]. Kıyıldı examined the statistical data on level crossing 

accidents between 2000 and 2019 and suggested that the number of level crossings should be reduced 

or converted to under/overpasses, and the crossings should be modernized and equipped with barriers 

[8]. Ilıcalı, on the other hand, examined railway fencing in the world, stated that the accidents along the 

line were due to unauthorized crossings and that this was mainly due to need, and made various 

determinations and evaluations such as preventing pedestrians from entering the railway lines and 

building underpasses and overpasses in areas in need of passage [9]. Ghanem and Xuemei compared 

Türkiye’s railway safety with EU countries using Charnes, Cooper, and Rhodes (CCR) and Banker–

Charnes–Cooper (BCC) analyses, which are basic data envelopment analyses; line length/km, number 

of locomotives and wagons, number of passenger transport vehicles and number of goods transport 

wagons were used as input. According to the analysis results, using the number of accidents, the number 

of deaths and the number of injured as outputs, they concluded that Türkiye was more successful than 

EU countries in reducing the number of accidents and deaths [10]. 

Among related studies conducted in Türkiye, there is a study conducted using the Fuzzy SWARA (Step-

Wise Weight Assessment Ratio Analysis) method. In this study, eight parameters were determined, and 

railway infrastructure periodic maintenance was ranked first, railway superstructure maintenance 
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second, and rolling stock maintenance third. Level crossings, railway fencings, and tunnel fire safety 

were ranked last, respectively. Thus, the importance of the parameters chosen in railway safety in 

guiding the outcome of the assessment and the experience of individuals can influence the outcome [11]. 

Özarpa, Avcı and Kınacı carried out signalization system risk analysis using AHP analysis with five 

experts and found that signalization systems, with 26.65%, and switching systems, with 23.47%, were 

the priority risk topics [12].  

 

The primary purpose of this study is to ensure safe transportation by preventing the risk factors 

determined by experts on the railway. In this direction, firstly, the number of railway accidents occurring 

in Türkiye and European Union countries and the types of accidents were examined separately and 

comparatively. In the second part of the study, the risks that may cause accidents to occur on the railways 

were determined by literature review and expert opinions. The identified risks have been evaluated in 

accordance with the experiences and opinions of the investor organizations and consultant teams 

operating on the railway. There are studies in the literature where AHP and L-Decision Matrix are used 

together in risk analysis [13, 14]. These methods were also used in this study. In the study, 58 factors 

determined as the cause of railway accidents were examined in five different groups. The ability of AHP 

to solve complex problems and the ease and practicality of L-Decision Matrix are the reasons why these 

two methods were used in this study. As a result of these methods used, the risks with the highest rate 

that can cause an accident on the railways have been identified. In addition, in this study, suggestions 

have also been made about the measures that should be taken to address risks in order to reduce accidents 

on railways. Our study is essential in that it includes an overall assessment of railway safety in Türkiye 

over 58 different factors, with 20 expert opinions, and for the first time directly from the perspective of 

infrastructure stakeholders. These factors will be used as “Criteria” in AHP application of our study. It 

is also important to strengthen the compatibility of the concerns of infrastructure stakeholders with 

statistics. 
 

When the sample sizes in similar studies are examined, it is thought that the number of determined 

criteria for railway safety evaluated and the number of participants is sufficient for this study. Criteria 

that pose the risk have been prepared comprehensively. However, in addition to the criteria examined 

in the study, different criteria that may cause railway accidents can also be examined. In certain areas, 

different risk analysis methods may use different numbers criteria. The study period is limited to the 

years 2002-2021. Data after the Covid 19 pandemic have not been examined. 

 

2. RAILWAY ACCIDENT IN TÜRKİYE AND THE COMPARISON WITH EU COUNTRIES 

 

In this part of our study, which is prepared to contribute to the provision of safe railway transportation 

in Türkiye, the number of accidents occurring in Türkiye and European Union countries and the types 

of these accidents are examined. A statistical introduction about railway accidents in Türkiye and 

various information are given. Train-km was used as the scale. Train-km is the unit of measurement 

representing the distance a train travels one kilometer. Within the scope of data, TCDD (General 

Directorate of Turkish State Railways) Statistical annuals [15-19] and TUIK (Turkish Statistical 

Institute) transport statistics [20], European Commission Statistical Pocketbook [21] and Eurostat 

Railway statistics on railway accidents were compiled and examined [22-24]. The number and types of 

accidents in Türkiye were compared with those in EU countries. The number of railway accidents per 

million train-km mobility in Türkiye between 2002 and 2021 is given in Figure 1. The number of deaths 

per million train-km mobility in Türkiye between 2002 and 2021 is given in Figure 2. Figures 1 and 2 

are obtained by dividing the number of accidents and fatalities in those years by the train mobility values 

in the same years. 
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Figure 1. Number of accidents per million train-km between 2002-2021 in Türkiye [15-20] 

 

The values shown in Figure 1 are obtained by dividing the number of accidents that occurred in those 

years by the million train-km value in the same year. While there were 12.23 accidents per million train-

km in 2002, this rate decreased by 86% to 1.65 in 2021. 
 

 
 

Figure 2. Number of deaths per million train.km between 2002 and 2021 in Türkiye [15-20] 

 

According to Figure 2, the highest death rate occurred in 2004, with 4.8 deaths per million train-km, and 

it is seen that it showed a general decreasing trend over the years, decreasing from 3.3 in 2002 to 0.7 

deaths in 2021. 
 

 
 

Figure 3. Types of railway accidents in Türkiye between 2002 and 2021 [15-20] 
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Types of railway accidents in Türkiye between 2002 and 2021 are given in Figure 3. According to Figure 

3, from 2002 to 2021, it was observed that level crossing accidents decreased by 93% from 189 to 12; 

human accidents caused by moving trains decreased by 88% from 152 to 18; derailment cases decreased 

by 60% from 71 to 29; and collisions decreased by 57% from 21 to 9. At the beginning of the 2000s, 

level crossing accidents and personal collisions were among the highest types of accidents, while by the 

2020s, it was observed that derailment and train personal collisions were higher, respectively.  

 

The number of accidents per million train-km in Türkiye and EU countries and their comparison are 

shown in Figure 4. Figure 5 shows the number of deaths per million train-km between 2010 and 2020. 

Figures 4 and 5 are obtained by dividing the 11-year total number of accidents and fatalities by the total 

number of train movements. 

 

 
 

Figure 4. Number of accidents per million train-km in Türkiye and EU countries (2010-2020) [20-21] 

 

When the total data for the last 11 years is examined in Figure 4, it is seen that the highest number per 

million train-km is in Türkiye. The highest number of accidents per million train-km is seen in Türkiye 

with 2.79, followed by Estonia with 2.26, and Romania with 2.06. Additionally, the lowest number of 

railway accidents per million train-km occurs in England with 0.1 and Ireland with 0.13. In other words, 

in the same years, the number of railway accidents occurring in Türkiye is approximately 27 times more 

than in England, 22 times more than in Ireland, 16 times more than in Denmark, and 1.5 times more 

than in Greece. 
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Figure 5. Number of deaths per million train-km in Türkiye and EU countries (2010-2020) [20, 21] 

 

When Figure 5 is examined, the highest number of deaths is seen in Türkiye, with 1.45. Türkiye is 

followed by Greece with 1.17, Romania with 1.10 and Lithuania with 1.03. The lowest number of deaths 

per million train-km is England and Ireland with 0.06, and Switzerland with 0.07. In other words, when 

the number of deaths per million train-km between 2010 and 2020 is examined, the rate in Türkiye is 

approximately 26 times that of England, 24 times that of Ireland, 22 times that of Switzerland, and 1.23 

times compared to Greece. There appears to be a higher number of deaths. Table 1 includes the number 

of railway accidents in European Union-27 countries and Türkiye between 2010 and 2020. European 

Railway Agency data was used [22].  

 
Table 1. EU-27 and Türkiye railway accidents by type between 2010 and 2020 [22] 

 

 
2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 Total 

E
u

ro
p

ea
n

 U
n

io
n

 

Collision 79 70 87 80 121 123 99 102 109 103 110 1,083 

Derailment 89 85 94 100 93 72 62 88 74 73 69 899 

Level 

Crossing 
585 506 563 498 495 465 424 456 442 432 350 5,216 

Human 

accidents 

caused by 

moving 

trains 

1,354 1,395 1,158 1,121 1,186 989 1,042 1,034 939 794 685 11,697 

Others 122 88 90 96 127 114 115 97 102 113 117 1,181 

T
ü

rk
iy

e 

Collision 8 8 4 2 2 4 6 2 6 4 9 55 

Derailment 52 51 32 22 10 28 23 8 6 14 22 268 

Level 

Crossing 
46 42 44 33 41 27 51 23 23 26 17 373 

Human 

accidents 

caused by 

moving 

trains 

84 73 58 31 37 36 36 19 33 33 14 454 

Others 4 3 9 1 3 6 4 1 3 6 4 44 
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Percent accident rates of railway accidents in Türkiye and the European Union countries between 2010 

and 2020 are shown in Figure 6. 

 

 
 

Figure 6. Railway accidents in the European Union (EU) and Türkiye (TR) by type (2010-2020) [22] 

 

When Figure 6 is examined, it is observed that while train-person collisions are seen at a very high rate 

throughout the European Union and Türkiye, there is a much higher rate of derailment accidents in 

Türkiye compared to European countries. According to D-Rail reports supported by the European 

Commission, the causes of derailment in Europe between 2005 and 2010 were revealed as axle breaks, 

track expansion, wheel defects, asymmetric loading, line twists, rail defects, and spring and suspension 

defects, respectively [25]. Statistical data regarding the causes of delays in Türkiye are not sufficient, 

and it is thought that criteria such as inadequacy of our signaling and line infrastructure, transportation 

at speeds higher than the limits allowed by the infrastructure, road twists and gauge defects, and 

component failures related to vehicles are effective.  

 

3. MATERIAL AND METHOD 

 

In the study, the risks that cause accidents on the railway were prepared by taking into account the 

literature and the opinions of experts and analyzed according to the opinions of 20 experts. All of these 

evaluations are included in the study conducted by Eser [26]. The expert’s scorings are attached in the 

appendix. These experts consist of four head of department-level investor organization (public) 

employees, nine consultant company employees, and seven contractor company site chiefs and 

controllers who have completed at least one work in the railway sector. The experts are two mechanical 

engineers, five electrical-electronics and/or communication engineers, and 13 civil engineers according 

to their professions. Thirteen participants were interviewed face to face, and seven people were 

contacted online. The results of this evaluation aim to determine the risks with the highest rate and to 

take precautions for safe railway transportation in this direction. 

 

This study used L-Decision Matrix and AHP techniques to rank the risks, respectively. However, these 

methods are listed in alphabetical order in the study. There are differences in the application of AHP 

and L-Decision Matrix. The AHP method, which can solve complex and difficult-to-understand 

problems [27] and can rank, was used to weigh and rank the identified risks. One of the biggest 

advantages of AHP is that it helps decision makers to separate a complex issue in a simpler way [28]. 

For this reason, the AHP method was deemed appropriate for ranking the fifty-eight criteria which are 

the factors determined for railway safety in this study. The application of AHP was realized by taking 

the geometric average of twenty experts’ opinions. According to both method procedures, the risks were 

ranked and compared at the end of the study. The L-Decision Matrix (5x5) method is an easy-to-apply 

method where risks are identified and scored, and cause and effect relationships are included in the 

evaluation. In the L-Decision Matrix, the evaluation is based on the arithmetic average. Risks are ranked 

by the arithmetic average of the opinions of each of the twenty experts. 
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Currently, various studies are being carried out to analyze the risks of AHP and L-Decision Matrix. Kılıç 

used the Fuzzy AHP method in his study to study the risks related to marine accidents in the Istanbul 

Strait [29]. Arslan and Turan analyzed the factors causing marine accidents by SWOT (Strengths, 

Weaknesses, Opportunities, Threats) analysis and found the weights of these factors using the AHP 

method [30]. Bayazit used the AHP method for safety assessment at railway-level crossings in his study 

[31]. Bureika and his colleagues used the AHP technique to examine factors that may threaten railway 

safety by aiming to prevent accidents on railway lines in Lithuania in their study [32]. Liu and his 

colleagues used AHP, MAWR (Maximum Absolute Weighted Residual), MEM (Maximum Entropy 

Method) techniques for risk assessment in the safety analysis of railway signaling systems in their study 

[33]. Similarly, the 5x5 L-Matrix method is one of the methods used to analyze possible risks. For 

example, Uray used a matrix to determine the possible effects of risks in railway maintenance [34], and 

Damat and Utlu used a matrix to expand the scope of work in metro stations in Istanbul [35]. In their 

studies, Bayraktar and his colleagues aimed to determine the possible effects of earthquake-related non-

structural risks in schools using the 5x5 L-Matrix method [36]. Information about the methods and their 

application are described below.  

 

3.1. AHP Method 

 

AHP developed by Saaty, is one of the most popular techniques for complex decision-making problems. 

There are lots of advantages of AHP. Some of these are its flexibility, intuitive expression to decision 

makers, and ability to check inconsistencies. To be simple, the method of AHP is the most important 

advantage. Also, the biggest advantage of AHP is that it can easily form groups to handle inconsistencies 

in judgments, which is the case when compared to other multicriteria methods of AHP [37]. The AHP 

method is expressed as a technique based on a pairwise comparison of criteria to determine their 

superiority over each other. It is a widely used method. The application stages of AHP are listed below. 

 

Step 1: In the first step of the AHP method, the problem is defined. 

 

Step 2: Hierarchy is created, and the purpose of the hierarchy is revealed. Criteria, and alternatives are 

included. 

 

Step 3: Pairwise comparisons matrix is created. Each criterion is compared in pairs according to the 

importance scale shown in Table 2 [38].  

 

 
Table 2. Importance Levels (Scale) [38] 

 

Importance Level Explanation 

1 Equal importance 

3 Moderate importance 

5 Strong importance. 

7 Very strong importance. 

9 Extreme importance. 

2, 4, 6, 8 Intermediate values 

 

Step 4: Pairwise comparison matrices are normalized. The weights of criteria based on generated 

pairwise comparison matrices are calculated. For this calculation, the column sum of the pairwise 

comparison matrix is taken and divided by the column sum corresponding to each element of the 

pairwise comparison matrix, and a normalized pairwise comparison matrix is obtained. Formulization 

is shown below (1). 
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                                                                                                                   (1) 
 

Here, aij; represents the i-th row and j-th column element of the comparison matrix, and bij represents 

the i-th row and j-th column of the normalized matrix. 
 

Step 5: Then, the values of each row are summed and divided by the matrix size to determine the 

importance values (Wi) for each criterion. Equation is shown below (2). 
 

                                                   (2) 

 

Step 6: Since the comparisons are subjective, the consistency rate must be calculated. If the calculated 

rate is below 10%, it is considered sufficient. Whether the evaluation is consistent or not is determined 

by the consistency rate. The lower the consistency rate, the more consistent the evaluation. If the 

consistency ratio is higher than 0.1, that evaluation is not consistent. Accordingly, It is returned to the 

pairwise comparison matrix, and the process is performed again. After all these processes, the decision 

matrix is created [39]. In order to calculate the CR value, the largest eigenvector (λmax) value of the 

pairwise comparison matrix must first be calculated. Formulization is shown below in 3., 4., and 5. 

equations. 
 

where i= 1, 2,..., n and j= 1, 2,..., n, 
 

[aij]nxm* [wi]nx1 = [di]nx1                                                                                                                                                                                                  (3) 

 

λmax= 
∑

𝑑𝑖

𝑤𝑖
𝑛
𝑖=1

𝑛
                                                                                                                                           (4) 

 

In calculating the consistency ratio, the Randomness Index (RI), depending on the number of criteria 

(n) included in the comparison, is used. The RI values determined according to the n values are shown 

in Table 3. The calculation of the CR value according to the obtained inputs is shown in equation 5. 
 

CR=
𝜆−𝑛

(𝑛−1).𝑅𝐼
                                                                                                                                            (5) 

 
Table 3. Randomness index (RI) 

 

n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

RI 0 0 0,58 0,9 1,12 1,24 1,32 1,41 1,45 1,49 1,51 1,48 1,56 1,57 1,59 

 
In the AHP process, the criteria weights are determined as a result of surveys conducted with experts on 

the subject, that is, based on a group decision. Accordingly, three approaches can be used. These are the 

consensus of experts on a certain criterion, voting on options when experts cannot express a common 

opinion, and geometric mean approaches. In the geometric mean approach, the joint decision of n experts 

is reduced to a single value using the geometric mean method. In the geometric mean approach, “k”, “i” 

and “j” stand for “expert”, “criterion”,”criterion”, respectively. “kij” is the value of the comparison of 
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the i. and the j. criteria according to k. expert. The geometric mean method is one of the most used 

approaches, as shown in equation 6 [39].  

 

akij = [a1ij∗a2ij∗a3ij∗…..∗anij]1/n 
                                                                                                                                                                               (6) 

 

3.2. L-Decision Matrix Method 

 

Known as the American Military standard "MIL_STD_882-D", 5x5 Matrix diagram (L-Type Matrix), 

one of the widely used risk assessment matrix approaches and was developed to meet the system security 

program requirement, is used especially in evaluating the cause-effect connection [40]. The method is 

one of the most frequently used methods because it is easy, and even one person can do it. The 5x5 Risk 

Matrix consists of two main dimensions: likelihood and severity. Likelihood refers to the probability or 

chance of a hazard occurring, while severity relates to the potential impact or consequences of that 

hazard. Each dimension is divided into five levels, creating a matrix with 25 cells. To put it briefly, the 

L-Type Matrix (L-Decision Matrix) method is a subjective evaluation method. Therefore, the reliability 

of subjective results depends on the experience of the specialized people who make the application. 

Formulization of risk is shown below (7).  
 

Risk = Likelihood x Severity                                                                      
 

 (7) 

The L-decision matrix risk score evaluation matrix will be considered as follows, and the areas indicated 

in red refer to the sections that are unacceptable areas, and it is necessary to intervene and stop work, 

and definitely not to start work until it reaches an acceptable risk level. Yellow areas refer to areas that 

need to be intervened as soon as possible using risk mitigation measures, while green areas refer to areas 

that can be intervened in the longer term or do not need additional controls to reduce the risk. The 

analysis results of the risks were evaluated according to the risk likelihood score (Table 4), severity 

score (Table 5), risk matrix (Table 6) and risk acceptance levels (Table 7) prepared within the scope of 

the study. 
 

Table 4. Likelihood score [40] 

 

(It refers to the probability of an accident or event.) 

Grade Probability of Occurrence Definition Period 

A Very High The incident may occur at any moment. Daily 

B High The event may occur frequently. 2 days - 1 month 

C Medium The incident may occur Decently from time to time. 1 month - 1 year 

D Low The event may occur rarely. 1 year- 10 years 

E Very Low The event can occur very, very rarely. More than 10 years 

 

The likelihood table prepared to determine the risk score is classified as grade related to the criterion, 

probability of occurrence, definition, and period. Ranges are as shown in the table. 
 

Table 5. Severity score [40] 

 

 (The severity of an accident or incident in the situation where it occurred) 

Grade The Severity of the Incident Depiction of possible harm or loss 

5 Disaster Multiple deaths / severe environmental damage / severe property damage 

4 Severe  One death/significant environmental damage/significant property damage 

3 Medium 
Multiple severe injuries/not worth recording  

environmental damage/property damage that is not worth recording 

2 Slight 
Single serious injury / minor environmental damage / minor property 

damage 

1 Insignificant Minor injury/possible minor environmental and property damage 
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Severity table is prepared to determine the risk score. It is classified according to the severity of the 

incident, description of possible harm or loss, and its grade. The ranges are shown in Table 5. 
 

Table 6. Railway risk matrix (5x5 L Type Matrix) 

 

Severity 

Disaster Severe Medium Slight Insignificant 

5 4 3 2 1 

P
ro

b
ab

il
it

y
 

Very High 

(Once a week/day) 
A A5 A4 A3 A2 A1 

High 

(Once a month) 
B B5 B4 B3 B2 B1 

Middle 

(Several times a year) 
C C5 C4 C3 C2 C1 

Very little  

(Once a year) 
D D5 D4 D3 D2 D1 

Impossible/rare E E5 E4 E3 E2 E1 

 

The risk matrix was created by the authorsusing the literature, depending on the likelihood and severity 

values. 
 

Table 7. Risk acceptability levels for railways of Türkiye 

 

Risk Index Risk Category Action 

A4, A5, B5 Unacceptable Risks 

The identified works and transactions should be stopped 

immediately, and activities should be prevented if risk 

reduction processes are applied and the current risk cannot be 

reduced to the desired level. 

A3, B4, C5 High-Grade Risks 

Until the identified risks are reduced, work and operations 

should be stopped, and the risk should be reduced with 

additional control processes. The continuation of the work 

should be re-evaluated according to the data obtained as a 

result of the risk reduction methods. 

A2, B2, B3, C3, C4, D4, 

D5, E5 
Moderate Risks 

It is necessary to implement risk reduction activities, and the 

business can be continued by taking responsibility. 

A1, B1, C1, C2, D1, D2, 

D3, E1, E2, E3, E4 
Low-Grade Risks 

Existing controls should be maintained and audited, and 

additional security processes may not be required. 

 

The table of risk acceptability levels is shown under three headings: risk index, risk category, and action. 

 

In the study, when calculating the risk score in the 5x5 L-Decision Matrix analysis, likelihood values 

(A, B, C, D, E) were converted into numerical form (1, 2, 3, 4, 5). For each criterion, the overall average 

was taken, and the results were rounded to the nearest numerical value and converted back to their letter 

equivalents. Severity values were taken as the general average, and the results were also rounded to the 

nearest numerical value. For example “Implementation of the work in full compliance with the projects” 

which coded a1 and twenty people evaluated it, the average likelihood score was 2.65 and the average 

severity score was 3.65. The average likelihood score is 2.65, which corresponds to level C according 

to Table 3, the average severity score is 3.65, which corresponds to 4 according to Table 4. It means risk 

score is C4 level according to Table 5 railway risk matrix (5x5 L Type Matrix). The risk average weight 

multiplied by the numbers 2.65 and 3.65 is 9.67. The evaluation of the criteria that cause railway 

accidents according to the L-Decision Matrix of 20 experts and the risk obtained according to this 

evaluation are given in APENDIX-1. 

 

In the study, the criteria that may cause railway accidents were examined in five separate groups and 

the AHP method was applied separately for each group. In addition, AHP was applied separately for 

risk, severity and likelihood for these five groups. In the application of the AHP method, the evaluations 

made by experts according to Saaty’s importance scale. In the evaluations, the L-Decision  Matrix is 

based on the values of “1,2,3,4,5”, and the AHP technique is based on “1,2,3,...., 9” values. In this study, 
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the AHP technique was applied with reference to the values given in the L-Decision Matrix. For 

example, the value “1” in the L-Decision Matrix is taken as “1” for AHP, and the value “5” in the L-

Decision Matrix is taken as “9” for AHP. Other values are also proportioned between this scale. A 

pairwise comparison matrix is applied with the evaluations obtained. Then, AHP was applied after 

taking the geometric mean of the obtained values for each criterion. Lettering and numbering were made 

taking into account the obtained criterion weights. An example of the application stages of the AHP 

method in this study is given in APENDIX-2.  

 
 

4. RISK ANALYSIS AND EVALUATION FOR TÜRKİYE 

 

In this study, which was prepared to ensure safe transportation in the railway transportation system in 

Türkiye, statistical data was obtained from the relevant institutions, the criteria that caused accidents on 

the railway were determined according to the literature and expert opinion, and these risks were 

evaluated by experts in the field. According to this evaluation, the criteria were ranked by applying the 

L-Decision Matrix and AHP methods. The study flow chart is shown in Figure 7. 

 

 
 

Figure 7. Railway risk analysis flow chart 

 

The criteria that may cause railway accidents were determined by taking into consideration TCDD’s 

accident investigation and investigation manuals [41], TCDD’s and Minister of Transport of Türkiye’s 

published and unpublished corporate documents, training manuals such as Education Catalog Manuals 

2024 [42], Transport Safety Investigation Center of Türkiye’s accident investigation reports between 

2015 and 2022 [43] and participant suggestions, and literature review. The determined 58 criteria are 

examined under five headings. Figure 8 shows the determined criteria in the study.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Problem description: 
Railway accidents

2. Identification of criteria
that cause railway accidents: 

With the help of literature 
and expert opinion

3. Ranking of criteria: Using 
L-Decision Matrix and AHP 

method

4. Comparison of both method 
results

5. Providing information and 
making suggestions about 

measures for railway safety in 
line with the results obtained
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Figure 8. Determined Factors (Criteria) Related to Railway Accidents 

 

In the study, the five groups in which the 58 criteria causing railway accidents are classified are “Criteria 

related to railway infrastructure and superstructure”, “Criteria related to bridges, tunnels and level 

crossings”, “Criteria related to electrification, signaling and control centers”, “Criteria related to railway 

vehicles” and “Environmental criteria”. In the study, each criterion was evaluated separately by the 

experts and the relationship between the criteria was not taken into consideration according to the L-

Decision Matrix. The weight of the groups relative to each other in railway accidents was not analyzed 

and each group was considered to have equal weight.  

 

Similarly, in AHP, Although the relationship of each criterion in each group is evaluated, the relative 

status of the groups as the main criterion is not taken into account. For example, the relative impact of 

the “Criteria related to railway infrastructure and superstructure” and “Criteria related to bridges, tunnels 

a. Criteria related to 
railway infrastructure 

and superstructure

a1. Implementation of the 
work in full compliance with 

the projects

a2. The condition of 
ballast and filling 

materials used in railway 
construction

a3. The condition of the 
sleepers in the ballast 

bed

a4. The condition of the 
drainage system

a5. Subsurface soil 
structure and soil 

deformation condition

a6. Rail section profile 
and distortion condition

a7. Status of rail-
sleeper, sleeper-ballast 
connection interactions

a8. Physical condition 
of the railroad 

switch/turnouts

a9. The condition of 
grinding and cleaning on 

the rails

a10. Condition of rail 
welds and connections

a11. Track geometry, rail 
inclination, gauge, 

superelevation, leveling, 
dressage condition

a12. Railway fencing 
status

b. Criteria related to 
bridges, tunnels and 

level crossings

b1. The coating 
condition of the level 

crossings

b2. Condition of 
visibility distances at 

level crossings

b9. Emergencies in 
tunnels, escape routes, 
and tunnel ventilation 

systems 

b5. Train driver factor 
inside bridges, culverts, 

and tunnels 

b6. Structural 
deterioration/deformation
s in bridges, culverts, and 

tunnels 

b8. Clearance/gauge 
factor 

b4. The status of guard 
and barrier applications at 

level crossings

b7. Pedestrian factor at 
level crossings

b12. Structural 
deterioration of bridges 

and culverts with external 
factors such as 

earthquakes, floods

b11. Structural deterioration, 
such as cracks, bending, and 

expansion in bridges and 
culverts 

b10. Condition of leaks 
in tunnels

b3. Condition of 
crossing signals 

c. Criteria related to 
electrification, 

signaling and control 
centers

c1. Lack of signaling 
system on track

c2. Condition of 
signaling field elements

c3. Condition of the 
automatic train control 

system

c4. Signaling system 
central equipment and , 

interlocking system 
status

c5. Speed limit 

c6. Electrical condition of 
the catenary system and 

pantograph system

c7. Physical condition of 
the catenary system and 

pantograph system

c8. Condition of the 
signaling system in terms 
of train movement safety

c9. Condition of the 
signaling system in terms 

of train driving safety

c10. Condition of the 
signaling system in terms 

of passenger transfer 
safety

c11. Signaling system in 
terms of turnout locking 

and drive system

c12. Deadman control

c13. Radio use, condition 
of radio signals

d. Criteria related to 
railway vehicles

d1. Hook break

d2. The structural 
condition of the bogie 

d3. The condition of 
the wheel sets

d4. The condition of 
moving parts, 

gearboxes, suspensions

d5. The condition of 
hydraulic and pneumatic 

installation

d6. The status of the 
loading parameters 
and the axle load

d7. Condition of the 
traction power and 

traction control system

d8. Condition of the 
brake system and 

controls

d9. Driver cabin 
ergonomics

d10. Thermal hazards, 
glare, explosion, 

radiation

d11. Condition of 
warning equipment, 

lights, and horns 

e. Environmental 
criteria 

e1. Suicide/hitting a 
person/hitting an 

animal

e2. Earthquake

e3. Flood

e4. Avalanche

e5. Landslide, rock 
fall on cleavage slope

e6. Lightening

e7. Wind/storm

e8. Train Driver

e9. Movement 
officer/dispatcher

e10. Chemical, 
biological, 
mechanical 

pollution/ track 
contamination 
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and level crossings” groups on railway accidents was not examined in the study. However, the 

relationship of each criterion with other criteria within its group was analyzed separately.    
 

5. FINDINGS AND RECOMMENDATIONS 
 

The risk results obtained according to the methods used in the study are listed below. Tables 8 and 9 

show the likelihood, severity, and risk results of the AHP and L-Decision Matrix method used in the 

study, respectively. Table 10 shows the results obtained in the study according to risk index and 

categories.  

 
Table 8. Likelihood, severity, and risk results of L-Decision Matrix according to importance weight of criteria 

 

 

 

 

 

 

 

 

 

 

 

 

AHP Method 

Criteria a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 - 

Likelihood Importance Weight 0,0693 0,0693 0,0693 0,0693 0,0693 0,0693 0,0693 0,1325 0,0370 0,0693 0,0693 0,2068 - 

Likelihood Class D D D D D D D C E D C B - 

Severity Importance Weight 0,0744 0,1455 0,1455 0,0744 0,0744 0,0744 0,0744 0,0744 0,0392 0,0744 0,0744 0,0744 - 

Severity Score 3 4 4 3 3 3 3 3 2 3 3 3 - 

Risk Importance Weight (p) 0,0797 0,1357 0,0797 0,0451 0,0451 0,0451 0,0451 0,0797 0,0206 0,0797 0,1357 0,0797 - 

Risk Index D3 D4 D4 D3 D3 D3 D3 C3 E2 D3 C3 B3 - 

Criteria b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12 - 

Likelihood Importance Weight 0,1346 0,0779 0,0779 0,1346 0,0779 0,0423 0,2082 0,0423 0,0423 0,0779 0,0423 0,0423 - 

Likelihood Class C D D C D E B E E D E E - 

Severity Importance Weight 0,0650 0,1224 0,0650 0,1224 0,0650 0,1224 0,1224 0,0379 0,0650 0,0254 0,0650 0,1224 - 

Severity Score 3 4 3 4 3 4 4 2 3 1 3 4 - 

Risk Importance Weight (p) 0,0639 0,1034 0,1034 0,1553 0,0639 0,0639 0,2835 0,0240 0,0382 0,0240 0,0382 0,0382 - 

Risk Index C3 D4 D3 C4 D3 E4 B4 E2 E3 D1 E3 E4 - 

Criteria c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 

Likelihood Importance Weight 0,0952 0,0952 0,0952 0,0952 0,0952 0,0476 0,0476 0,0476 0,0952 0,0476 0,0952 0,0476 0,0952 

Likelihood Class C C C C C D D D D D C D C 

Severity Importance Weight 0,0410 0,0731 0,0731 0,0731 0,1295 0,0410 0,0410 0,1295 0,1295 0,0410 0,1295 0,0731 0,0257 

Severity Score 3 4 4 4 5 3 3 5 5 3 5 4 2 

Risk Importance Weight (p) 0,0440 0,1305 0,0777 0,1305 0,1986 0,0440 0,0267 0,0777 0,0777 0,0267 0,0777 0,0440 0,0440 

Risk Index C3 C4 C4 C4 C5 D3 D3 D5 D5 D3 C5 D4 C2 

Criteria d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 - - 

Likelihood Importance Weight 0,0833 0,0833 0,0833 0,0833 0,0833 0,0833 0,1667 0,0833 0,0833 0,0833 0,0833 - - 

Likelihood Class D D D D D D C D D D D - - 

Severity Importance Weight 0,0985 0,1731 0,1731 0,0985 0,0519 0,0985 0,0519 0,0985 0,0519 0,0519 0,0519 - - 

Severity Score 3 4 4 3 2 3 2 3 2 2 2 - - 

Risk Importance Weight (p) 0,1021 0,1760 0,1760 0,1021 0,0570 0,1021 0,0570 0,1021 0,0343 0,0343 0,0570 - - 

Risk Index D3 D4 D4 D3 D2 D3 C2 D3 D2 D2 D2 - - 

Criteria e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 - - - 

Likelihood Importance Weight 0,1538 0,0769 0,0769 0,0769 0,0769 0,0769 0,0769 0,1538 0,1538 0,0769 - - - 

Likelihood Class C D D D D D D C C D - - - 

Severity Importance Weight 0,1828 0,1022 0,1022 0,1022 0,1022 0,0589 0,0381 0,1828 0,1022 0,0265 - - - 

Severity Score 5 4 4 4 4 3 2 5 4 1 - - - 

Risk Importance Weight (p) 0,2120 0,0865 0,1355 0,0535 0,0535 0,0535 0,0342 0,2120 0,1355 0,0239 - - - 

Risk Index C5 D4 C4 D4 D4 D3 D2 C5 C4 D1 - - - 



Paçacı et al. / Estuscience  – Theory 13 [1] – 2025 

 

57 

 

Table 9. Likelihood, severity, and risk results of L-Decision Matrix according to average weight of criteria 

 

 

In Table 9, “Likelihood Average Weight” is the sum of the likelihood scores given by the participants 

divided by the number of participants; “The Average of Severity Weight” is the sum of the severity 

scores given by the participants divided by the number of participants; “Significant Weight of Risk” is 

the multiplication result of these two figures for L-Decision Matrix. 
 

In Tables 8 and 9, the results for both methods are given separately. The results obtained for both 

methods are given in Table 10. 

 

 

 

 
 

L-Decision Matrix Method 

Criteria a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 - 

Likelihood Average Weight 2,65 2,50 2,47 2,37 2,26 2,25 2,35 2,60 1,95 2,45 2,55 3,45 - 

Likelihood  Class C C D D D D D C D D C C - 

Severity  Average Weight 3,65 3,80 3,89 3,37 3,37 3,25 3,4 3,55 2,80 3,55 3,75 3,55 - 

Severity Score 4 4 4 3 3 3 3 4 3 4 4 4 - 

Risk  Average Weight (p) 9,67 9,50 9,63 7,98 7,62 7,31 7,99 9,23 5,46 8,70 9,56 12,25 - 

Risk Index C4 C4 D4 D3 D3 D3 D3 C4 D3 D4 C4 C4 - 

Criteria b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12 - 

Likelihood  Average Weight 2,74 2,68 2,80 3,00 2,47 1,95 3,68 1,70 1,80 2,15 1,68 1,74 - 

Likelihood  Class C C C C D D B D D D D D - 

Severity  Average Weight 3,37 3,84 3,70 3,79 3,42 4,11 4,11 2,80 3,85 2,70 3,68 3,95 - 

Severity Score 3 4 4 4 3 4 4 3 4 3 4 4 - 

Risk  Average Weight (p) 9,22 10,31 10,36 11,37 8,46 7,99 15,12 4,76 6,93 5,81 6,2 6,86 - 

Risk Index C3 C4 C4 C4 D3 D4 B4 D3 D3 D3 D3 D3 - 

Criteria c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 

Likelihood  Average Weight 2,32 2,42 2,26 2,47 2,47 2,11 1,95 2,05 2,16 1,95 2,11 1,82 2,39 

Likelihood  Class D D D D D D D D D D D D D 

Severity  Average Weight 3,74 4,11 4,21 4,26 4,74 3,84 3,26 4,26 4,37 3,63 4,37 4,24 3,28 

Severity Score 4 4 4 4 5 4 3 4 4 4 4 4 3 

Risk  Average Weight (p) 8,65 9,94 9,53 10,55 11,72 8,09 6,35 8,75 9,43 7,07 9,2 7,72 7,83 

Risk Index D4 D4 D4 D4 D5 D4 D3 D4 D4 D4 D4 D4 D3 

Criteria d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 - - 

Likelihood  Average Weight 2,06 1,95 1,89 1,89 1,94 1,84 2,21 2,05 1,79 1,95 2,11 - - 

Likelihood  Class D D D D D D D D D D D - - 

Severity  Average Weight 3,65 4,00 3,83 3,78 3,28 3,68 2,84 3,47 2,84 3,11 3,32 - - 

Severity Score 4 4 4 4 3 4 3 3 3 3 3 - - 

Risk  Average Weight (p) 7,51 7,79 7,24 7,14 6,37 6,79 6,28 7,13 5,09 6,05 6,98 - - 

Risk Index D4 D4 D4 D4 D3 D4 D3 D3 D3 D3 D3 - - 

Criteria e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 - - - 

Likelihood  Average Weight 2,16 2,00 2,00 1,68 1,89 1,89 1,89 2,21 2,11 1,76 - - - 

Likelihood  Class D D D D D D D D D D - - - 

Severity  Average Weight 4,32 3,89 3,95 3,89 3,89 3,58 3,05 4,26 3,83 2,41 - - - 

Severity Score 4 4 4 4 4 4 3 4 4 2 - - - 

Risk  Average Weight (p) 9,31 7,79 7,89 6,56 7,38 6,78 5,78 9,42 8,09 4,26 - - - 

Risk Index D4 D4 D4 D4 D4 D4 D3 D4 D4 D2 - - - 
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Table 10. Risk analysis result 

 

Risk Index Risk Category 

Criteria Codes 

(L-Decision Matrix 

Method) 

Criteria Codes 

(AHP Method) 

A4, A5, B5 Unacceptable Risks   

A3, B4, C5 High-Grade Risks b7 b7, c5, c11, e1 and e8 

A2, B2, B3, C3, C4, 

D4, D5, E5 
Moderate Risks 

a1, a2, a3, a8, a10, a11, a12, 

b1, b2, b3, b4, b6, b9, b11, 

b12, c1, c2, c3, c4, c5, c6, c8, 

c9, c10, c11, c12, d1, d2, d3, 

d4, d6, e1, e2, e3, e4, e5, e6, 

e8 and e9. 

a2, a3, a8, a11, a12, b1, b2, c1, 

c2, c3, c4, c8, c9, c12, d2, d3, 

e2, e3, e4, e5 and c4  

B4, A1, B1, C1, C2, 

D1, D2, D3, E1, E2, 

E3, E4 

Low-Grade Risks 

a4, a5, a6, a7, a9, b5, b8, b10, 

c7, c13, d5, d7, d8, d9, d10, 

d11, d12, e7 and e10. 

a1, a4, a5, a6,a7,a9, a10, b3,  

b5, b6, b8, b9, b10, b11, b12, 

c6, c7, c10, c13, d1,  d4, d5, 

d6, d7, d8, d9, d10, d11, e6, e7 

and e10  
 

As a result of the L-Decision Matrix (5x5) study, the highest risk scores were determined as 

“Uncontrolled entrances to level crossings by pedestrians” with code b7. The results were also compared 

with the AHP method, and in addition to the b7 risk obtained in the L-Decision Matrix at the highest 

risk scores according to the AHP method, c5, c11, e1 and e8 risks were also included in the high-grade 

risks category.  

 

The high-grade risks category obtained in the AHP and L Decision Matrix are given in Table 11 below, 

together with the possible results related to the identified risk definitions and mitigation activities. Also, 

risk definitions and mitigation activities belong to “Railway fencing status” with code a12, “Condition 

of signaling field elements” with code c2, “Condition of the automatic train control system” with code 

c3, “Signaling system central equipment and, interlocking system status” with code c4, “Condition of 

the signaling system in terms of train movement safety” with code c8 and “Condition of the signaling 

system in terms of train driving safety” with code c9 are given in Table 11, because it is considered 

important according to experts. 
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Table 11. Risks related to railways and recommended risk reduction activities 

 

Criterion 

Code 
Criteria Possible Consequences Risk Reduction/Prevention Activities 

a12 Condition of railway fencings 
Injury, Death, Property 

Damage 

Although railway fencings are not applicable along 

the track, fence/wall enclosures should be taken 
along the station and residential areas. Even illegal 

and uncontrolled entrances should be prevented. The 

condition of the railway fence applications should be 
checked regularly. The drivers' field of vision should 

be clear. Elevated lines can be built; ecological 

bridges can be built; law enforcement agencies 

should tighten patrols.  

b7 Pedestrian behaviour at level crossings 

Injury, Death, Property 

Damage, Derailment, 
Collision 

One of the precursors that cause the most accidents 

at level crossings is uncontrolled entrances on the 
line. The public should be informed about the issue, 

and social awareness should be developed. Traffic 

signs and crossing signals are placed. Active 
protection measures should be taken for pedestrians, 

physical speed breakers (manual opening doors, 

maze entrances, active protected doors) should be 
applied, separate sections should be created for 

pedestrians at level crossings, barriers must 

completely block the passage of pedestrians, they 
must not be short. 

c2 

Inability to determine the location and 

understand the line's occupation due to the 
lack or failure of signaling system field 

elements, rail circuits, signal booths and 

signals, relays, balises, and axle meters in the 

line infrastructure (Condition of signaling 

field elements) 

Injury, Death, Property 

Damage, Derailment, 

Collision 

They must be in sufficient numbers; they must be 
regularly and periodically maintained 

c3 

Failure or malfunction of the appropriate train 

protection system (automatic train stopping-
ATS/automatic train protection- ATP) to be 

operated by the train on the track (Condition 

of the automatic train control system) 

Injury, Death, Property 
Damage, Derailment, 

Collision 

There should be periodic checks and maintenance 

follow-up at regular intervals. At the first exit station, 

train movement should not be allowed if necessary, 
depending on the type of fault. 

c4 

Not opening and closing the switches 

automatically and completely, not being able 
to organize a safe route due to system 

malfunctions, organizing the wrong route, not 

ensuring continuity of radio communication, 
and not paying attention to incoming 

notifications (Signaling system central 

equipment and interlocking system status). 

Injury, Death, Property 
damage, Derailment, 

Collision 

Tracking systems should be installed in monitoring 
centers. Staff should be given the necessary training, 

and periodic checks of the system should be made. 

c5 High speed 

Injury, Death, Property 

damage, Derailment, 

Collision 

Machinists must be ensured to comply with the speed 

limits along the routes and must be monitored from 

monitoring centers. 

c8 

Inability to command and control the route 

created for safe driving and inability to 

control the speed with automatic systems 
(Condition of the signaling system in terms 

of train movement safety). 

Injury, Death, Property 

damage, Derailment, 
Collision 

Primary or advanced signaling systems such as IXL, 

CBTC, DRS, ATS, and ETCS should be installed. 

c9 High speed by train driver 
Injury, Death, Property 
damage, Derailment, 

Collision 

Machinists must be ensured to comply with livre 
speeds along the routes. Automatic train automation 

systems should be installed for driving safety. 

c11 

Locking and drive system malfunctions in 
turnouts, system errors, sending wrong 

signals, and incorrect route determination 

(Signaling system in terms of turnout locking 
and drive system) 

Injury, Death, Property 

damage, Derailment, 

Collision 

Periodic maintenance should be performed. 
Personnel training should be provided periodically. 

e1 Suicide/hitting a person/hitting an animal 

Injury, Death, Property 

damage, Derailment, 

Collision 

Speed limits appropriate to the visibility of drivers 

should be set; the track should be isolated from the 
environment; public awareness should be raised. 

Obstacle recognition sensors can be used. 
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e8 Train driver 

Injury, Death, Property 

damage, Derailment, 

Collision 

Train drivers should receive regular training, 
practice in training simulators, psycho-technical tests 

should be organized to asses their psychological and 

physical competence, adequate rest periods should 
be provided.  

 

6.CONCLUSION 

 

Turkish railways will be a more modern, efficient, and competitive sector in the future if the right 

policies and investments are implemented. For healthy and sustainable railway transportation, security 

will always remain the most critical issue. In this study carried out to ensure railway safety, the L-

Decision Matrix and AHP method, were used to examine the status of the risks determined after the 

evaluation made by benefiting from the knowledge, experience, and opinions of experts. 

 

The number of railway accidents and deaths in Türkiye between 2002 and 2021 tend to decrease. 

Between the mentioned years, the number of accidents per million train-km of mobility decreased by 

86% from 12.23 accidents to 1.65 accidents. The number of deaths decreased by 79%, from 3.3 deaths 

to 0.7 deaths. Comparing the data for the period between 2010 and 2020, when the safety culture in 

Türkiye started to increase with the development and modernization of legislation and modernization 

efforts and was more successful compared to the previous years, the highest values per million train-km 

movement in Türkiye were 2.79 accidents and 1.45 fatalities. 

 

While level crossing accidents and personal collisions seemed to be higher than other types in the early 

2000s, derailment accidents have been higher than other types in recent years. When the types of 

accidents between EU countries and Türkiye are compared between 2010 and 2020, it is noteworthy 

that the rate of derailment accidents in Türkiye is approximately 4.5 times higher than the EU average.  

 

When the risk analyses were compared according to the risk average weight score, it was observed that 

the “Uncontrolled entrances of pedestrians to level crossings” with the factor code b7, L-Decision 

Matrix p = 15.12 (0 - 25) and AHP method p = 0.28 (0 - 1) b7 is in the high-grade risk category. In 

addition, in the AHP analysis, factors with codes c5, c11, e1 and e8 were also found to be in the high-

grade risk category. AHP analysis was found to give more precise results. Pedestrian-train interactions 

have emerged as the parameters that cause the most accidents, and the statistics seem to confirm these 

results.  

 

Precautions regarding the hazards detected in the high-grade risk category are explained in Table 11. It 

is essential to take a multi-pronged approach to accident prevention at level crossings. Working in 

collaboration with infrastructure improvements, education, legislation, and technological solutions can 

improve safety and prevent accidents at level crossings. In order to prevent accidents at level crossings, 

the primary thing to do is to separate the roadway and railway intersections as much as possible with 

the help of upper and lower crossings. At intersections that cannot be separated from each other, level 

crossings should be made as controlled as possible. Crossing routes, especially for pedestrians, should 

be separated from the railways. At level crossings where roads intersect, crossings should be made 

relatively difficult to ensure pedestrians are aware of trains. For example, physical speed breakers 

(manual opening doors, maze entrances, active protected doors) should be applied; separate sections 

should be created for pedestrians at level crossings; barriers must completely block the passage of 

pedestrians, and they must not be short. 

 

Signaling system and high speeds are also high grade risk according to AHP on table 10. Train drivers 

must be ensured to comply with the speed limits along the routes and must be monitored from monitoring 

centers. Personnel training should be provided periodically. Periodic maintenance should be performed. 

On the other hand it is seen that signaling systems in Türkiye are made in parts and by different 

companies with different software and hardware. This situation causes incompatibilities in software, 

hardware, and integration. Therefore, when establishing signaling systems, the integration and operation 
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difficulties of different systems should be taken into account, and studies should be carried out to reduce 

this system diversity, for example, by implementing domestic signaling systems. 

 

Yet another high grade risks came from train drivers’ themselves and suicide/hitting a person/hitting an 

animal. Train drivers should receive regular training, practice in training simulators, psycho-technical 

tests should be organized to asses their psychological and physical competence, adequate rest periods 

should be provided. In order to prevent suicide/hitting people/hitting animals, train drivers should 

receive regular training, practice in training simulators, psychotechnical tests should be organized to 

evaluate their psychological and physical competencies, adequate rest periods should be provided, speed 

limits appropriate to the visibility of the drivers should be determined, the track should be isolated from 

the environment, public awareness should be raised, obstacle recognition sensors should be used. 

 

As a continuation of this study, similar risk analysis studies should be carried out at periodic intervals; 

developments should be monitored; initiatives to minimize possible risks by taking advantage of rapid 

measures and new technological developments should be followed up to date. Further studies should be 

conducted in specifically identified areas. 
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APENDIX-2 
 

Application of the criteria in group “D” according to the AHP technique: “Risk” example 

 d1 d2 d3 d4 d5 c6 d7 d8 d9 d10 d11 

d1 1,0000 0,5000 0,5000 1,0000 2,0000 1,0000 2,0000 1,0000 3,0000 3,0000 2,0000 

d2 2,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 

d3 2,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 

d4 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 

d5 0,5000 1,0000 1,0000 1,0000 1,0000 0,5000 1,0000 0,5000 1,0000 1,0000 1,0000 

d6 1,0000 1,0000 1,0000 1,0000 2,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 

d7 0,5000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 0,5000 1,0000 1,0000 1,0000 

d8 1,0000 1,0000 1,0000 1,0000 2,0000 1,0000 2,0000 1,0000 1,0000 1,0000 1,0000 

d9 0,3333 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 0,5000 

d10 0,3333 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 0,5000 

d11 0,5000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000 2,0000 2,0000 1,0000 

Totally 10,1667 10,5000 10,5000 11,0000 14,0000 10,5000 13,0000 10,0000 14,0000 14,0000 11,0000 

 

 d1 d2 d3 d4 d5 c6 d7 d8 d9 d10 d11 

Criteria Weight 

(wi) (Equation 2) 

d1 0,0984 0,0909 0,0909 0,0984 0,1111 0,0984 0,1111 0,0984 0,1071 0,1071 0,1111 0,1021 

d2 0,1967 0,1818 0,1818 0,1967 0,1667 0,1967 0,1667 0,1967 0,1429 0,1429 0,1667 0,1760 

d3 0,1967 0,1818 0,1818 0,1967 0,1667 0,1967 0,1667 0,1967 0,1429 0,1429 0,1667 0,1760 

d4 0,0984 0,0909 0,0909 0,0984 0,1111 0,0984 0,1111 0,0984 0,1071 0,1071 0,1111 0,1021 

d5 0,0492 0,0606 0,0606 0,0492 0,0556 0,0492 0,0556 0,0492 0,0714 0,0714 0,0556 0,0570 

d6 0,0984 0,0909 0,0909 0,0984 0,1111 0,0984 0,1111 0,0984 0,1071 0,1071 0,1111 0,1021 

d7 0,0492 0,0606 0,0606 0,0492 0,0556 0,0492 0,0556 0,0492 0,0714 0,0714 0,0556 0,0570 

d8 0,0984 0,0909 0,0909 0,0984 0,1111 0,0984 0,1111 0,0984 0,1071 0,1071 0,1111 0,1021 

d9 0,0328 0,0455 0,0455 0,0328 0,0278 0,0328 0,0278 0,0328 0,0357 0,0357 0,0278 0,0343 

d10 0,0328 0,0455 0,0455 0,0328 0,0278 0,0328 0,0278 0,0328 0,0357 0,0357 0,0278 0,0343 

d11 0,0492 0,0606 0,0606 0,0492 0,0556 0,0492 0,0556 0,0492 0,0714 0,0714 0,0556 0,0570 

 

 d1 d2 d3 d4 d5 c6 d7 d8 d9 d10 d11 

Totally (di) 

(Equation 3) 

d1 0,1021 0,0880 0,0880 0,1021 0,1141 0,1021 0,1141 0,1021 0,1028 0,1028 0,1141 1,1321 

d2 0,2042 0,1760 0,1760 0,2042 0,1711 0,2042 0,1711 0,2042 0,1370 0,1370 0,1711 1,9561 

d3 0,2042 0,1760 0,1760 0,2042 0,1711 0,2042 0,1711 0,2042 0,1370 0,1370 0,1711 1,9561 

d4 0,1021 0,0880 0,0880 0,1021 0,1141 0,1021 0,1141 0,1021 0,1028 0,1028 0,1141 1,1321 

d5 0,0510 0,0587 0,0587 0,0510 0,0570 0,0510 0,0570 0,0510 0,0685 0,0685 0,0570 0,6297 

d6 0,1021 0,0880 0,0880 0,1021 0,1141 0,1021 0,1141 0,1021 0,1028 0,1028 0,1141 1,1321 

d7 0,0510 0,0587 0,0587 0,0510 0,0570 0,0510 0,0570 0,0510 0,0685 0,0685 0,0570 0,6297 

d8 0,1021 0,0880 0,0880 0,1021 0,1141 0,1021 0,1141 0,1021 0,1028 0,1028 0,1141 1,1321 

d9 0,0340 0,0440 0,0440 0,0340 0,0285 0,0340 0,0285 0,0340 0,0343 0,0343 0,0285 0,3782 

d10 0,0340 0,0440 0,0440 0,0340 0,0285 0,0340 0,0285 0,0340 0,0343 0,0343 0,0285 0,3782 

d11 0,0510 0,0587 0,0587 0,0510 0,0570 0,0510 0,0570 0,0510 0,0685 0,0685 0,0570 0,6297 

 

 

 di wi di/wi  

d1 1,1321 0,1021 11,0906 λmax= 
∑

𝑑𝑖

𝑤𝑖
𝑛
𝑖=1

𝑛
    (Equation 4) 

d2 1,9561 0,1760 11,1129 λ =11,0713, n=11 (n=number of criteria) 

d3 1,9561 0,1760 11,1129  

d4 1,1321 0,1021 11,0906  

d5 0,6297 0,0570 11,0386 Consistency Ratio (CR)=( λ-n)/((n-1)*RI) (Equation 5) 

d6 1,1321 0,1021 11,0906 RI=1,51 for n=11 (Table 3) 

d7 0,6297 0,0570 11,0386 CR=(11,0713-11)/(10*1,51)=0,0071<0,1 

d8 1,1321 0,1021 11,0906  

d9 0,3782 0,0343 11,0401  

d10 0,3782 0,0343 11,0401  

d11 0,6297 0,0570 11,0386  
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This article studies the properties of the weak subdifferential for nonsmooth and 

nonconvex analysis studied. This study presents a formulation that is directly 

involved in convex analysis carried out in the nonconvex case. In this work, we 

present a theory that applies epigraphs to obtain augmented normal cones.  

 

The perturbation function plays a crucial role in establishing optimality conditions. 

This study demonstrates that positively homogeneous and lower semicontinuous 

functions are weakly subdifferentiable. Moreover, under specific conditions related 

to the objective function, the constraint function, and the feasible set, we show that 

the perturbation function is positively homogeneous. Thus we obtain a zero duality 

gap condition by implementing conditions on the objective function, constraint 

functions, and the set S. 

 

 

 
 

Operations Research, 

Nonconvex Optimization, 

Weak Subdifferential, 

Augmented Normal Cone 
 

 Time Scale of Article 

 
 

Received :03 Februay 2025 

Accepted : 18 Februay 2025 
Online date : 28 February 2025 

 

 

1. INTRODUCTION 
 

The concept of subgradient marked the real beginning of the convex analysis in the way it is seen now.  

It is associated with a convex function and provides many useful properties of the derivative from an 

optimization perspective [3,10]. At boundary points, a convex set has a supporting hyperplane, which 

gives rise to the notion of the subdifferential, denoted by 𝜕𝑓. This concept forms the foundation of 

convex analysis and was introduced by R.T. Rockafellar in his 1963 thesis [11] for convex functions. 

Later, F.H. Clarke, in his 1973 thesis [4], extended this definition to Lipschitz continuous functions by 

introducing the Clarke subdifferential 𝜕𝑜𝑓. Indeed, there is a drawback to this subdifferential notion. 

The function must be convex to be able to use many nice consequences of this concept.  

 

When dealing with nonconvex functions, 𝒉: ℝ𝒏 → ℝ was addressed, the original definition of 

subgradients through the affine support inequality applicable to convex functions had to be replaced 

with an alternative approach.  

 

Clarke introduced the use of distance functions 𝑑𝐶  to get a new concept of normal cones to nonconvex 

set 𝐶. Then he applied this concept to epigraphs to obtain normal cones (𝑣, −1) whose 𝑣 component 

could be interpreted as a subgradient. This innovation appeared in Clarke [5] and it sparked years of 

mailto:sametbila@eskisehir.edu.tr
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https://orcid.org/0000-0002-5228-643X
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efforts by many researchers to advance the idea in various areas and apply then to a range of topics, with 

one of the most notable one is to optimal control.  
 

Another alternative approach to the subgradient concept to nonconvex functions, known as the weak 

subdifferential 𝜕𝑤𝑓 was presented by R.N. Gasimov in his 1992 thesis [7]. The weak subdifferential 

generalizes the subdifferential concept from convex analysis to nonconvex functions. This concept is 

founded on the idea of using supporting cones for the epigraph of a given function, which serves as a 

substitute for the supporting hyperplanes typically used in convex analysis. The idea behind the 

supporting cones is extremely helpful for nonconvex separation theorems and investigating nonconvex 

optimality problems.  

 

Azimov and Gasimov well established a necessary and sufficient condition in nonconvex optimization 

based on the zero duality gap property [1,8] by relating the definition of the weak subdifferential and 

the perturbation function. Some of the weak subdifferential properties are investigated in [2,9].  

 

The zero duality gap condition defined by an augmented Lagrangian dual function is well studied in 

[10]. It has been applied to zero duality gap conditions for optimality and approaches for finding 

solutions in nonconvex mathematical programming.  

 

Motivation:  

 

The subgradient can be viewed as a special case of the normal cone when the set is the epigraph of a 

convex function. In this study, we have presented a theorem that establishes a connection between the 

augmented normal cone of the epigraph and the weak subdifferential. Our findings demonstrate the 

existence of this theorem within the framework of nonconvex analysis. 

Furthermore, we derive a zero duality gap condition by imposing conditions on the objective function, 

constraint functions, and the set S. 

2. PROPERTIES OF THE WEAK SUBGRADIENT AND AUGMENTED NORMAL CONE 

 

In convex duality theory, the definitions of conjugate functions and subdifferentials are as follows:  

 

Let 𝑿 be a normed space and 𝑿∗ be the topological dual of 𝑿. Suppose that ℝ̅ = ℝ ∪ {±∞}. We will 

denote the norm of 𝑿 by ‖∙‖, the norm of 𝑿∗ by ‖∙‖∗, and the value of a linear functional 𝒙∗ ∈ 𝑿∗ at a 

point 𝒙 ∈ 𝑿 by 𝒙∗ , 𝒙⟩.  Let 𝒉: ℝ𝒏 → ℝ̅ be a given function.  

 

Definition 1: (a) A function 𝒉𝒘: 𝑿 × 𝑿∗ × ℝ+ → ℝ̅  defined by  

 

𝒉𝒘(𝒙𝟎, 𝒙∗, 𝒄) = 𝒔𝒖𝒑
𝐱∈𝐗

 {−𝒄‖𝒙 − 𝒙𝟎‖ + 𝒄‖𝒙𝟎‖ + ⟨𝒙, 𝒙∗⟩ − 𝒉(𝒙)} 

 

is called the weak conjugate of 𝒉.  

 

(b) A function 𝒉𝒘𝒘: 𝑿 → ℝ̅ defined by 

 

𝒉𝒘𝒘(𝒙) = 𝒔𝒖𝒑
(𝒙∗,𝒄)∈𝑿∗×ℝ+

{−𝒄‖𝒙 − 𝒙𝟎‖ + 𝒄‖𝒙𝟎‖ + ⟨𝒙, 𝒙∗⟩ − 𝒉𝒘(𝒙𝟎, 𝒙∗, 𝒄)} 

 

 

is called the weak biconjugate of 𝒉. 
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For 𝒄 = 𝟎, 𝒉𝒘(𝒙𝟎, 𝒙∗, 𝒄) = 𝒉∗(𝒙∗), where 𝒉∗ is the ordinary conjugate function in convex analysis.   

 

Azimov and Gasimov introduced the following weak subdifferential notion, which is the generalization 

of the classic subdifferential from convex analysis [1].  

 

Definition 2: A pair (𝑥∗, 𝑐) ∈ ℝ𝑛 × ℝ+ is referred to as a weak subgradient of h at 𝑥0 on S provided 

that  

 

                                           

 

The set of all weak subgradients of ℎ at 𝑥0is referred to as the weak subdifferential of ℎ at 𝑥0 and is 

denoted as 𝜕𝑆
𝑤ℎ(𝑥): 

 

     𝜕𝑆
𝑤ℎ(�̅�)={(𝑥∗, 𝑐) ∈ ℝ𝑛 × ℝ+: (1)  is satisfied}. 

 

If 𝜕𝑆
𝑤ℎ(𝑥0) ≠ ∅, then ℎ is called the weakly subdifferentiable at 𝑥0. If we let 𝑆 = ℝ𝑛 then we ignore 

the subscript  𝑆 in 𝜕𝑆
𝑤𝑓(𝑥0), and denote it by 𝜕𝑤ℎ(𝑥0) = 𝜕ℝ𝑛

𝑤 ℎ(𝑥0). It is obvious that if function ℎ is 

subdifferentiable at 𝑥0 then ℎ is also weakly subdifferentiable at 𝑥0 . One can check if 𝑥∗ ∈ 𝜕ℎ(𝑥0) then 

by definition  (𝑥∗, 𝑐) ∈ ℝ𝑛 × ℝ+ for every 𝑐 ≥0. The weak subgradient of a function ℎ is geometrically 

interpreted as:  

(𝑥∗, 𝑐) ∈ ℝ𝑛 × ℝ+ is a weak subgradient of ℎ at 𝑥 ∈ 𝑋 if one can found a function  

 

𝑓(𝑥) = ⟨𝑥∗, 𝑥 − 𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ + ℎ(𝑥0) 

 

which is a continuous, concave, and satisfies ℎ(𝑥) ≤ 𝑓(𝑥), ∀𝑥 ∈ 𝑋 and ℎ(𝑥0) = 𝑓(𝑥0). The hypograph 

of the function 𝑓 is defined as hypo (𝑓) = {(𝑥, 𝑎) ∈ 𝑋 × ℝ | 𝑓(𝑥) ≥ 𝑎} and it is a closed cone in 𝑋 × ℝ 

with its vertex at (𝑥0, 𝑓(𝑥0)). To verify: 

 

hypo (𝑓) − (𝑥0, ℎ(𝑥0)) = {(𝑥 − 𝑥0, 𝑎 − ℎ(𝑥0)) ∈ 𝑋 × ℝ | ⟨𝑥∗, 𝑥 − 𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ ≥ 𝑎 − ℎ(𝑥0)} 

                = {(𝑢, 𝑏) ∈ 𝑋 × ℝ | ⟨𝑥∗, 𝑢⟩ − 𝑐‖𝑢‖ ≥ 𝑏}. 

 

Thus, from (2.1) and (2.2) that hypo (𝑓) is a supporting cone of the set  

 

𝑒𝑝𝑖(ℎ) = {(𝑥, 𝑎) ∈ 𝑋 × ℝ | ℎ(𝑥) ≤  𝑎}              

  

at the point (𝑥0, ℎ(𝑥0)) in the way that epi(h) ⊂ (𝑋 × ℝ)\ ℎ𝑦𝑝𝑜(𝑓) and 𝑐𝑙(𝑒𝑝𝑖(ℎ)) ∩ 𝑔𝑟𝑎𝑝ℎ(𝑓) ≠ ∅  

where 𝑔𝑟𝑎𝑝ℎ (𝑓) = {(𝑥, 𝑎) ∈  𝑋 × ℝ |𝑓(𝑥) = 𝑎 }.  
Azimov and Gasimov obtained the weak subdifferential for subclasses of lower Lipschitz functions [1]. 

Lower Lipschitz function definition is given as follows:  

 

Definition 3: A 𝑔: 𝑋 →  ℝ is said to be "lower locally Lipschitz" at 𝑥0 ∈ 𝑋 if there exists a positive 

constant L and a neighborhood 𝒩(𝑥0) around 𝑥0 such that 

 

−𝐿‖𝑥 − 𝑥0‖ ≤  𝑔(𝑥) − 𝑔(𝑥0),   ∀𝑥 ∈ 𝒩(𝑥0). (2) 

                                   

𝑔 is lower Lipschitz at 𝑥0 with the Lipschitz constant 𝐿 if the inequality (2) holds for all 𝑥 ∈ 𝑋.  

An example of the weak subdifferential is presented.  

Example 4: Let ℎ: ℝ →  ℝ be given as 

 

⟨𝑥∗, 𝑥 − 𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ ≤ ℎ(𝑥) − ℎ(𝑥0)  for all 𝑥 ∈  𝑆 (1) 
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ℎ(𝑥) =  {

|𝑥 + 2|                𝑖𝑓 𝑥 ≤ 0
     4𝑥 + 2            𝑖𝑓 0 < 𝑥 ≤ 1

2|𝑥 − 2| + 4    𝑖𝑓 𝑥 > 1
 

The graph of function ℎ is given below. 

 

 
 

We want to calculate the weak subdifferentiable of ℎ at 𝑥0 = 1.  

 

First, we consider the case 𝑥 < −2. It follows from definition (2.1) that: 

 
⟨𝑦, 𝑥 − 𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ ≤ ℎ(𝑥) − ℎ(𝑥0) 

⟨𝑦, 𝑥 − 1⟩ + 𝑐(𝑥 − 1) ≤ −(𝑥 + 2) − ℎ(1) 

𝑦(𝑥 − 1) + 𝑐(𝑥 − 1) ≤ (−𝑥 − 2) − 6 

(𝑥 − 1)(𝑦 + 𝑐) ≤ −𝑥 − 8 

Then 𝜕𝑤ℎ(1) for the case 𝑥 < −2 obtained as:  

 

     𝜕𝑤ℎ(1) ={(𝑦, 𝑐) ∈ ℝ × ℝ+: 𝑦 + 𝑐 > 2} 

 

Then we consider the case −2 ≤ 𝑥 ≤ 0.  It follows from the definition (2.1), 

 ⟨𝑦, 𝑥 − 𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ ≤ ℎ(𝑥) − ℎ(𝑥0) 

⟨𝑦, 𝑥 − 1⟩ + 𝑐(𝑥 − 1) ≤ (𝑥 + 2) − ℎ(1) 

𝑦(𝑥 − 1) − 𝑐(1 − 𝑥) ≤ (𝑥 + 2) − 6 

(𝑥 − 1)(𝑤 + 𝑐) ≤ 𝑥 − 4 

Then 𝜕𝑤ℎ(1) for the case −2 ≤ 𝑥 ≤ 0 obtained as:  

 

     𝜕𝑤ℎ(1) ={(𝑦, 𝑐) ∈ ℝ × ℝ+: 𝑦 + 𝑐 ≥ 4} 

 

We consider the case 0 < 𝑥 ≤ 1.  We have the following from the definition (2.1) that, 
⟨𝑦, 𝑥 − 𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ ≤ ℎ(𝑥) − ℎ(𝑥0) 

⟨𝑦, 𝑥 − 1⟩ − 𝑐|𝑥 − 1| ≤ ℎ(𝑥) − ℎ(1) 

𝑦(𝑥 − 1) − 𝑐(1 − 𝑥) ≤ 4𝑥 + 2 − 6 

(𝑥 − 1)(𝑦 + 𝑐) ≤ 4(𝑥 − 1) 

 

Then 𝜕𝑤ℎ(1) for the case 0 < 𝑥 ≤ 1 obtained as:  
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     𝜕𝑤ℎ(1) ={(𝑦, 𝑐) ∈ ℝ × ℝ+: 𝑦 + 𝑐 ≥ 4} 

 

Now we consider the case when 1 < 𝑥 < 2. It follows from the definition (2.1) that, 

 
⟨𝑦, 𝑥 − 1⟩ − 𝑐|𝑥 − 1| ≤ ℎ(𝑥) − ℎ(1) 

𝑦(𝑥 − 1) − 𝑐(𝑥 − 1) ≤ 2|𝑥 − 2| + 4 − 6, 
(𝑦 − 𝑐)(𝑥 − 1) ≤ −2(𝑥 − 1), 

 𝜕𝑤ℎ(1) for the case 1 < 𝑥 < 2 is obtained as:  

 𝜕𝑤ℎ(1) ={(𝑦, 𝑐) ∈ ℝ × ℝ+: 𝑦 − 𝑐 ≤ −2} 

 

The last case is when 𝑥 ≥ 2. Then we have,  
⟨𝑦, 𝑥 − 1⟩ − 𝑐|𝑥 − 1| ≤ ℎ(𝑥) − ℎ(1) 

𝑦(𝑥 − 1) − 𝑐(𝑥 − 1) ≤ 2|𝑥 − 2| + 4 − 6, 
(𝑦 − 𝑐)(𝑥 − 1) ≤ 2(𝑥 − 3), 

𝜕𝑤ℎ(1) for the case 𝑥 ≥ 2 is obtained as: 

      𝜕𝑤ℎ(1) ={(𝑦, 𝑐) ∈ ℝ × ℝ+:𝑦 − 𝑐 ≤ −2} 

 

Then finally we obtained that  

 

 𝜕𝑤ℎ(1) ={(𝑦, 𝑐) ∈ ℝ × ℝ+: 4 − 𝑐 ≤ 𝑦 ≤ 𝑐 − 2} 

 

We give the normal cone and augmented normal cone definitions below. The augmented normal cone 

notion is introduced to the literature by Kasimbeyli and Mammadov and it is quite helpful for obtaining 

the optimality condition in nonconvex optimization [8].  

 

Definition 5: Let 𝐴 ⊆ ℝ𝑛 and 𝑥0 ∈ 𝑆. The normal cone to 𝐴 at 𝑥0 defined as  

 

𝑁𝐴(𝑥0 ) = {𝑣 ∈ ℝ𝑛: ⟨𝑣, 𝑥 −  𝑥0⟩ ≤ 0 for all 𝑥 ∈ 𝐴}. 

 

It is clear that if 𝑥0 ∈ 𝑖𝑛𝑡(𝑆) then the set 𝑁𝐴(𝑥0 ) consists of a single element, that is the zero element 

0 ∈ ℝ𝑛. Such a normal cone is called trivial. If 𝑥0 ∉  𝑖𝑛𝑡 𝑆 and 𝑆 is convex then normal cone is called 

nontrivial, the zero of ℝ𝑛 may be the only element in this cone. A normal cone is called nontrivial if it 

contains non-zero elements.  

 

Definition 6: 

Let 𝑥0 ∈ 𝐴 and 𝐴\{𝑥0} ≠ ∅. The augmented normal cone to 𝐴 at 𝑥0 is defined as: 

 

𝑁𝐴
𝑎(𝑥0 ) = {(𝑣, 𝑐) ∈ ℝ𝑛 × ℝ: ⟨𝑣, 𝑥 −  𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ ≤ 0 for all 𝑥 ∈ 𝐴}.                 

 

(3) 

Below, we recall definition of the augmented normal cone (for nonconvex sets) earlier introduced in (3). 

Here we will use a slightly different but an equivalent formulation (in the definition we use 

⟨𝑣, 𝑥 −  𝑥0⟩ + 𝑐‖𝑥 − 𝑥0‖ instead of ⟨𝑣, 𝑥 − 𝑥0⟩ + 𝑐‖𝑥 − 𝑥0‖). 

  
 

Since, for pairs (𝑣, 𝑐) with ‖𝑣‖ ≤ 𝑐, the inequality {(𝑣, 𝑐) ∈ ℝ𝑛 × ℝ: ⟨𝑣, 𝑥 −  𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ ≤ 0 is 

obviously satisfied for all x∈ ℝ𝑛, an augmented normal cone consisting of only such elements is 

called trivial. The trivial augmented normal cone will be denoted by 𝑁𝐴
𝑡𝑟𝑖𝑣(𝑥0 ) and defined as  

 

𝑁𝐴
𝑎(𝑥0 ) = {(𝑣, 𝑐) ∈ ℝ𝑛 × ℝ: ‖𝑣‖ ≤ 𝑐} 
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Remark 7: It follows from the definition of normal and augmented normal cone that, for a given set 

𝐴 ⊂ ℝ𝑛, if the normal cone 𝑁𝐴(𝑥0 ) is not empty, then for  the pair  𝑣 ∈ 𝑁𝐴(𝑥0 ) with 𝑐 ≥ 0 belongs to 

the augmented normal cone 𝑁𝐴
𝑎(𝑥0 ). Conversely, if  (𝑣, 𝑐) ∈ 𝑁𝐴

𝑎(𝑥0 ) with 𝑐 ≤ 0, then  𝑣 ∈ 𝑁𝐴(𝑥0 ).  

Therefore, we will use the following definition for the augmented normal cone in this paper:  

 

𝑁𝐴
𝑎(𝑥0 ) = {(𝑣, 𝑐) ∈ ℝ𝑛 × ℝ: 𝑐 ≤ ‖𝑣‖, ⟨𝑣, 𝑥 −  𝑥0⟩ − 𝑐‖𝑥 − 𝑥0‖ ≤ 0 for all 𝑥 ∈ 𝐴}. 

 

The following lemma was proved in [8, Lemma 4]. 

 

Lemma 8: If  𝑥0 ∈ 𝑖𝑛𝑡 𝐴 then 𝑁𝐴
𝑎(𝑥0 ) = 𝑁𝐴

𝑡𝑟𝑖𝑣(𝑥0 ) 

Now we will establish a relationship between the augmented normal cone to the epigraph of a given 

function 𝑓 at some point (𝑥0, 𝑓(𝑥0)) and the weak subdifferential of 𝑓 at 𝑥0.  

Let 𝑓: ℝ𝑛 → ℝ be a given function. The epigraph epi(𝑓) of 𝑓 is defined as follows:  

 

epi(𝑓) = {(𝑥, 𝑎) ∈ ℝ𝑛 × ℝ: 𝑓(𝑥) ≤ 𝑎}. 

 

Then the augmented normal cone to the set epi(𝑓) ∈ ℝ𝑛 × ℝ at the point (𝑥0, 𝑓(𝑥0)) can be rewritten 

as follows: 

 

𝑁𝑒𝑝𝑖(𝑓)
𝑎 (𝑥0, f(𝑥0)) = {((𝑣, 𝛽), 𝑐) ∈ (ℝ𝑛 × ℝ) × ℝ+ ∶  

⟨𝑣, 𝑥 −  𝑥0⟩ + 𝛽(𝑎 − 𝑓(𝑥0)) − 𝑐‖(𝑥 − 𝑥0), (𝑎 − 𝑓(𝑥0))‖ ≤ 0 for all (𝑥, 𝑎) ∈  𝑒𝑝𝑖(𝑓).  

 

where the set ‖(𝑥 − 𝑥0), (𝑎 − 𝑓(𝑥0))‖
ℝ𝑛×ℝ

= ‖𝑥 − 𝑥0‖
ℝ𝑛 + |𝑎 − 𝑓(𝑥0)|ℝ. Obviously, such a setting 

satisfies the definition of the norm, such that:  

• ‖(𝑥, 𝑎)‖ = ‖𝑥‖ + |𝛼| ≥ 0 for all (𝑥, 𝑎) ∈ ℝ𝑛 × ℝ and obviously ‖(𝑥, 𝑎)‖ = 0 if and only if 

(𝑥, 𝑎) = (0ℝ𝑛 , 0); 

• ‖𝜆(𝑥, 𝑎)‖ = ‖(𝜆𝑥, 𝜆𝑎)‖ = ‖𝜆𝑥‖ + |𝜆𝑎| = |𝜆|(‖𝑥‖ + |𝑎|) = |𝜆|‖(𝑥, 𝑎)‖  for all (𝑥, 𝑎) ∈
ℝ𝑛 × ℝ and 𝜆 ∈ ℝ; 

• ‖(𝑥1, 𝑎1) + (𝑥2, 𝑎2)‖ = ‖(𝑥1, 𝑥2) + (𝑎1 + 𝑎2)‖ = ‖(𝑥1, 𝑥2)‖ + |𝑎1 + 𝑎2| ≤ ‖𝑥1‖ + ‖𝑥2‖ +
|𝑎1| + |𝑎2|=‖(𝑥1, 𝑎1)‖ + ‖(𝑥2, 𝑎2)‖ for all (𝑥1, 𝑎1) ∈ ℝ𝑛 × ℝ  and (𝑥2, 𝑎2 ∈ ℝ𝑛 × ℝ. 

 

 

3. DUALITY IN NONCONVEX OPTIMIZATION  

 

Suppose that 𝑋 and 𝑌 are normed spaces and assume that 𝑋∗ and 𝑌∗ are their dual spaces, respectively.  

 

Taking the function  𝒉: 𝑿 → ℝ̅ into account we consider a nonlinear problem in the following form:  

 

                          (P)     {𝐢𝐧𝐟
𝒙∈𝑿

𝒇(𝒙).    

 

The problem (P) is referred to as the primal problem. Its infimum is denoted by inf (P), and any 𝒙 ∈ 𝑿 

that satisfies 𝒇(𝒙) = 𝒊𝒏𝒇(𝑷) is called an optimal solution of (P). Problem (P) is considered nontrivial 

if there exists 𝒙 ∈ 𝑿 such that 𝒇(𝒙) < +∞. . 
 

 𝑿 = {𝒙 ∈ 𝑺: 𝒈𝒋(𝒙) ≤ 𝟎, 𝒋 = 𝟏, … , 𝒎} ≠ ∅. 

 

For the problem (P) the associated dualizing parameterization function 

 

𝝓(𝒙, 𝒚) = {
𝒇(𝒙)    𝒊𝒇 𝒙 ∈ 𝑺 𝒂𝒏𝒅 𝒈𝒋(𝒙) ≤ 𝟎, 𝒋 = 𝟏, … , 𝒎,

+∞                                                          𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆.
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The function 𝝓: 𝑿 × 𝒀 → ℝ ∪ {+∞} defined above satisfies that  𝝓(𝒙, 𝟎) = 𝒇(𝒙).  It is easy to check 

 

𝒊𝒏𝒇𝒙∈𝑿𝝓(𝒙, 𝟎) = 𝒊𝒏𝒇 (𝑷). 

 

Utilizing the classical method for constructing the dual of a minimization problem [6, 10] we can now 

define the corresponding dual problem. To formulate the dual problem based on the function 𝝓, the 

weak conjugate function 𝝓𝒘 must be calculated. By definition 2.1, the weak conjugate function 𝝓𝒘 is 

from (𝑿∗ × ℝ+ × 𝑿) × (𝒀∗ × ℝ+ × 𝒀) into ℝ̅ and is given by the following definition: 

 

𝝓𝒘((𝒙∗, 𝒄, 𝒙𝟎), (𝒚∗, 𝜶, 𝒚𝟎)) = 𝒔𝒖𝒑
(𝒙,𝒚)∈𝑿×𝒀

 {
−𝒄‖𝒙 − 𝒙𝟎‖ + 𝒄‖𝒙𝟎‖ + ⟨𝒙∗, 𝒙⟩

−𝜶‖𝒚 − 𝒚𝟎‖ + 𝜶‖𝒚𝟎‖ + ⟨  𝒚∗, 𝒚⟩ − 𝝓(𝒙, 𝒚)}
 

 

is referred to as the dual problem of (𝑷) based on the dualizing parameterization 𝝓. 

 

When (𝒙∗, 𝒄) = (𝟎, 𝟎), 𝒙𝟎 = 𝟎, 𝒚𝟎 = 𝟎, the value of 𝝓𝒘 will be referred to simply as:  

 

𝝓𝒘(𝟎, 𝒚∗, 𝜶) =  𝒔𝒖𝒑
(𝒙,𝒚)∈𝑿×𝒀

{−𝜶‖𝒚‖ + ⟨𝒚, 𝒚∗⟩ − 𝝓(𝒙, 𝒚)} 

 

(𝑷𝒘)                       𝒔𝒖𝒑
(𝒚∗,𝜶)∈𝒀∗×ℝ+

{−𝝓𝒘(𝟎, 𝒚∗, 𝜶)} 

 

The supremum of problem (𝑷𝒘) is represented by sup (𝑷𝒘). Any element (𝒚∗, 𝜶) ∈ 𝒀∗ × ℝ+ that 

satisfies 𝝓𝒘(𝟎, 𝒚∗, 𝜶)= sup (𝑷𝒘) is referred to as an optimal solution of (𝑷𝒘). 

 

Assume that 𝒉 is a function from 𝒀  into ℝ̅. We define the perturbation function associated with 

problem (P) as follows:  

 

 𝒉(𝒚) = 𝒊𝒏𝒇𝒙∈𝑿𝝓(𝒙, 𝒚)                                                                

 

 

The perturbation function definition implies that 

 

𝒉(𝒚) = 𝒊𝒏𝒇 (𝑷). 
 

The theorem below provides conditions for strong duality, based on the properties of the perturbation 

function 𝒉. 
 

Theorem 9: [1, Lemma 4.2] (i)  𝒉𝒘(𝒚∗, 𝜶, 𝟎) = 𝝓𝒘(𝟎, 𝒚∗, 𝜶); 
 (ii) 𝒔𝒖𝒑(𝑷𝒘) = 𝒉𝒘𝒘; 

 (iii) Suppose the perturbation function 𝒉, defined by (10), is proper and weakly 

subdifferentiable at  𝟎 ∈ 𝒀. Then 𝒊𝒏𝒇(𝑷) = 𝒔𝒖𝒑 (𝑷𝒘), and any weak subgradient of 𝒉 at 𝟎 ∈ 𝒀 is an 

optimal solution of (𝑷𝒘). 

 

 

Theorem 10: [10, Theorem 2.7] Let 𝒉 be bounded from below on some neighborhood of zero and 

positively homogeneous function from 𝑿 into ℝ. Then 𝒉 is weakly subdifferentiable at 𝟎𝑿. 
 

In the following theorem, we show that if the objective and constraint functions defined on the conic 

set are positively homogeneous then the perturbation function is also positively homogeneous.  
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Theorem 11: Assume that 𝑺 is a cone in ℝ𝒏. Let 𝒇: 𝑺 → ℝ be positively homogeneous and the 

mappings 𝒈 = (𝒈𝟏, 𝒈𝟐, … , 𝒈𝒎): 𝑺 → ℝ are positively homogeneous. Then the perturbation function 

𝒉(𝒚) is positively homogeneous.  

 

Proof: We must show that 𝒉(𝝀𝒚) = 𝝀𝒉(𝒚). Now the definition of the perturbation function implies 

that:  

 

𝒉(𝝀𝒚) = 𝒇(𝒙) if 𝒙 ∈ 𝑺 𝒂𝒏𝒅 𝒈𝒋(𝒙) ≤ 𝝀𝒚, 𝒋 = 𝟏, … , 𝒎. 

 

Since 𝒈𝒋
′𝒔 are positively homogeneous we have that  

 

𝒉(𝝀𝒚) = 𝒇(𝒙) if 𝒙 ∈ 𝑺 𝒂𝒏𝒅 𝒈𝒋 (
𝟏

𝝀
𝒙) =

𝟏

𝝀
𝒈𝒋(𝒙) ≤ 𝒚, 𝒋 = 𝟏, … , 𝒎. 

 

Now if we denote 
𝟏

𝝀
𝒙 = 𝒛 then we obtain:  

 

𝒉(𝝀𝒚) = 𝒇(𝝀𝒛) if 𝝀𝒛 ∈ 𝑺 𝒂𝒏𝒅 𝒈𝒋(𝒛) ≤ 𝒚, 𝒋 = 𝟏, … , 𝒎. 

 

By the assumption that 𝒇 is positively homogeneous and 𝑺 is a cone, then it yields that:  

 

𝒉(𝝀𝒚) = 𝝀𝒇(𝒛) if 𝒛 ∈ 𝑺 𝒂𝒏𝒅 𝒈𝒋(𝒛) ≤ 𝒚, 𝒋 = 𝟏, … , 𝒎. 

Hence  

𝒉(𝝀𝒚) = 𝝀𝒉(𝒚).   

The proof is completed.  

 

Based on the results of Theorem 9, Theorem 10 and Theorem 11 the following theorem can be stated.  

 

Theorem 12: Assume that 𝑆 is a cone in ℝ𝑛. Let 𝑓: 𝑆 → ℝ be positively homogeneous and lower 

semicontinuous and the mappings 𝑔 = (𝑔1, 𝑔2, … , 𝑔𝑚): 𝑆 → ℝ are positively homogeneous and lower 

semicontinuous. Then the zero duality gap satisfies.  

 

Proof. If 𝑆 is a cone in ℝ𝑛 , the functions 𝑓: 𝑆 → ℝ and 𝑔 = (𝑔1, 𝑔2, … , 𝑔𝑚): 𝑆 → ℝ are positively 

homogeneous and lower semicontinuos then by Theorem 9 we know that the perturbation function ℎ is 

positively homogeneous. Also, under the condition of lower semicontinuity of 𝑓 and 𝑔, ℎ is also lower 

semicontinuous. Thus, from Theorem 10 we obtain that ℎ is weakly subdifferentiable at 𝟎. Finally, 

Theorem 9 implies that the zero duality gap is satisfied. The proof is completed.  

 

 

In convex analysis, the following proposition is well known that relates to normal cone and 

subdifferential.  

 

Proposition 13: Let ℎ  be convex, proper function then  

 

𝜕𝑓(�̅�) = {𝑣 ∈ ℝ𝑛: (𝑣, −1) ∈ 𝑁 ((�̅�, 𝑓(�̅�)), 𝑒𝑝𝑖 𝑓)}. 

 

 

Theorem 14: Assume that 𝒇: ℝ𝒏 → ℝ is a proper function. 

i) If 𝒇 is weakly subdifferentiable function at �̅� ∈ ℝ𝒏 and (𝒗, 𝒄) ∈   𝝏𝒘𝒇(�̅�) then 

((𝒗, −𝟏), 𝒄) ∈  𝑵𝒆𝒑𝒊(𝒇) 
𝒂 (�̅�, 𝐟(�̅�)). 
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ii) If 𝒇 is Lipschitz function at �̅� ∈ ℝ𝒏 with Lipschitz constant 𝑳 and ((𝒗, −𝟏), 𝒄) ∈
 𝑵𝒆𝒑𝒊(𝒇) 

𝒂 (�̅�, 𝐟(�̅�)) with 𝒄 ≥ 𝟎 then 𝒇 is weakly subdifferentiable function at �̅� ∈ ℝ𝒏 and 

(𝒗, 𝒄 + 𝒄𝑳) ∈   𝝏𝒘𝒇(�̅�). 

 

Proof. (i) 

Assume that 𝒇 is Lipschitz at �̅� ∈ ℝ𝒏. Then clearly 𝒇 is lower Lipschitz and hence weakly 

subdifferentiable at �̅� ∈ ℝ𝒏. Let (𝒗, 𝒄) ∈   𝝏𝒘𝒇(�̅�). Then by definition of the weak subdifferential, we 

have:  

 

𝑓(𝑥) − f(�̅�) ≥ 〈𝑣, 𝑥 − �̅�〉 − 𝑐‖𝑥 − �̅�‖  for all 𝑥 ∈ ℝ𝒏. 
 

Hence 

 

𝛼 − f(�̅�) ≥ 〈𝑣, 𝑥 − �̅�〉 − 𝑐‖𝑥 − �̅�‖ − 𝑐|𝛼 − f(�̅�)|  for all (𝑥, 𝑎) ∈ 𝑒𝑝𝑖 (𝑓). 
 

This can be written in the form:  

 
〈𝑣, 𝑥 − �̅�〉 + (−1)(𝛼 − f(�̅�)) − 𝑐‖(𝑥 − �̅�), (𝛼 − f(�̅�))‖  for all (𝑥, 𝑎) ∈ 𝑒𝑝𝑖 (𝑓). 

 

which implies that ((𝒗, −𝟏), 𝒄) ∈  𝑵𝒆𝒑𝒊(𝒇) 
𝒂 (�̅�, 𝐟(�̅�)). 

 

(ii) Now assume that ((𝒗, −𝟏), 𝒄) ∈  𝑵𝒆𝒑𝒊(𝒇) 
𝒂 (�̅�, 𝐟(�̅�)). This means that  

 

〈𝒗, 𝒙 − �̅�〉 + (−𝟏)(𝜶 − 𝐟(�̅�)) − 𝒄‖(𝒙 − �̅�), (𝜶 − 𝐟(�̅�))‖  for all (𝒙, 𝒂) ∈ 𝒆𝒑𝒊 (𝒇). (4) 

 

Now by letting 𝜶 = 𝒇(𝒙) we obtain: 

 
〈𝒗, 𝒙 − �̅�〉 + (−𝟏)(𝒇(𝒙) − 𝐟(�̅�)) − 𝒄‖(𝒙 − �̅�), (𝒇(𝒙) − 𝐟(�̅�))‖  for all 𝒙 ∈ ℝ𝒏. 

 

By the hypothesis, 𝒇 is Lipschitz function at �̅� with Lipschitz constant 𝑳. Hence,  

 

𝒇(𝒙) − 𝐟(�̅�) ≤ 𝑳‖𝒙 − �̅�‖ for all 𝒙 ∈ ℝ𝒏 

 

Then it follows from (4) that  

 

𝒇(𝒙) − 𝐟(�̅�) ≥ 〈𝒗, 𝒙 − �̅�〉 − (𝒄 + 𝒄𝑳)‖𝒙 − �̅�‖  for all 𝒙 ∈ ℝ𝒏. 

 

which shows that the proof is completed.  

 

4. CONCLUSION 

 

In this work, we have presented a theorem relates the augmented normal cone when the set is epigraph 

and the weak subdifferential. We showed the existence of such a theorem in the nonconvex analysis.  

We additionally obtain a zero duality gap condition by imposing conditions on the objective function, 

constraint functions and the set S.   
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