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1. INTRODUCTION  
 

With the developing technology, the need for energy 

sources is increasing day by day. Due to the rapid depletion of 

traditional fossil fuel energy sources and their harmful effects 

on the environment, interest in renewable energy sources is 

increasing. Solar energy is one of the most important of these 

sources. Photovoltaic panels (PV) are used to obtain electrical 

energy from solar energy. However, the efficiency of these 

panels is quite low. For this reason, various maximum power 

point tracking (MPPT) algorithms have been developed to 

extract maximum power from the panels [1]. The 

Perturb&Observe (P&O) and Incremental Conductance (InC) 

algorithms emerged as the oldest MPPT algorithms. These 

algorithms are still preferred today due to their ease of 

application and simple structure [2]. These algorithms work 

by observing the changes in voltage and current obtained as a 

result of changing the duty cycle of the DC-DC converter. 

Thus, increasing or decreasing the duty cycle according to the 

status of the PV system power provides maximum power from 

the PV system. However, modified versions of these methods 

have also been used and are still being developed in order to 

respond faster to rapid atmospheric changes and to reduce 

fluctuations in the steady state [3,5].  

The 0.8Voc technique is derived from the Constant 

Voltage technique, one of the oldest well-known algorithms. 

This method is performed by determining the PV system 

voltage at which maximum power occurs. Then, the system is 

operated at this voltage point with a controller. In recent years, 

high-performance methods that can operate under challenging 

atmospheric conditions have been developed. The simplicity 

of the method has emerged as the most important advantage 

[6,7]. There are more than one MPP in PV systems operating 

under partial shading conditions (PSC). However, only one of 

them is the Global Maximum Power Point (GMPP). The 

0.8Voc technique has been reinterpreted by calculating the 

voltage inflection points and controlling these points. Thus, a 

high-efficiency method operating in the PSC has been 

developed [8]. A high-efficiency MPP algorithm derived from 

the 0.8Voc algorithm has been developed. The voltage region 

can be selected by using voltage reference. This algorithm 

detects GMPP by monitoring power changes [9]. Similarly, 

the performance of a simple, high-efficiency voltage scanning 

algorithm that observes power changes and finds the GMPP 
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by performing a voltage scanning process has been 

investigated [10]. An algorithm that finds GMPP by obtaining 

I-V and P-V curves of PV arrays is actually a developed 

version of the 0.8Voc technique [11]. In another technique 

where the artificial intelligence algorithm is used, the current 

of the panels in the PV array is measured and entered into the 

artificial intelligence algorithm. The data obtained as output is 

the voltage value at which GMPP is formed. High efficiency 

has been obtained from this algorithm that works quite fast 

[12]. A two-stage algorithm has been proposed in a very 

recent study. In the first stage, the voltage regions are scanned 

and the MPP is detected, and in the second stage, the P&O 

algorithm is run at this point. Thus, the high performance of a 

new very efficient MPPT algorithm has been proven by 

simulation and experiment [13]. When the literature is 

examined, many studies based on the basic principles of the 

0.8Voc algorithm are seen. The most important disadvantage 

of this method is the need to know the panel data with high 

accuracy. For this reason, different methods such as voltage 

scanning have also been developed. 

Optimization based MPPT algorithms work with high 

performance in both normal solar irradiation and PSC. 

Although it has been the subject of much work in recent years, 

PSO (Particle Swarm Optimization) [14], CSA (Cuckoo 

Search Algorithm) [15], GWO (Gray Wolf Optimization) [16] 

and WOA (Whale Optimization Algorithm) [17] seem to be 

the most widely used optimization algorithms. However, the 

complex and demanding processing load of these algorithms 

is a significant disadvantage. 

PV systems are used intensively in providing energy for 

irrigation systems. It is mandatory to use MPPT algorithms in 

these systems. Motors and pumps used in PV systems exhibit 

a non-linear load characteristic. Therefore, traditional 

methods respond late to rapid changes in atmospheric 

conditions and under PSC or are inadequate. A study has been 

conducted for a water pumping system with a PV-fed BLDC 

motor operating without a position sensor. The need for 

current sensors to measure motor phase currents in the system 

has been eliminated. The speed is automatically adjusted 

using an MPPT according to the highest power produced by 

the PV panel [18]. DC-DC converters are generally used to 

adjust the MPPT point in PV systems. DC-DC converters 

increase the system installation cost. Therefore, a PV pump 

system that feeds the BLDC pump without using a DC-DC 

converter has been developed [19]. Partial shading conditions 

are an important problem for PV irrigation systems. A study 

was presented that demonstrated the effect of PSC on the PV 

irrigation system through simulation and was verified 

experimentally [20]. In another study, BLDC was used to 

utilize the maximum power provided by the PV array and to 

increase the efficiency of the water pumping system. The 

proposed system used the CSA algorithm to obtain the MPP 

under partial shading conditions [21]. Synchronous reluctance 

motors are used in the industry with low cost and high 

efficiency. The MPP algorithm was developed without using 

a current sensor in a solar pump system using a synchronous 

reluctance motor. The PV system current was estimated using 

the system identification method and motor control data. This 

method, which operates with very high efficiency, showed 

very high performance under PSC [22]. In another study, the 

PSO method was used to operate the water pumping system 

using the PV-fed BLDC motor at maximum power point. In 

the study, it was proven that the PSO technique performed 

better than the traditional P&O technique [23]. A smart 

method using radiation and temperature values as input was 

used for the MPP algorithm. BLDC connected to a PV system 

was operated at maximum power point using this method [24]. 

Optimization of the MPPT algorithm has been performed for 

a grid-connected PV-fed pump system. To demonstrate the 

effectiveness of the proposed method, the algorithm has been 

tested for three different DC-DC converters [25].  

In this study, a two-stage MPPT algorithm is proposed for 

a PV system using BLDC operating under PSC. In the first 

stage, the PV system voltage is estimated using motor 

information and the MPP is found by looking at the motor 

power while the voltage changes. In the second stage, a P&O 

using motor information is used to find the real MPP around 

the estimated value. A sensorless MPPT algorithm is 

developed without using panel data, PV system and current 

information. Thus, unlike traditional algorithms, the system 

installation cost has been reduced. In addition, the problems 

that may arise from sensor errors have been reduced. Because 

the number of sensors used in the system has been reduced. In 

the proposed algorithm, motor current, speed and k 

coefficient, which is the parameter of the motor, are used. 

Simulation studies are performed using the 

MATLAB/Simulink program. The proposed algorithm is 

tested under four different PSCs.  

 

2. PV IRRIGATION SYSTEMS 
 

In this study, the PV irrigation system consists of PV 

panels, Zeta type DC-DC converter, three-phase inverter, 

BLDC and pump load. Here, the ZETA DC-DC converter is 

used for the operation of the MPPT algorithm. 

 

2.1. PV System Model  
A single diode model was used as the PV cell model. The 

equations of this model are seen between Equation 1 and 

Equation 3. 

 

𝐼 =  𝐼𝑃𝑉 − 𝐼𝐷 − 𝐼𝑅𝑃
                                                                   (1) 

𝐼 = 𝐼𝑃𝑉  − 𝐼0 [𝑒𝑥𝑝 (
𝑉 + 𝑅𝑠𝐼

𝑎
) − 1] −

𝑉 + 𝑅𝑠𝐼

𝑅𝑝

                    (2) 

𝑎 =  
𝑁𝑠𝑛𝑘𝑇

𝑞
                                                                                  (3) 

 

Here I0 represents the reverse saturation current and 

leakage current. a is the ideality factor, Ns is the number of 

series-connected cells, n is the ideal diode constant, k is the 

Boltzmann constant (1.3806503x10-23 J/K), T is the cell 

temperature (Kelvin), q is the electron charge 

(1.60217646x10-19 C). The current produced by the PV panel 

under the influence of light is shown in Equation 4. 

 

𝐼𝑃𝑉 =  (𝐼𝑝𝑣,𝑛 + 𝐾1(𝑇 − 𝑇𝑛))
𝐺

𝐺𝑛

                                               (4) 

 

Here IPV,n represents the current generated at 25 °C and 

1000 W/m2 radiation value. Tn represents the nominal 

temperature (Kelvin), G represents the radiation value on the 

panel surface (W/m2), and Gn represents the nominal radiation 

value (W/m2). The saturation current of the diode, I0, is given 

in Equation 5. 
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𝐼0 =
𝐼𝑆𝐶,𝑛 + 𝐾𝐼(𝑇 − 𝑇𝑛)

exp (
𝑉𝑂𝐶,𝑛 + 𝐾𝑉(𝑇 − 𝑇𝑛)

𝑎
) − 1

                                      (5) 

Here ISC,n is the nominal short circuit current, VOC,n is the 

open circuit voltage, KI is the current coefficient and KV is the 

voltage coefficient. In this study, the PV system consists of 6 

series-connected panels. The model of the panel used in the 

simulation study is TPB125x125-72-P. The voltage produced 

by a panel at the maximum power point is given as 35.3V and 

its power as 154.967W. Accordingly, the maximum power 

that the PV system can produce is calculated as 929.8W at 

211.8V. 

 

2.2. BLDC and Pump Model  
       BLDC has a 3-phase stator winding. There are permanent 

magnets in its rotor. The position of the rotor is detected by 

field effect sensors placed inside the stator. The mathematical 

model of BLDC is shown in Equation 6. 

 

[

𝑉𝐴

𝑉𝐵

𝑉𝐶

]=[
𝑅 0 0
0 𝑅 0
0 0 𝑅

] [

İ𝑎

İ𝑏

İ𝑐

] +

𝑑

𝑑𝑡
[
𝐿 − 𝑀 0 0

𝑀 𝐿 − 𝑀 𝑀
0 0 𝐿 − 𝑀

] [

İ𝑎

İ𝑏

İ𝑐

] + [

𝑒𝑎

𝑒𝑏

𝑒𝑐

]                               (6) 

 

Here VA,VB,VC are phase voltages, ia, ib, ic are phase 

currents, R is winding resistance, L is winding self-inductance 

and M is mutual inductance. The motor is switched with a six-

step switching technique using the logic information coming 

from the field effect sensors. The simplicity of the switching 

technique is the most important advantage of this motor. The 

pump load connected to the motor is modeled to increase 

depending on the square of the speed. The expression of the 

load torque is seen in Equation 7. The parameters of BLDC 

used in the simulation study are given in [18].  

 

𝑇𝐿 = 𝑘 ∗ 𝜔2                                                                                   (7) 
 

2.3. Zeta DC-DC Converter  
 Zeta converter is structurally composed of two coils, two 

capacitances and one diode. The basic circuit diagram of 

ZETA converter is shown in Figure 1. Here, the zeta 

converter, which includes components such as L1 input 

inductor, L2 output inductor and C1 intermediate capacitor, is 

designed to always operate in continuous conduction mode. 

The zeta converter is a fourth-order DC-DC converter that 

can operate in either boost or buck mode. This feature 

provides an unlimited area for maximum power point 

tracking. Unlike a conventional step-down converter, the zeta 

converter has a continuous output current. The output inductor 

makes the current continuous and ripple-free. 

 
 
Figure 1.  Zeta DC-DC Converter 
 

The mathematical model used in the ZETA converter design 

is given between Equation 8 and Equation 12. 

 

D=
𝑉𝑑𝑐

𝑉𝑑𝑐+𝑉𝑚𝑝𝑝
                                                                                 (8)                                                                                                                                 

𝐼𝑑𝑐 =
𝑃𝑚𝑝𝑝

𝑉𝑑𝑐
                                                                                     (9)                                                                                                                               

𝐿1 =
𝐷.𝑉𝑚𝑝𝑝

𝑓𝑠𝑤.∆𝐼𝐿1
                                                                               (10)                                                                                                                            

𝐿2 =
(1−𝐷).𝑉𝑚𝑝𝑝

𝑓𝑠𝑤.∆𝑉𝐶1
                                                                         (11)                                                                                                                       

𝐶1 =
𝐷.𝐼𝑑𝑐

𝑓𝑠𝑤.∆𝑉𝐶1
                                                                              (12)                                                                                                                            

Here D is the duty cycle and its estimate is given in 

Equation 8. Vdc is the average output voltage of the zeta 

converter. The average current flowing through the inverter is 

given in Equation 9. After D and Idc are calculated 

approximately, L1, L2 and C1 can be calculated as seen in 

Equations from 10 to 12. 

  

3. 0.8𝑽𝑶𝑪 and PROPOSED MPPT ALGORITHM 
      In PV systems, there may be uniform (homogeneous) 

radiation on the panels, as well as PSC where the radiation 

values on the panels are different. In this case, maximum 

power can be drawn by finding the highest MPP among the 

different MPPs. An example of the power changes obtained as 

a result of working under uniform radiation and PSC is given 

in Figure 2. 

 

 
 

Figure 2.  P-V graph resulting from uniform radiation and PSC in the PV 

system. 
 

3.1. 0.8𝑽𝒐𝒄 MPPT Method 
      While many traditional methods can be effective in the 

case of uniform sunlight, different MPPT algorithms need to 

be developed in PV systems operating under PSC. The 0.8Voc 

value is used to obtain the MPP using the open circuit voltage 

of the PV array when the panels operate under uniform 

radiation. When the PSC is examined, it is noted in Figure 2 

that MPP has formed in 6 different regions in the system 

where 6 panels are connected in series. In this technique, the 

coefficient of 0.8 is not definite in every application. 

However, it is seen that a value close to this is used in 

applications. Knowing the maximum power in each system is 

related to both the accuracy of the panel data and whether the 

coefficient used finds the definite value of the MPP. In PV 

systems operating under PSC, as the number of serial panels 

increases, the voltage of each panel is added and MPP is found 

in each region. For example, while the panel open circuit 

voltage in Region 1 is 43.5V, the voltage value at which the 

maximum power occurs is determined as 35.3V. In the 2nd 

region, while the open circuit voltage is 87V, the voltage value 

at which the maximum power is generated is found to be 69.6. 
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These voltage values are calculated for all regions and 

operation is provided at these voltages for each region 

respectively. The maximum power value obtained in each 

region is calculated. Finally, the voltage of the region where 

the largest maximum power is generated constitutes the 

reference voltage. The system continues to operate at this 

voltage with the help of a controller. 

 

3.2. Proposed MPPT Algorithm 

       First, the reference voltage (𝑉𝑟𝑒𝑓) signal is generated 

between 1 and 220V to increase linearly for 1.5s. The DC line 

input at the inverter input is approximately determined using 

the speed and current information of the motor. The PI  

controller output generates the duty cycle for switching the 

ZETA converter. Since the inverter DC line voltage and duty  

cycle are sampled and known at the same time, the converter 

input voltage and therefore the PV system output voltage are 

estimated from the ZETA DC-DC converter output voltage  

equation. As the reference voltage increases, the amount of 

change in the motor voltage and the amount of change in the 

mechanical power of the motor (∆𝑉𝑚  𝑎𝑛𝑑 ∆𝑃𝑚𝑒𝑐ℎ)  are 

calculated.  

When |∆𝑉𝑚| < 0.001 & |∆𝑃𝑚𝑒𝑐ℎ| < 0.001 & 𝑉𝑚 > 50 

condition is met, mechanical power and duty periods are 

sampled. When the 𝑉𝑟𝑒𝑓 > 𝑉𝑚_𝑛𝑜𝑚 ∗ 0.85 condition is met, 

Dint>0 becomes and the second stage is passed. In the second 

stage, the motor's back emf and current are checked to ensure 

that the motor's speed reaches its maximum. 

The proposed algorithm consists of two stages. In the first 

stage, the PV system voltage at the MPP is estimated and this 

is an approximate value. Because the motor, inverter and DC-

DC converter efficiencies are not taken into account. In the 

second stage, an improved form of the P&O algorithm that 

uses motor current and speed values is used to find the exact 

MPP point in the estimated voltage region. The flow chart of 

the proposed algorithm is given in Figure 3. 

 

Figure 3.  Flow chart of the proposed MPPT algorithm. 
 

4. SIMILATION OF THE PROPOSED ALGORITHM  
 

 

Figure 4.  MATLAB/Simulink simulation of the PV pump system 
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In this study, 6 series-connected panels, each of which can 

produce 155W power at 35.3V, were used. While the total 

output power of the PV system is 930W, this power is produced 

at approximately 212V voltage. Here, the nominal power of the 

motor selected for the load is 746W and its nominal speed is 

2000 rpm. ZETA DC-DC converter was used to run the MPPT 

algorithm. Figure 4 shows the PV pump system created in the 

MATLAB/Simulink environment. 

The proposed algorithm and 0.8Voc technique were tested 

for four different atmospheric conditions where the PSCs were 

formed. The P-V graphs of the PSCs used for testing are shown 

in Figure 5. 

 
Figure 5.  Maximum powers obtained from PV systems operating under four 

different PSCs 

 

Figure 6 shows the power graphs obtained using 0.8Voc 

and the proposed MPPT techniques for four different PSCs. 

When Figure 6 is examined in detail, a much faster MPPT 

capture time is seen for all atmospheric conditions in the 

0.8Voc method. 

 
Figure 6.  Power obtained using 0.8Voc and proposed MPPT methods in four 

different PSC 

 

In the case of PSC1, there is a very small power difference 

between the proposed algorithm and the 0.8Voc method, but 

the proposed method was able to produce more power. The 

efficiency of the proposed method is greater than 99.9% and 

almost completely captures the maximum power. In the case of 

PSC2, the proposed algorithm was able to produce less power 

than the 0.8Voc method. The efficiency of the proposed 

method is approximately 95%. Although this efficiency value 

seems low, it is sufficient for many applications. The power 

value obtained from the PV pump system operating under 

PSC3 conditions is seen as 536.514W. In this case, the power 

value that can be obtained from the PV system is known as 

537W. The efficiency of the MPPT algorithm in the steady 

state is calculated as 99.9%. The obtained value is higher than 

the 0.8Voc value. When the PSC4 case is examined, the power 

value obtained from the PV system is 296.16W. The maximum 

power value that can be obtained from the PV system is known 

as 297W. The steady state efficiency of the MPPT algorithm 

was determined as 99.7%.  

Figure 7 shows the PV system voltage and current values 

obtained using 0.8Voc and the proposed method for four 

different atmospheric conditions.  

Figure 7.  Power values obtained with 0.8Voc and proposed MPPT methods 

 

Figure 8 shows the motor speeds obtained for both methods 

under all atmospheric conditions. 

Figure 8.  Speed of the BLDC motor obtained with 0.8Voc and proposed 

MPPT methods 

 

Figure 9 shows the duty periods obtained using 0.8Voc and 

proposed method in all atmospheric conditions. 

 

Figure 9.  Duty periods obtained with 0.8Voc and proposed MPPT methods 

 

 When the proposed method is used, there is a very small 

decrease in motor speed in PSC2. Because the power 

transferred to the motor is approximately 20W less than the 

0.8Voc method. The low maximum power value in PSC2 may 
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be due to the synchronization disorder between the 

measurement value and the processing time. In order to both 

increase the speed of the proposed method and to prevent the 

negative situation that occurs in PSC2, the P&O algorithm in 

the second stage can be modified to approach the maximum 

power with smaller changes. In addition, a direct duty cycle 

scanning algorithm can be developed instead of the voltage 

scanning algorithm seen in the first stage. In future studies, 

research will be continued for all scenarios. 

In the 0.8Voc technique, if the coefficient of 0.8, which is 

the coefficient to be multiplied by the open circuit voltage, can 

be precisely determined to obtain the maximum power, faster 

results can be obtained. However, this requires excessive 

dependence on panel data. The data of the panels must be 

known perfectly. However, there is no dependence on panel 

data in the two-stage proposed algorithm. In addition, it does 

not require the measurement of current-voltage data of the PV 

system and environmental variables. The success of the 

proposed algorithm has been superior except for the PSC2 case. 

The most important advantage of the proposed algorithm is that 

it is both a sensorless method and superior to the traditional 

0.8Voc method in many different cases. On the other hand, the 

operating speed of the algorithm is slower than the 0.8Voc 

method. 

The proposed algorithm can be easily implemented with 

cheap microcontrollers due to its simple structure. Since it does 

not use the current and voltage values of the PV system, sensor 

costs are reduced. Thus, the initial installation cost of the 

system is reduced. In addition, since it does not need panel data, 

it can be easily integrated into different PV systems. 

 

5. CONCLUSION  
 

In this study, a simulation study of a PV pump system using 

BLDC motor and ZETA DC-DC converters was carried out. 

When operating under PSC in PV pump systems, conventional 

MPPT techniques are insufficient. At the same time, 

conventional methods measure one or more of the environment 

variables along with the current and voltage information of the 

PV system in addition to the motor current and speed 

information. Some methods such as 0.8Voc can only achieve 

superior success when they know the panel data perfectly. On 

the other hand, panel data may change over time depending on 

the operation and environment variables. 

In this study, a two-stage MPPT technique is proposed. In 

this technique, k coefficient, current and speed information of 

the motor are used. No data such as current and voltage of the 

PV system is used in the proposed algorithm. In the first stage, 

the region where maximum power occurs is estimated 

approximately. In the second stage, the MPP point is found 

exactly. The proposed algorithm is tested under four different 

PSCs in MATLAB/Simulink environment. The proposed 

algorithm is compared with the 0.8Voc method under these 

different conditions. Except for the atmospheric condition of 

PSC2, the proposed algorithm is superior. However, it is seen 

that the speed of the proposed 0.8Voc method is higher than the 

proposed algorithm. The proposed sensorless MPPT technique 

operated the PV pump system with high efficiency as 99.9% in 

the case of PSC1, 95% in the case of PSC2, 99.9% in the case 

of PSC3 and 99.7% in the case of PSC4. 

In future studies, the scanning speed of the algorithm will 

be increased by choosing smart methods in the first or second 

stage. In addition, different situations such as PSC2 will be 

examined and the algorithm will be made to work with higher 

efficiency. On the other hand, studies will continue to operate 

the system with high efficiency by measuring the speed of the 

motor without a sensor. 
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1. INTRODUCTION 
 

Energy planning is the process of developing long-term 

policies with the aim of guiding the future of the local, regional, 

or even global energy system. Globalization, rapid population 

growth, and the industrialization efforts of countries have led 

to a significant increase in the demand for energy and natural 

resources. The International Energy Agency predicts that the 

world's primary energy demand will increase by 40% between 

2020 and 2030. This translates to an annual average demand 

growth rate of approximately 1.5%. Research indicates that this 

trend will take the world's primary energy demand from 12 

billion Tons of Equivalent Petroleum in 2020 to 16.8 billion 

TEP by 2030. 

Energy production sources are classified into primary 

energy sources and renewable energy sources. In primary 

energy sources, hydropower is related to water energy, thermal 

energy is associated with coal, oil, and gas, and nuclear energy 

refers to nuclear power. Renewable energy sources can also be 

considered as alternative energy sources and are exemplified as 

follows: wind, solar, geothermal, hydroelectric, biomass, wave 

power, and solar panels. It's important to note that alternative 

energy sources cannot fully replace primary energy sources. 

This is because alternative energy sources may fail to fulfill one 

of the most critical criteria of primary energy sources, which is 

"continuity." 

Power system reliability primarily focuses on addressing 

issues related to service interruptions and energy loss. It is often 

defined as a target, particularly considering indicators that are 

directly relevant to customers. Typical reliability indicators for 

energy service providers include SAIFI, SAIDI, and CAIDI. 

Over time, these indicators have become standardized 

measures for assessing the reliability of electrical systems and 

are widely used in many publications. Recent studies 

conducted by [1] have identified reliability sub-criteria within 

decision-making features and presented an optimal model for a 

smart grid. These studies have gained popularity through 

applications in the field of power system reliability [2, 3]. One 

commonly used technique to optimize and manage power 

system reliability is reliability-centered maintenance (RCM). 

In many publications, it has been emphasized that in many 

cases involving multi-component systems, maintenance 

operations can either occur too early and have no impact on the 

system or occur too late and require corrective maintenance. 

This also addresses the provision of differentiated reliability 

services to customers with different reliability requirements. 

Recent publications have highlighted the importance of 

integrating reliability characteristics for maintenance 

operations, especially in scenarios involving deteriorating 

systems and components [4]. 

In addition, there is a need to improve the existing grid 

infrastructure and establish new transmission line facilities to 

reliably meet the increasing demand for electrical energy. 
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Electricity transmission systems typically form the backbone 

of interconnected power systems and operate at high voltage 

levels [5, 6]. The planning of electricity transmission systems 

aims to ensure grid security at the minimum cost. This planning 

includes long-term, medium-term, and short-term technical and 

economic grid analyses based on the growing demand [7]. 

Commonly, analysis tools such as load flow analysis, short 

circuit analysis, harmonic and flicker analysis, dynamic 

analysis, grounding, and protection coordination analysis are 

used to determine the operating conditions of transmission 

facilities [8]. Simulation studies have been employed in the 

literature to examine the impact of power electronics-based 

Flexible AC Transmission System (FACTS) devices such as 

STATCOM and SVC on voltage stability [9]. The effect of 

phase-shifting transformers on static voltage stability and the 

usability of On-Load Tap Changers (OLTC) transformers for 

voltage control have been evaluated [10, 11]. Voltage 

variations at busbars before and after the commissioning of 

series capacitors on a transmission line have been analyzed 

[12].  

Voltage collapse issues in power systems have been 

analyzed using multi-layer sensor-based artificial neural 

networks [13]. Methods used to compensate for voltage 

disturbances in power systems have been explained. The 

effects of wind and solar power plants on voltage stability in 

the power system have been studied [14, 15]. Voltage collapse 

problems have been compared under different scenarios using 

Matlab and DigSilent programs [16].  

In this study, the impact of changes in active power and 

reactive power, transmission line lengths, and series capacitor 

applications on voltage stability in the power system have been 

examined. Effective comparisons have been made based on the 

modeling of actual grid parameters in the DigSilent program. 

 

2. ELECTRICAL POWER SYSTEM RELIABILITY 
ASSESSMENT AND INDICES 
 
The reliability of electrical power systems is of vital 

importance in ensuring uninterrupted electricity supply to end-

users. Reliability assessment helps identify potential risks and 

failures that can affect the overall performance of the system. 

It involves evaluating various components of the power system, 

including generators, transmission lines, transformers, and 

distribution networks. One of the primary reasons for 

conducting reliability assessment is to ensure that the system 

can withstand unexpected events such as natural disasters, 

equipment failures, or human errors. Engineers can identify 

weak points by assessing the system's reliability and develop 

strategies to mitigate them before they lead to significant 

disruptions. Various methods, including probabilistic and 

deterministic approaches, can be used to assess the reliability 

of electrical power systems. Probability-based methods take 

into account various factors, including weather models, human 

behavior, and equipment failures, while deterministic methods 

rely on specific rules and regulations. In conclusion, reliability 

assessment is critical to ensuring the smooth operation of 

electrical power systems. By identifying potential risks and 

developing measures to mitigate them, it helps provide 

continuous and reliable power supply to end-users [17]. 

Reliability in power systems is a crucial aspect, particularly 

concerning the uninterrupted supply of electricity to end 

consumers. Reliability indices are used to evaluate the 

performance and effectiveness of power systems in achieving 

this goal. In this article, we will explore the world of reliability 

indices in power systems. One of the most important reliability 

indices is the System Average Interruption Duration Index 

(SAIDI). This index measures the average duration of 

electricity interruptions per customer in a year. Another 

significant index is the System Average Interruption Frequency 

Index (SAIFI), which determines the frequency of electricity 

interruptions per customer in a year. Other noteworthy indices 

include the Momentary Average Interruption Frequency Index 

(MAIFI), which measures the number of momentary 

interruptions in power supply per customer, and the Customer 

Average Interruption Duration Index (CAIDI), which 

determines the average time for electricity to be restored after 

an interruption.  

Reliability indices are critical for power services because 

they help identify problematic areas and work towards 

improving their performance. By monitoring and enhancing 

these indices, electricity distribution companies can provide 

more reliable and uninterrupted power supply to their 

customers. In conclusion, power system reliability is of utmost 

importance, and reliability indices are just one of the many 

ways in which energy organizations measure their performance 

and strive for better reliability [18]. 

 

2.1. Modeling Techniques for Power System Reliability 
Analysis 

 

Reliability analysis of power systems is crucial to ensure 

continuous electricity supply to consumers. One of the most 

effective methods for analyzing power system reliability is 

through modeling techniques. These techniques enable 

engineers to simulate various scenarios and identify potential 

issues that can impact system reliability. One commonly used 

modeling technique is Monte Carlo simulation. This approach 

involves randomly selecting values for various parameters 

within the model, such as failure rates and repair times, and 

running the simulation thousands of times to determine the 

probability of different outcomes. Another technique is the 

Markov model, which uses a series of states and transitions to 

represent the system's behavior over time. Using data that 

reflects real-world conditions is essential to obtaining accurate 

results. This includes historical data on equipment failures, 

weather patterns, and other relevant variables. Additionally, 

considering the impact of external factors like natural disasters 

and human error is crucial.  

Engineers can gain a better understanding of the system's 

behavior and identify potential areas for improvement by using 

modeling techniques for power system reliability analysis. 

With this information, electricity distribution companies can 

make informed decisions about maintenance programs, system 

upgrades, and other measures to increase reliability and reduce 

downtime.  

In conclusion, power system reliability is highly important, 

and modeling techniques are valuable tools for assessing and 

improving reliability [19]. 

 

2.2. Maintenance Strategies to Improve Power System 
Reliability 
 

Power systems are integral to any industrial or residential 

operation, and like all machinery, they require regular 

maintenance to ensure their reliability and efficiency. In this 

article, we will discuss some of the best maintenance strategies 
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that can help improve power system reliability. First and 

foremost, regular inspections and checks should be conducted 

to identify potential issues before they become serious 

problems. This includes monitoring voltage levels, assessing 

the condition of cables, and checking for signs of wear or 

damage. Secondly, implementing a preventive maintenance 

program can help minimize downtime and prevent unexpected 

power interruptions. This program may include tasks such as 

cleaning, lubrication, and tightening loose connections. 

Investing in modern technologies like sensors and remote 

monitoring systems is another strategy that can help detect 

potential problems before they escalate. Lastly, training 

employees in proper handling and maintenance procedures can 

reduce the risk of human error and contribute to the long-term 

reliability of the power system. In conclusion, prioritizing 

regular maintenance using these strategies can lead to enhanced 

power system reliability, reduced downtime, and increased 

productivity. Ensuring the optimal performance of the system 

is crucial for overall operations, making regular maintenance a 

top priority [20]. 

 

2.3. Mathematical Modeling in Transmission and 
Distribution Systems 
 

In power systems, the fundamental objective is to 

efficiently deliver electrical energy from generation sources to 

consumption points. This electrical transmission is typically 

accomplished through high-voltage transmission lines, which 

play a critical role in the process. The equivalent circuit 

illustrated in Figure 1 serves as a mathematical representation 

of a transmission line, a vital component of power systems 

[21]. This circuit comprises various elements: 

 VS (Voltage Source): This represents the voltage 

supplied to the transmission line, usually originating 

from power plants or distribution centers. 

 R (Resistance): It signifies the resistance of the 

transmission line, which can lead to energy losses, 

particularly over longer distances. 

 XL (Inductive Reactance): This component depicts 

the inductive reactance in the transmission line, 

representing its interaction with inductive loads. 

 XC (Capacitive Reactance): XC represents the 

capacitive reactance in the transmission line, 

symbolizing its interaction with capacitive loads. 

 VR (Receiver Voltage): VR denotes the voltage at the 

receiver end of the transmission line. 

 

The relationships between these components are expressed 

mathematically as follows: 

 Total Impedance (Z) Relationship: 𝑍 = 𝑅 + 𝑗𝑋 (Here, 

'j' represents the complex unit.) 

 Active Power (P) Relationship: 𝑃 =
|𝑉𝑅|2

𝑅
⁄ −

|𝑉𝑆|2

𝑅
⁄  

 Reactive Power (Q) Relationship: 𝑄 =
|𝑉𝑅|2

𝑋
⁄ −

|𝑉𝑆|2

𝑋
⁄  

 Phase Angle (δ) Relationship: δ = tan((|𝑉𝑅| sin δ −
|𝑉𝑆| sin 0)/ (|𝑉𝑅| cos δ − |𝑉𝑆| cos 0)) 
 

These equations mathematically describe the behavior of 

transmission lines during the transmission of electrical energy. 

These mathematical models are used in the analysis, design, 

and operation of power systems. Electrical engineers employ 

these models to optimize the performance of power systems 

and ensure the efficient transmission of electrical power [22]. 

 

3. MATERIAL AND METHOD 
 
In power systems, the primary purpose of transmission lines 

is to deliver the generated electricity to consumers. The 

equivalent circuit of an electrical transmission line between 

two buses is depicted in Figure 1 [23, 24]. In this configuration, 

it represents VS as the source voltage, R as resistance, XL as 

inductive reactance, XC as capacitive reactance, and VR as the 

receiver voltage. The impedance and active-reactive power 

relationships associated with this electrical transmission line 

are provided in Equations. In these equations, Z represents the 

total impedance, P represents active power, Q represents 

reactive power, and δ represents the phase angle between the 

source and receiver voltages. 

Expanding the existing distribution network is a 

comprehensive problem that involves making strategic 

decisions such as whether to add new lines, whether existing 

lines need to be upgraded, whether new transformers are 

needed, where to install new transformers, what capacity the 

transformers should have, whether old transformers need 

strengthening, where to install various types of distributed 

generation sources, and how much electricity from which 

sources should be supplied to specific consumption points. 

Distribution Network Expansion Problem (DNEP) is a 

complex problem, especially in a NP-Hard structure, and 

integrating distributed generation further complicates the 

problem [25]. Therefore, developing efficient mathematical 

models is crucial to achieve the best (optimal) results in a 

shorter time. 

 
Figure 1. Equivalent circuit of an electrical transmission line between two 

busbars 
 

The most commonly used network structure in distribution 

networks is the radial network [26]. An example of a radial 

network structure is provided in Figure 2. Radial networks, also 

known as branched networks, have a tree-like structure and do 

not allow closed loops. In this type of network, customers 

receive energy from a single distribution center and line. The 

radial network structure is often preferred because it is cost-

effective and simple. 

 
Transformer 

Center
Load Point

Load Point

 
Figure 2. Radial network example as a Distribution Network Model 
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The choice of conductor material, length, and topology of 

transmission lines used in the construction of transmission lines 

can significantly impact the power system. Their reactive 

power characteristics, XC for capacitance, and XL for 

inductance, depend on the design. When a transmission line is 

loaded below its normal rating, it behaves capacitive, while 

when loaded above its normal rating, it behaves inductively. 

Using the equations, it is possible to determine the direction 

and magnitude of active-reactive power flow between two 

buses. The length and structure of the transmission line affect 

its capacity to carry both active and reactive power. 

Furthermore, changes in the quantity of active and reactive 

power can lead to variations in voltage levels and phase angles 

at the buses. In order to establish a radial structure, there should 

be one input for each demand node, and for demand nodes with 

no requests (if any), there should be at most one input. 

Constraints for this situation can be formulated as follows eq. 

1 and eq. 2 [27]. 

 

∑ ∑ ∑ 𝑦𝑖𝑗𝑘𝑡
𝑡

𝑘𝜖𝐾

= 1∀𝑗 ∈  Ω, ∀t ∈ T

𝑖∈Ω𝑙∈𝐿

 (1) 

∑ ∑ ∑ 𝑦𝑖𝑗𝑘𝑡
𝑡

𝑘𝜖𝐾

≤ 1∀𝑗 ∈  Ω, ∀t ∈ T

𝑖∈Ω𝑙∈𝐿

 (2) 

 

When these constraints are considered alongside the 

network flow constraint, they are sufficient to establish a 

classic radial configuration. Due to the flow constraint, nodes 

require energy input, and consequently, they will connect to the 

single energy point, which is the transformer center. However, 

these constraints alone are not sufficient to ensure radially. 

When distributed generation sources are installed, nodes can 

create a disconnected loop in the network to receive energy 

from that source, and the connection to the transformer center 

may not occur. An example of a network that could result when 

the above constraints are applied is provided in the diagram. In 

this diagram, the Distributed Generation at each node is 

providing energy to the node. The input constraints for each 

node have been met, and a disconnected network segment has 

formed, not connecting to the transformer center. The 

distribution network can be expressed as a rooted tree with the 

transformer center considered as the root node [28]. When 

there are multiple transformer centers, it forms a forest 

structure. The formulation for the generalization of the Steiner 

tree problem is provided in constraints numbered in eq. 3-6 

[29]. The network, denoted as G, is composed of the set of 

nodes V and edges E (G(V, E)). In the network, r represents the 

root node, and j represents the other nodes (𝑗 ∈ 𝑉{𝑟}). 

 

𝑆𝑗 = {
1, 𝑖𝑓 𝑗 𝑝𝑜𝑖𝑛𝑡 𝑜𝑛 𝑡𝑟𝑒𝑒 

0, 𝑑𝑑                 
 }  𝑎𝑛𝑑 𝑆𝑟 = 1 𝑜𝑟 𝑆𝑖

∈ {0,1} 

(3) 

𝑋𝑒 = {
1, 𝑖𝑓 𝑒 𝑙𝑖𝑛𝑒 𝑜𝑛 𝑡𝑟𝑒𝑒 

0, 𝑑𝑑                 
 }  𝑎𝑛𝑑 𝑋𝑒 ∈ {0,1} (4) 

∑ 𝑋𝑒

𝑒𝜖𝐸(𝑈)

≤ ∑ 𝑆𝑖

𝑖∈
𝑈
𝑘

 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑈 ∈ 𝑉 𝑎𝑛𝑑 𝑘 ∈ 𝑈 
(5) 

 

In our problem, since there is no potential for all nodes in 

the network to be interconnected, the set 𝐸(𝑈) can be selected 

from the lines that can form sub cycles. This is because we have 

prior knowledge of the existing and potential lines in the 

network we are interested in. Therefore, unnecessary 

calculations for lines that can never occur are avoided. 

Accurately determining the set 𝐸(𝑈) is crucial for reaching the 

correct result quickly. Taking into account certain 

characteristics of the problem and the model will greatly 

facilitate the determination of the set 𝐸(𝑈). 

 

3.1. Key Factors Affecting Reliability of Power Systems: 
The Role of Transmission Lines and Network Design 
In power systems, the primary purpose of transmission lines 

is to deliver generated electricity to consumers. The equivalent 

circuit of transmission lines is represented by the source 

voltage (VS), resistance (R), inductive reactance (XL), 

capacitive reactance (XC), and receiver voltage (VR). The total 

impedance (Z) of transmission lines and the relationships 

between active and reactive power are critical factors 

influencing the reliability of the system. 

The Distribution Network Expansion Problem (DNEP) 

involves strategic decisions such as adding new lines, 

upgrading existing lines, and installing new transformers. The 

integration of distributed generation complicates this problem 

further. Developing effective mathematical models is crucial 

for achieving optimal results in a shorter time frame. 

The most common structure in distribution networks is the 

radial network, which does not allow closed loops. In these 

networks, customers receive energy from a single distribution 

center. The radial structure is preferred due to its cost-

effectiveness and simplicity. 

The choice of materials, length, and topology of 

transmission lines significantly impacts the performance of the 

power system. When loaded below their normal rating, 

transmission lines exhibit capacitive behavior, while they 

behave inductively when loaded above their normal rating. 

Determining active and reactive power flows is essential for 

understanding variations in voltage levels and phase angles. 

 

Two scenario studies investigate the effects of increases in 

active and reactive power consumption on network voltages: 

 

Increase in Active Power Consumption: An increase in 

active power consumption negatively affects the voltage profile 

of the entire system. 

Increase in Reactive Power Consumption: An increase in 

reactive power consumption has a more pronounced effect on 

the system's voltage stability, leading to lower voltage levels. 

 

These studies provide valuable data for implementing 

necessary measures to enhance the reliability of the power 

system. In particular, the management of reactive power and 

the optimization of network structure are critical for improving 

the overall stability of the system. 

 

3.2. Transmission Network Model: Single-Line Diagram 
 

In this section, a portion of the existing electrical 

transmission system is discussed. The operating voltage in the 

created power system ranges from 380 kV to 34.5 kV. External 

grid connections at 380 kV are defined as external networks in 

the modeled system [30]. The power system consists of 5 

buses, 3 transformers, and 2 transmission lines. The single-line 

diagram created in the DigSilent program is shown in Figure 3. 

The physical structure of the electrical transmission lines is 

overhead, and the cross-sectional areas of the conductors used 

may vary. Power system and model the transmission and 
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distribution networks within this system using the DigSilent 

program. Please note that the specifics of the transmission 

lines, transformers, and buses in the system can vary 

significantly based on the actual configuration and 

requirements of the power system being modeled. 

 

Grid

Load1

Load3

Load2 Load4

Bus1 Bus2

Bus3

Bus4 Bus5
Line2Line1

TR1

TR2 TR3

 
Figure 3. Single line diagram of the network modeled in the DigSilent program 

 

In this section, simulation results using the DigSilent 

program are examined for several factors affecting voltage 

stability in a power system. Initially, the normal state of the 

network was determined. Subsequently, different scenario 

studies were configured by making changes to the network 

while considering the normal network state. Scenario Study-1 

investigated the impact of an increase in active power 

consumption on bus voltages, while Scenario Study-2 

examined the effect of an increase in reactive power 

consumption on the bus voltages on the consumer side.  

 

3.3. Case Study-1: Increase in Active Power 
Consumption 
 

In the normal network state, Bus 6 operates at 34.5 kV 

voltage level with a 10 MW load. To determine the effect of 

only the active power, the active power of Load 4 was increased 

while keeping the reactive power constant. Table 1 illustrates 

the changes in bus voltages in per-unit values corresponding to 

the increased active power values. Figure 3 shows the active 

power-voltage curve. It is observed that an increase in active 

power consumption leads to a decrease in bus voltages. An 

increase in active power consumption at a single point in the 

power system alters the voltage profile of the entire system. 

Specifically, the bus where consumption has increased is more 

affected. Table 1 presents the loading capacities of the lines 

resulting from the increase in active power, and Figure 4 shows 

the variation curves. For example, when the active power is 50 

MW, the loading capacity of Line 2 has increased by 

approximately 7%. An increase in active power consumption 

has increased the loading capacities of the lines. Additionally, 

calculations were made based on simulation results for active 

powers of 10 MW and 50 MW. The results reveal the 

transmitted active power between Bus 4 and Bus 5, along with 

the loading capacity of Line 2. 

 
TABLE I. Active power, voltage and line loading values in Case Study-1 

Component 
Bus 1 Bus 2 Bus 3 Bus 4 

Bus 

5 

Line 

1 

Line 

2 Capacity 

10 MW 1,000 0,996 0,995 0,99 0,98 7,87 32,5 

20 MW 1,000 0,995 0,994 0,98 0,98 8,09 35,7 

30 MW 1,000 0,995 0,994 0,98 0,98 8,32 39,0 

40 MW 1,000 0,994 0,993 0,98 0,98 8,55 42,5 

50 MW 1,000 0,993 0,992 0,98 0,97 8,81 46,2 

 

For the case where the active power is 10 MW, the P value 

is obtained as 10.1MW, while the Loading ratio value is 

obtained as 10.34 MVA. On the other hand, for the case where 

the active power is 50 MW, the P value is obtained as 50.4MW, 

while the loading rate is obtained as 33.45%. 

 

3.4. Case Study-2: Increase in Reactive Power 
Consumption 
 

In this study, the reactive power consumption at Bus 6 has 

been increased, and the changes in bus voltages have been 

examined. Only the effect of reactive power has been 

considered to determine, assuming active power is constant. 

Table 2 shows the bus voltages for increasing reactive power 

values. Figure 5 depicts the reactive power-voltage curve. It is 

observed that the increase in reactive power consumption leads 

to a decrease in bus voltages. Especially, the voltage of the bus 

with higher reactive power consumption is more affected. In 

Case Study 2, the voltage levels are lower. For example, when 

the active power at Bus 6 is 50 MW, the bus voltage is 0.89 pu, 

whereas it drops to 0.65 pu when the active power is 50 MVAr. 

Therefore, the change in reactive power has a greater impact on 

the system's voltage stability. Additionally, calculations have 

been made based on simulation results for the cases where 

reactive power is 10 MVAr and 50 MVAr. When we examine 

the transfer of reactive power between Bus 5 and Bus 6, it is 

seen that the transmitted reactive power values exceed the 

desired reactive power value. The reason for this is that the 

increase in reactive power component increases the capacitive 

reactance losses on the transmission line. For the case of 10 

MVAr of reactive power, the Q value is obtained as 14.3 MVar. 

For the case of 50 MVAr of reactive power, the Q value is 

obtained as 79.7 MVar. 

 
TABLE II. Active power, voltage and line loading values in Case Study-1 

Component 
Bus 1 Bus 2 Bus 3 Bus 4 Bus 5 

Capacity 

10 MVAr 1,000 0,99 0,99 0,98 0,98 

20 MVAr 1,000 0,99 0,99 0,98 0,97 

30 MVAr 1,000 0,99 0,99 0,98 0,96 

40 MVAr 1,000 0,99 0,98 0,97 0,95 

50 MVAr 1,000 0,98 0,98 0,97 0,94 

 

The increase in active power leads to a decrease in voltage 

levels at Bus 6. This drop poses a threat to system reliability, 

as low voltage levels can adversely affect the operation of 

electrical equipment and lead to failures. A reliable system 

must maintain specific voltage ranges. 

When the active power reaches 50 MW, the loading 

capacity of Line 2 increases by 7%. While this indicates an 

increase in the system's carrying capacity, it must be monitored 

carefully to avoid overloading. Otherwise, excessive loading 

can weaken the reliability of the lines and increase the risk of 

outages. 

An increase in reactive power consumption results in a 

further decline in bus voltages. The drop in voltage at Bus 6 

from 0.89 pu to 0.65 pu indicates a disruption in the reactive 

power balance. Effective reactive power management is critical 

for voltage stability; poor management can threaten system 

reliability. 
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The increase in reactive power transfer raises capacitive 

reactance losses in transmission lines and leads to exceeding 

desired values. Such losses can negatively impact overall 

system reliability and may cause performance issues in the long 

run. 

The effects of both active and reactive power increases on 

voltage stability play a crucial role in reliability analysis. 

Careful management of voltage levels and loading capacities is 

essential for ensuring system reliability. A reliable electrical 

grid must maintain both active and reactive power balance to 

minimize the risks of outages and failures. 

 

 

4. CONCLUSIONS AND SUGGESTIONS 
 
This study aims to examine an existing power system and 

model the transmission and distribution networks within this 

system using the DigSilent program. Furthermore, it seeks to 

investigate the effects of different scenario studies on network 

voltage. In the context of the scenario analyses conducted, the 

impacts of active and reactive power increases on voltage 

stability were initially evaluated. Active power represents the 

electrical energy generation within the energy system, whereas 

reactive power is necessary for voltage control and balancing 

inductive loads. Therefore, the balanced distribution of these 

two power components is critically important for ensuring 

voltage stability. Additionally, the influence of transmission 

line lengths on voltage levels was also examined. Long 

transmission lines play a crucial role in transporting electrical 

energy to remote regions, but their length can increase 

inductive reactance, leading to voltage drops. To address this 

issue, it is recommended to use series capacitors on long 

transmission lines or apply transposition procedures to the 

lines. Series capacitors are used to balance inductive reactance 

and prevent voltage drops, while transposition balances the 

inductive effects of the lines, thereby enhancing voltage 

stability. Lastly, it should be noted that transformer tap settings 

can be effectively utilized for voltage control, and this study 

can serve as instructional material in undergraduate education. 

Transformers are employed to adjust and maintain voltage 

levels within the energy system, and this study provides a 

valuable knowledge resource on voltage management in energy 

systems for students and professionals in the energy sector. 
In a normal state, Bus 6 operates at a voltage level of 34.5 

kV with a load of 10 MW. When the active power is increased, 
it is observed that bus voltages decrease, particularly affecting 
the bus where consumption has increased. For instance, when 
the active power reaches 50 MW, the loading capacity of Line 
2 increases by approximately 7%. 

Similarly, when reactive power consumption is increased, a 

further drop in bus voltages occurs. The voltage at Bus 6 

drops from 0.89 pu at 50 MW of active power to 0.65 pu at 50 

MVAr of reactive power. Reactive power transfer analyses 

reveal that the transmitted values exceed the desired amounts, 

attributed to increased capacitive reactance losses in the 

transmission lines. In conclusion, both active and reactive 

power increases significantly impact voltage stability. 
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1. INTRODUCTION 
 

COVID-19 can significantly impact patients' cardiovascular 
systems. Mortality from COVID-19 is strongly associated with 
cardiovascular disease, diabetes, and hypertension [1]. 
COVID-19 has the potential to cause heart failure, and cases of 
severe myocarditis with reduced systolic function have been 
reported following COVID-19 [2, 3]. Post-COVID patients 
have exhibited myocardial deformation and reduced heart rate 
variability, which have subsequently increased the burden of 
ventricular arrhythmias [4]. 

The workload of cardiologists has significantly increased, 
particularly in the post-COVID era, accompanied by a rise in 
the number of monitored cardiac patients. Certain cardiac 
patients require periodic electrocardiogram (ECG) 
examinations, which contributes to hospital overcrowding. 
ECG signals, providing critical information about heart 
function, are widely utilized in the medical field to assess 
cardiovascular health and to monitor patients' treatment 
progress regularly [5]. Usually, the amplitude of the ECG 
signal peaks at approximately 1 millivolt (mV). It exhibits a 
distinctive waveform pattern consisting of P-QRS-T waves, as 
depicted in Figure 1 [6]. 

 

 
 

Figure 1.  Standard pattern of a PQRST complex in ECG waveforms 
 

The ECG waveform exhibits a characteristic pattern that 

repeats periodically. This pattern allows physicians to visually 

analyze the ECG and extract valuable information based on the 

observed morphological shape. The "normal" rhythm of the 

heart, known as sinus rhythm, represents the physiological 

activation of the atria followed by the ventricles, initiated by 

the sinus node. In adults at rest, sinus rhythm typically exhibits 
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a regular heart rate ranging from 60 to 80 beats per minute. On 

the ECG, sinus rhythm is characterized by a sequence of P-

waves representing atrial activity, followed by ventricular 

activity indicated by the QRS complex and T-wave. Any 

disturbances or delays observed in this pattern can provide 

crucial information about the presence of cardiovascular 

disease (CVD). If the waveform deviates from the expected 

healthy morphology, it indicates the presence of an anomaly 

related to cardiovascular diseases, leading to the classification 

of the signal as arrhythmia. The ECG is extensively utilized in 

diverse medical contexts, playing a critical role in diagnosing 

various conditions such as chest pain, tachycardia, bradycardia, 

hypertension, hypotension, myocardial injury, atrial 

fibrillation, ventricular fibrillation, and more. 

Based on the most recent research conducted by the World 

Health Organization (WHO), CVD has emerged as a major 

cause of worldwide fatalities. Recent studies suggest that a 

substantial portion, around 90%, of CVD cases, including 

conditions like arrhythmia, ischemia, ventricular hypertrophy, 

bundle branch block, and myocardial infarction, could be 

prevented through effective preventive measures [7,8]. 

Therefore, ECG recording is mandatory both at the time of the 

attack and during routine periods (especially for heart patients). 

Since this class of patients is generally elderly, it is vital that 

patients can transmit the ECG data they take from home to 

doctors remotely without going to the hospital. This will both 

reduce hospital density and provide patients with the 

opportunity to access treatment on equal terms. This study 

focused on normal ECK and several major forms of 

arrhythmia, which are summarized below: 
Atrial Fibrillation Coarse: AF stands as the most prevalent 

form of cardiac arrhythmia. It can be identified on the surface 
ECG by two types: fine (AfibF) and coarse (AfibC). 
Fibrillatory waves may be observed, which can be categorized 
as either AfibF (amplitude < 0.5mm) or AfibC (amplitude > 
0.5mm). AfibC is distinguished by the absence of P waves and 
the presence of fibrillary waves. In some cases, the fibrillary 
waves may be very fine and difficult to recognize in certain 
leads. In such situations, the absence of P waves and a 
completely irregular RR interval can indicate the presence of 
underlying atrial fibrillation [9].   

Atrial Fibrillation Fine: These waves are typically 
associated with impaired atrial function, such as enlarged atrial 
size and reduced left atrial appendage flow. It is crucial to 
acknowledge that in certain cases, fine V-fib can bear a 
resemblance to asystole on a defibrillator or cardiac monitor 
that is set to a low gain [10, 11]. 

Bradycardia: Bradycardia is identified by a heart rate that 
is below 60 beats per minute (bpm). It is important to note that 
bradycardia can pose a life-threatening condition if the heart is 
unable to maintain a rate that efficiently circulates oxygen-rich 
blood throughout the body [12].  

Tachycardia: Tachyarrhythmia refers to a heart rate that 
surpasses the normal resting rate. In adults, a resting heart rate 
above 100 beats per minute is generally classified as 
tachycardia. It is important to note that heart rates higher than 
the resting rate can be either normal, such as during exercise, 
or abnormal, indicating underlying electrical abnormalities 
within the heart [13]. 

Ventricular Fibrillation: Ventricular Fibrillation is the 
ventricular counterpart of atrial fibrillation. In Vfib, the 
ventricles of the heart contract in a completely asynchronous 

and disorganized manner, leading to the absence of effective 
cardiac systole. The ECG recording of Vfib displays irregular, 
chaotic, and rapid ventricular activity, resulting in an 
oscillatory appearance. It is a life-threatening condition that 
requires immediate medical intervention, such as defibrillation, 
to restore a normal heart rhythm [14]. 

Regular surveillance of ECG readings assumes a pivotal 
function in the effective management of CVDs. By enabling 
continuous monitoring, it becomes possible to improve the 
diagnosis, control, and prevention of CVDs. In fact, ECG 
signals often provide more precise and accurate information 
compared to radiological images. Researchers are actively 
exploring new technologies in ECG monitoring systems to 
develop more efficient and effective solutions. Significant 
efforts have been dedicated to monitoring ECG waves for the 
diagnosis of arrhythmia [15, 16]. Nevertheless, there is a clear 
demand for the development of intelligent, energy-efficient, 
and cost-effective ECG tele-monitoring systems that can aid 
healthcare professionals and be used by individuals for 
preliminary checks.  

This study aims to bridge this gap by introducing a novel 
system for detecting cardiovascular diseases. The suggested 
framework utilizes contemporary advancements like SMTP, 
telemonitoring, IoT and cloud computing to deliver a cost-
effective, interconnected, and encouraging solution for ECG 
monitoring. 

 

 

2. MATERIAL AND METHOD 
 

This study employed a professional ECG simulator to generate 

normal sinus beat signals as well as various rhythm disturbance 

signals. These signals were then transmitted to a receiver using 

the SMTP Protocol. An interface software was developed using 

the C# programming language to visualize the data for 

analyzing and interpreting the received signals. The proposed 

framework of the ECG data transmission system, based on a 

microcontroller (ESP8266), is illustrated in Figure 2, providing 

an overview of the system architecture. 

 

 
 
Figure 2.  The architecture of the proposed study 
 

In the implemented system, instead of using real patient data, 

signals were generated from the ProSim Vital Signs Simulator 

(v4), a professional ECG simulator device. This approach 

allowed for data augmentation and the inclusion of various 

patient scenarios, saving time and resources. The simulator 

data closely resemble real patient data, providing a reliable 

input for the system. The recorded and transmitted subsystem 

is responsible for transmitting the simulated ECG signals to the 

receiving party. The results are then presented to the doctor for 

evaluation and decision-making. It's important to note that the 
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final decision ultimately rests with the doctors in the decision-

making process. 

 

2.1. ECG data generation subsystem 
 

The ECG data employed in this research was generated 

utilizing the ProSim 4 Vital Signs Patient Simulator (ProSim™ 

4), a meticulously calibrated and manufactured device 

developed by Fluke Biomedical, headquartered in Cleveland, 

OH, USA. This device is commonly utilized for calibration 

purposes in medical devices such as bedside monitors. The 

ECG simulator operates by producing a 60 ms 1 mV square 

wave format at 2 Hz. It is a professional-grade device 

extensively employed in the biomedical field for generating 

ECG data [17, 18].  However, since the Simulator does not have 

a built-in data transfer function, the generated ECG data was 

transferred to a computer using the KL-730 Biomedical 

Measurement Training System. These devices were briefly 

introduced in this section to provide an understanding of the 

system's development and highlight the transition to a cloud-

based framework. 

KL-730 presents Bio-electronics sensors that are widely 

utilized and beneficial for students studying electronics and 

biomedical fields. Additionally, KL-730 gathers all the 

necessary equipment for measuring various body signals and 

performing experiments related to 12 different types. KL-730 

consists of twelve modules, which encompass the measurement 

of ECG signals [19]. The System can establish a connection 

with the computer through a USB port, enabling seamless 

integration with the Simulator. Through the integration of these 

two devices, a system for generating ECG data has been 

created, allowing for the practical production and transfer of 

various types of ECG data to the computer. The ECG data 

generation system is illustrated in Figure 3. 

 

 
 
Figure 3.  The ECG data generation system 
 

2.2. Generating ECG Dataset 
 

Cardiac arrhythmias are among the most common diseases that 

affect the heart rhythm. However, before discussing 

arrhythmias, it is important to understand the characteristics of 

the normal rhythm, also known as sinus rhythm. In a state of 

rest, the heart typically beats between 60 and 80 times per 

minute, which is referred to as the pulse or heartbeat. 

Arrhythmias can manifest in various forms, including 

accelerated heart rate (tachycardia), slowed heart rate 

(bradycardia), or irregular heart rhythm. In the study, 6 types 

of ECG data (normal beats and arrhythmias) were generated by 

using ECG data generation subsystem and transmitted to test 

the performance of the system and whether there is any loss in 

the transmitted data. A total of 446 data were produced for use 

in short-term ECG transmission, and a total of 6,894 data were 

produced for long-term ECG transmission, thus creating a 

database. Sample ECG data graphs produced by the simulator 

to be transmitted to the receiver module are shown in Figure 4. 

 

 
 
Figure 4.  Short-term ECG signal patterns 
 

2.3. Data transmission using Smtp protocol 
 

The Internet of Things (IoT) is a concept that allows different 

devices to communicate with each other over networks such as 

the Internet and Bluetooth, and to have the ability to collect, 

process and share data [20]. In this way, communication 

between devices becomes easier and efficiency increases. IoT 

is a technology that is used in many sectors and has an impact 

on many areas of our lives. There are important studies on 

monitoring important medical data such as ECG and EEG with 

IoT [21, 22]. 

ESP8266 was configured and connected to the internet with the 

objective of transmitting the real-recording. The Simple Mail 

Transfer Protocol (SMTP) has been employed for email 

transmission due to its simplicity, reliability, flexibility, and 

security mechanisms. SMTP server is responsible for 

launching the SMTP protocol and delivering email messages. 

The Outlook SMTP server was selected for implementation 

due to its ability to handle large volumes of emails without 

performance issues and excellent support from Microsoft [23]. 

ECG data, saved in (.csv) format, was appended to an email 

message through the email client software.  

 

2.4. Pseudocode 
 

Pseudocode serves as a fundamental tool in the realm of 

computer science and software engineering. It provides a 

structured format for explaining the logic of an algorithm or 

program, bridging the gap between natural language and 

programming languages. Pseudocode can be defined as a 

structured textual representation of an algorithm that outlines 

its logic without adhering to the syntax of any specific 

programming language. Its primary purpose is to describe what 

a piece of code should accomplish rather than precisely how it 

should be implemented. This language-independent nature of 

pseudocode facilitates clearer communication among 

developers and analysts, allowing them to focus on the logic of 

algorithms rather than language-specific syntax. Below are the 
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Pseudocode codes of the software codes of the embedded 

system in the developed system. 

 
BEGIN 
    SETUP: 
        Initialize Serial communication 
        Connect to Wi-Fi network 
        Configure input and output pins 
 
    LOOP: 
        READ ECG signal from simulator device 
        APPLY filters to clean the signal 
        CONVERT analog signal to digital (ADC) 
        STORE digital data in FLASH memory 
        IF time to send data: 
            SEND data to doctor using communication protocol 

(SMTP) 
        END IF 
        WAIT for next reading interval 

END 

 

2.5. ECG feature extraction 

 
The feature extraction phase plays a crucial role in capturing 

the distinctive information from physiological signals and 
representing it concisely. By extracting relevant features from 
significant waveform patterns, the ECG signal is analyzed to 
detect and classify various cardiac conditions [24]. In this 
research, the Pan-Tompkins algorithm was employed to 
perform feature extraction on ECG data [25,26]. The Pan-
Tompkins algorithm was utilized in order to calculate the time 
interval between consecutive R peaks. This time duration 
between R peaks plays a crucial role in the early detection of 
cardiovascular disorders, providing valuable information for 
diagnosis. The RR interval refers to the time duration between 
two consecutive beats, specifically the distance from one R 
peak to the R peak of the following beat, which could be either 
its precursor or successor. Feature extraction algorithms that 
have shown the highest accuracies in existing literature 
encompass features extracted from both the time/frequency 
domain and characteristics related to the RR interval [27]. 
While the RR interval may vary among individuals without 
heart disease, it tends to be relatively consistent. However, in 
individuals with heart conditions such as tachycardia or 
bradycardia, the RR interval can become irregular, displaying 
intermittent periods of very short or very long durations [28]. 
Figure 5 illustrates the block diagram of the Pan and Tompkins 
Algorithm employed in the study. 

 

 
 
Figure 5.  Pan and Tompkins Algorithm block diagram 

 

3. EXPERIMENTAL RESULTS 
 

An interface was developed in C# program in order to 

monitor and analyze the data. The interface screen is seen in 

Figure 6. The short-term ECG patterns produced from the 

simulator is as follows; 72 for normal ECG; 58 for Atrial 

Fibrillation Coarse; 60 for Atrial Fibrillation Fine; 135 for 

Bradycardia; 49 for Tachycardia and 72 for Ventricular 

Fibrillation. A total of 446 data were transmitted to the receiver 

via SMTP protocol and visualized in the developed interface. 

The Long-term ECG patterns produced from the simulator is as 

follows; 72 for normal ECG; 1149 for Atrial Fibrillation 

Coarse; 1149 for Atrial Fibrillation Fine; 1149 for Bradycardia; 

1149 for Tachycardia and 1149 for Ventricular Fibrillation. A 

total of 6.894 data were transmitted to the receiver via SMTP 

protocol and visualized in the developed interface.   

 

 
 

Figure 6.  The improved interface screen 
 

The email was directed to the designated recipient (like 

doctor) and transmitted utilizing the SMTP Protocol. ECG 

records sent via Gmail using the SMTP protocol with a 

duration of approximately 7 seconds, as shown in Fig. 7. 

 

   
 

(a) 

 
 

(b) 

 
Figure 7.  Transmission (a) and received (b) of signal using SMTP 
 

ECG signals generated from the simulator were transmitted 

through the system and were successfully reconstructed 

through the developed interface. Accordingly, the ECG images 

of the 6 signals received are seen in Figure 8. 
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

 
Figure 8.  Short-term ECG signal patterns, (a) Normal, (b) Atrial 

Fibrillation Coarse, (c) Atrial Fibrillation Fine, (d) Bradycardia, (e) 
Tachycardia, (f) Ventricular Fibrillation 

 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(f) 

 

(f) 

 
Figure 9.  Long-term ECG signal patterns, (a) Normal, (b) Atrial Fibrillation 

Coarse, (c) Atrial Fibrillation Fine, (d) Bradycardia, (e) Tachycardia, (f) 
Ventricular Fibrillation 

Long-term recordings were created for ECG classes and the 

Pan-Tompkins algorithm was applied to these signals. The 

purpose of using the Pan-Tompkins algorithm is; is to measure 

the time between successive R peaks. The time from one R 

peak to the next R peak provides important data for the early 

diagnosis of cardiovascular diseases. Although this period is 

generally not the same in normal people, it is close to each 

other. In people with heart disease such as Tachycardia or 

Bradycardia, it may occur irregularly, with very short intervals 

or very long intervals. Figure 9 shows the ECG signal with the 

Pan-Tompkins algorithm applied. As can be seen, the R-R 

intervals have been marked successfully. 

The integration of mobile devices for vital sign monitoring 

by healthcare professionals can offer significant benefits to 

both patients and doctors. The developed prototype in this 

study is not only cost-effective but also capable of real-time 

operation and robust performance. It can be utilized for 

experimental research and data collection of ECG signals. The 

reduced costs associated with this prototype can also facilitate 

and encourage further research in this field. 

The number of Short-Term ECG signal patterns is given in 

Table 1. 
TABLE I  

NUMBER OF SHORT-TERM ECG SIGNAL PATTERNS 

Normal 

Atrial 

Fibrillation 
Coarse 

Atrial 

Fibrillation 
Fine 

Brady 

cardia 
Tachy 

cardia 

Ventricular 

Fibrillation 

72 58 60 135 49 72 

 

4. DISCUSSION 
 

Cardiovascular disease currently ranks as the leading cause 

of mortality. The ECG analysis serves as the predominant 

method for detecting these diseases by capturing cardiac 

activity through medical monitoring technology. However, the 

reliance on experts to analyze vast amounts of ECG data can 

strain medical resources significantly. Nevertheless, traditional 

methods possess limitations such as manual feature 

recognition, complex models, and lengthy training times. In 

this research paper, a data transmission system has been 

developed that can be used to transmit the ECG signals taken 

by heart patients at home to their doctors without the need to 

go to the hospital. Although there are medical data 

measurement and transfer systems in the literature using 

microcontrollers such as Arduino, our approach is more 

professional and more applicable. 

 

5. CONCLUSIONS 
 

Arrhythmia, a chronic cardiovascular disorder with 

potentially fatal consequences, presents a significant challenge 

when using ECG signals for detection. An accurate architecture 

capable of identifying abnormal ECG signals plays a crucial 

role in providing early and accurate diagnoses for patients. This 

study introduces a comprehensive framework that automates 

the collection of ECG signals, transmitting via SMTP, analysis 

via the developed interface and presentation of results, thereby 

enhancing the diagnostic efficiency of doctors. In this state, the 

system has successfully transmitted ECG data. In future 

studies, a system design that will measure real ECG data will 

be integrated into this study. Thus, it is planned to produce an 

integrated device. Additionally, the developed system is 

intended to be implemented in hospitals to address any 

potential practical usage side effects, will making it a valuable 

tool in clinical settings. 
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1. INTRODUCTION 
In science, nonlinear partial differential equations often 

represent wave events that are motivated by certain physical 
initial/boundary conditions [1]. In recent times, solitary 
waves, especially soliton waves, have become both 
experimental and theoretically very interesting and 
outstanding. A soliton is a very special type of solitary wave, 
which has a continuous form, can be placed in a region and 
interaction with another soliton, and can be separated 
unchanged without a change of phase [11]. In this paper we 
examine the RLW equation in the following form as 

𝑈𝑡 + 𝑈𝑥 + 𝜀𝑈𝑈𝑥 − 𝜇𝑈𝑥𝑥𝑡 = 0,                              (1) 

𝑈 → 0 when 𝑥 →  ±∞. Where 𝑡 is the time, 𝑥 is the 
position coordinate, 𝑈(𝑥, 𝑡) is the wave height (amplitude), 
and " and μ are the positive parameters. 

The RLW equation was first appeared when calculating the 
development of the ” undular bore” problem by Peregrine [2]. 
The RLW is a nonlinear dispersive wave equation which is a 
more conventional than the KdV equation in observing the 
wave phenomena. This equation is most commonly used in 
order to model physical phenomena such as pressure waves in 
liquid-gas bubble mixtures, longitudinal dispersive waves in 
elastic rods, ion-acoustic waves in plasma, thermally excited 
phonon packets in low temperature nonlinear crystals, shallow 
water waves and plasma waves [2,31]. 

Several researchers have solved the RLW equation using 
various methods and techniques. Among others, Rasoulizadeh 

et al. [3] developed a method for the numerical solution of the 
RLW equation by means of an implicit method based on the -
weighted and finite difference methods. Oruç et al. [4] 
obtained the numerical solutions of the RLW equation using 
Strang splitting approach combined with Chebyshev wavelets. 
Irk et al. [5] used quartic trigonometric B-spline finite element 
method to solve the RLW equation numerically. Yağmurlu 
and Karakaş in the papers [6] and [7] applied the trigonometric 
cubic B-spline collocation method to get numerical solution 
of the equal width equation and modified equal width wave 
equation. Kutluay et al. [8] used cubic hermite B-spline 
collocation method to solve modified equal width wave 
equation. Kutluay et al. [9] utilized a robust quantic hermite 
collocation method for the numerical solution of the one 
dimensional heat equation. for Dağ et al. [10] applied a 
collocation method based on the trigonometric cubic B-spline 
function to obtain numerical solutions of the RLW equation. 
Kutluay [40] and Esen [25] solved the equation using both 
finite difference and finite elements method. Mei and Chen 
[30] used explicit multistep method. Gardner et al. [29] solved 
the regularized long wave equation numerically by Galerkin 
method with quadratic B-spline finite elements. Dağ et al. [31] 
obtained numerical solution of the RLW equation using a 
splitting up technique and both quadratic and cubic B-splines. 
Saka and Dağ [32] developed a new algorithm based on the 
collocation method using splitting. Oruç et al. [38] utilized 
Haar wavelet method and Islam and et al. [41] presented a 
meshfree technique using the radial basis functions (RBFs) in 
order to obtain the numerical solutions of the equation. 
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Moreover; Dağ et al. in the papers [23] and [28] developed 
cubic B-spline collocation and quintic B-Spline Galerkin 
finite element methods for obtaining numerical solutions of 
the present equation. Besides, while Zaki [26] applied a 
combination of the splitting method and cubic B-spline finite 
elements, and Raslan [39] used cubic B-spline collocation 
method for approximate solutions of the equation. 

2. Formulation of Splitting Methods 
One way of dealing with complex problems is” divide and 

conquer”. In the context of evolution type equations, the 

operator splitting idea has been a very successful approach. 

The underlying idea behind such an approach is that all model 

evolution operators are formally written as the sum of the 

evolution operators for each term that is being modeled. In 

other words, when one splits the model into a series of sub-

equations, simpler and more practical algorithms for each sub-

equation occur. Then the applied numerical method is applied 

to each sub-problem and numerical schemes are obtained and 

these schemes are combined by operator splitting [13]. We are 

going to dwell on the situation in which we have the following 

the Cauchy problem 

𝑑𝑈(𝑡)

𝑑𝑡
= 𝐴𝑈(𝑡) + 𝐵𝑈(𝑡), 𝑡 ∈ [0, 𝑇], 𝑈(0) = 𝑈0.     (2) 

Where, an initial function U0 ∈ X is given, A and B are 
assumed to be a bounded linear operator in the Banach space 
𝑋 together with 𝐴, 𝐵 ∶  𝑋 →  𝑋. There is also a norm 
associated with the space 𝑋 denoted by ‖. ‖𝑋, and if both 𝐴 
and 𝐵 are matrixes, then it is called Euclidean norm [14]. 

2.1. Strang splitting algorithm 

In splitting methods, the given equation is generally 

divided into several parts and each part is solved separately, 

independently of the main equation, over [𝑡𝑛, 𝑡𝑛+1] time 

intervals. Such methods are generally called time splitting or 

fractional step methods [15]. Strang [12] has proposed a 

symmetrizing splitting scheme 

𝑑𝑈∗

𝑑𝑡
= 𝐴𝑈∗, 𝑈∗(0) = 𝑈0, 𝑜𝑛 [0,

∆𝑡

2
]                          

𝑑𝑈∗∗

𝑑𝑡
= 𝐵𝑈∗∗, 𝑈∗∗(0) = 𝑈∗ (

∆𝑡

2
) , 𝑜𝑛 [0, ∆𝑡]      (3) 

𝑑𝑈∗∗∗

𝑑𝑡
= 𝐴, 𝑈∗∗∗(0) = 𝑈∗∗(∆𝑡), 𝑜𝑛 [0,

∆𝑡

2
]                   

where the final values are obtained by 𝑈∗∗∗(∆𝑡/2). This 

scheme is called (𝐴 −  𝐵 −  𝐴) and the scheme (𝐵 −  𝐴 −
 𝐵) can be derived in a similar manner. This scheme has a 

local splitting error 

𝑙𝑒 = [𝑒𝐴
∆𝑡
2 𝑒𝐵∆𝑡𝑒𝐴

∆𝑡
2 − 𝑒(𝐴+𝐵)∆𝑡]                      (4) 

               = 𝑂(∆𝑡)                                                             (5) 

is a second-order scheme and is used in practice for many 
applications [20]. 

2.2. Construction of Ext4 and Ext6 algorithms 

In extrapolation techniques, a simple low-order method 
(basic method) is applied for different time steps t. Then, 
higher order methods are obtained by taking an appropriate 
combination of the results [21]. Now let’s explain how to 
obtain a higher order R method. To do this, let 𝑅(𝑡) be an 
approximation to 𝑅 with step length 𝑡 when 𝑡 →  0, 𝑅(𝑡)  →
 𝑅 and let’s assume 

𝑅(∆𝑡) = 𝑅 + 𝑎2∆𝑡
2 + 𝑎4∆𝑡

4 + 𝑎6∆𝑡
6 +⋯       (6) 

If the time step 𝑡 is divided into 𝑘 substeps then the basic 

method is applied k times [22, 16], i.e. 

(𝑅 (
∆𝑡

𝑘
))

𝑘

= 𝑅 (
∆𝑡

𝑘
) °𝑅 (

∆𝑡

𝑘
) °𝑅 (

∆𝑡

𝑘
)…  °𝑅 (

∆𝑡

𝑘
). 

In this study, the Strang method is used as the basic method to 

obtain 𝑬𝒙𝒕𝟒 and 𝑬𝒙𝒕𝟔 techniques. To obtain the 𝑬𝒙𝒕𝟒 

method, the expressions 𝑅(𝑡) and 𝑅 (
∆𝑡

2
) are used in (6) 

𝑅(∆𝑡) = 𝑅 + 𝑎2∆𝑡
2                                   (7) 

𝑅 (
∆𝑡

2
) = 𝑅 + 𝑎2

∆𝑡2

4
.                                (8) 

If 𝑎2 is eliminated in the equations (7) and (8) and necessary 

operations performed for 𝑅 

𝑅 =
4

3
(𝑅 (

∆𝑡

𝑘
))

2

−
1

3
𝑅(∆𝑡) + 𝑂(∆𝑡4)     (9) 

If the approximation (9) is applied to Strang’s algorithm 𝑆∆𝑡 =

𝑒𝐴
∆𝑡

2 𝑒𝐵∆𝑡𝑒𝐴
∆𝑡

2 , Ext4 algorithm is obtained as follows 

𝑬𝒙𝒕𝟒 =
4

3
(𝑆∆𝑡

2

)
2

−
1

3
𝑆∆𝑡                                                   

=
4

3
𝜑∆𝑡
4

[𝐴]
°𝜑∆𝑡

2

[𝐵]
°𝜑∆𝑡

2

[𝐴]
°𝜑∆𝑡

2

[𝐵]
°𝜑∆𝑡

4

[𝐴]
−
1

3

4

3
𝜑∆𝑡
2

[𝐴]
°𝜑∆𝑡

[𝐵]°𝜑∆𝑡
2

[𝐴]
, 

where 𝜑∆𝑡 is a numerical method. Similarly, the following 
equations are used to obtain the Ext6 method 

𝑅(∆𝑡) = 𝑅 + 𝑎2∆𝑡
2 + 𝑎4∆𝑡

4           (10) 

𝑅 (
∆𝑡

2
) = 𝑅 + 𝑎2

∆𝑡2

4
+ 𝑎4

∆𝑡4

4
     (11) 

𝑅 (
∆𝑡

3
) = 𝑅 + 𝑎2

∆𝑡2

9
+ 𝑎4

∆𝑡4

81
      (12) 

If the necessary operations are performed for 𝑅 after 𝑎2 and 

𝑎4 are eliminated in the equations (10), (11), (12) 

𝑅 =
81

40
𝑅(
∆𝑡

3
)3 −

16

15
𝑅 (
∆𝑡

2
)
2

+
1

24
𝑅(∆𝑡) + 𝑂(∆𝑡6).   (13) 

If the approximation (13) is applied to Strang’s algorithm 

𝑆∆𝑡 = 𝑒
𝐴
∆𝑡

2 𝑒𝐵∆𝑡𝑒𝐴
∆𝑡

2 , Ext6 algorithm is obtained as follows 

𝐸𝑥𝑡6 =
81

40
(𝑆∆𝑡

3

)
3

−
16

15
(𝑆∆𝑡

2

)
2

+
1

24
𝑆∆𝑡                             

=
81

40
𝜑∆𝑡
6

[𝐴]
°𝜑∆𝑡

3

[𝐵]
°𝜑∆𝑡

3

[𝐴]
°𝜑∆𝑡

3

[𝐵]
°𝜑∆𝑡

3

[𝐴]
°𝜑∆𝑡

3

[𝐵]
°𝜑∆𝑡

6

[𝐴]
                    

−
16

15
𝜑∆𝑡
4

[𝐴]
°𝜑∆𝑡

2

[𝐵]
°𝜑∆𝑡

2

[𝐴]
°𝜑∆𝑡

2

[𝐵]
°𝜑∆𝑡

4

[𝐴]
+
1

24
𝜑∆𝑡
2

[𝐴]
°𝜑∆𝑡

[𝐵]°𝜑∆𝑡
2

[𝐴]
. 

Since these methods contain negative coefficients, it is not 
known exactly they are stable for what kind of problems. 
However, it has been shown by Dia and Schatzman [16] that 
the Ext4 technique is stable with dimensional splitting for 
linear parabolic problems at finite time intervals. 

3. Method of Solution 

To examine the numerical behavior of the RLW equation 
(1), the solution domain is constrained on a closed interval 
[𝑎, 𝑏]. The homogenous boundary conditions 
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𝑈(𝑎, 𝑡) = 0, 𝑈(𝑏, 𝑡) = 0, 𝑡 ≥ 0                 (14) 

𝑈𝑥(𝑎, 𝑡) = 0, 𝑈𝑥(𝑏, 𝑡) = 0                                    

and the initial condition 

𝑈(𝑥, 0) = 𝑓(𝑥), 𝑎 ≤ 𝑥 ≤ 𝑏 

are taken as stated above, and 𝑓(𝑥) is a predefined function. 

Let us assume that the space solution domain is [𝑎, 𝑏] and a 

uniform discretization of this domain by the nodal points 𝑥𝑚, 

𝑚 =  0, 1, . . . , 𝑁, is given by 𝑎 =  𝑥0  <   𝑥1  < . . . <   𝑥𝑁  =
 𝑏 . Dividing the solution region into elements of equal length 

ensures that the calculated error norms are smaller. If we 

define the distance between two consecutive points as ℎ =
  𝑥𝑚+1 − 𝑥𝑚 and 𝑇𝑚(𝑥), 𝑚 =  −1(1)𝑁 +  1, then 

trigonometric cubic B-spline functions on the domain [𝑎, 𝑏] 
can be expressed in terms of nodal points xm as follows 

𝑇𝑚(𝑥) =
1

𝑟

{
 
 
 

 
 
 

𝑝3(𝑥𝑚−2),        𝑥 ∈ [𝑥𝑚−2, 𝑥𝑚−1]

𝑝(𝑥𝑚−2)(𝑝(𝑥𝑚−2)𝑞(𝑥𝑚) + 𝑞(𝑥𝑚+1)𝑝(𝑥𝑚−1))

+𝑞(𝑥𝑚+2)𝑝
2(𝑥𝑚−1), 𝑥 ∈ [𝑥𝑚−1, 𝑥𝑚]

𝑞(𝑥𝑚+2)(𝑝(𝑥𝑚−1)𝑞(𝑥𝑚+1) + 𝑞(𝑥𝑚+2)𝑝(𝑥𝑚))

+𝑝(𝑥𝑚−2)𝑞
2(𝑥𝑚+1), 𝑥 ∈ [𝑥𝑚 , 𝑥𝑚+1]

𝑞3(𝑥𝑚+2), 𝑥 ∈ [𝑥𝑚+1, 𝑥𝑚+2]

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                        (15)

 

as stated by [17, 18]. Where 𝑝(𝑥𝑚) = sin (
𝑥−𝑥𝑚

2
), 𝑞(𝑥𝑚) =

sin (
𝑥𝑚−𝑥

2
) and 𝑟 = 𝑠𝑖𝑛(ℎ/2 )𝑠𝑖𝑛(ℎ) 𝑠𝑖𝑛( 3ℎ/2 ). It is 

obvious that the set {𝑇−1(𝑥), 𝑇0(𝑥), . . . , 𝑇𝑁+1(𝑥)} constitutes a 

base on the domain [𝑎, 𝑏]. If we assume that the function 

𝑈(𝑥, 𝑡) is defined on the domain [a, b], then the function 

𝑈(𝑥, 𝑡) can be approximated as follows in terms of 

trigonometric cubic B-spline functions and time dependent 

parameters 𝛿𝑚(𝑡) as follows 

𝑈(𝑥, 𝑡) ≅ ∑ 𝛿𝑚(𝑡)𝑇𝑚(𝑥)

𝑁+1

𝑚=−1

.                          (16) 

Where time-dependent parameters 𝛿𝑚(𝑡) are going to be 
determined using the Eq. (1) and its auxiliary conditions. 
Since the Eq. (1) contains the terms 𝑈,𝑈′ and 𝑈′′, we need the 
values of 𝑈, its first and second order derivatives in terms of 
trigonometric cubic B-spline functions. Using the 
approximations (15) and (16), the nodal values of 𝑈,𝑈′ and 
𝑈′′ are obtained in terms of the time-dependent parameters 
m(t) as follows 

𝑈𝑚 = 𝑈(𝑥𝑚) = 𝛼1𝛿𝑚−1 + 𝛼2𝛿𝑚 + 𝛼1𝛿𝑚+1,              

𝑈′𝑚 = 𝑈′(𝑥𝑚) = 𝛽1𝛿𝑚+1 − 𝛽1𝛿𝑚−1,                     (17) 

𝑈′′𝑚 = 𝑈′′(𝑥𝑚) = 𝛾1𝛿𝑚−1 + 𝛾2𝛿𝑚 + 𝛾1𝛿𝑚+1,                

with the coefficients 

𝛼1 =
𝑠𝑖𝑛2 (

ℎ
2
)

sin(ℎ) sin (
3ℎ
2
)
, 𝛼2 =

2

1 + cos(2h)
,                   

𝛽1 = −
3

4 sin (
3ℎ
2
)
,  𝛾2 =

3𝑐𝑜𝑠2 (
ℎ
2
)

𝑠𝑖𝑛2 (
ℎ
2
) (2 + 4 cos(ℎ))

, 

𝛾1 =
3(1 + 3 cos(ℎ))

16𝑠𝑖𝑛2 (
ℎ
2
) (2 cos (

ℎ
2
) + cos (

3ℎ
2
))
.              

Where ′ and ′′ denote the first and second order derivatives 
with respect to the space variable 𝑥, respectively. 

  The time split RLW equation is taken as follows 

𝑈𝑡 − 𝜇𝑈𝑥𝑥𝑡 + 𝑈𝑥 = 0                           (18) 

𝑈𝑡 − 𝜇𝑈𝑥𝑥𝑡 + 𝜀𝑈𝑈𝑥 = 0.                      (19) 

If the values of 𝑈𝑚, 𝑈′𝑚 and 𝑈′′𝑚 at nodal points 𝑥𝑚 are used 

in (18) and (19) and basic necessary operations are performed, 

we obtain the following first order ordinary differential 

equation systems 

𝛼1�̇�𝑚−1 + 𝛼2�̇�𝑚 + 𝛼1�̇�𝑚+1 − 𝜇(𝛾1�̇�𝑚−1 + 𝛾2�̇�𝑚 + 𝛾1�̇�𝑚+1) 

+𝛽1(𝛿𝑚+1 − 𝛿𝑚−1) = 0,                                 (20) 

𝛼1�̇�𝑚−1 + 𝛼2�̇�𝑚 + 𝛼1�̇�𝑚+1 − 𝜇(𝛾1�̇�𝑚−1 + 𝛾2�̇�𝑚 + 𝛾1�̇�𝑚+1) 

+𝜀𝑧𝑚𝛽1(𝛿𝑚+1 − 𝛿𝑚−1) = 0,                          (21) 

where · denotes derivation with respect to t and the value of 
𝑧𝑚 is taken as follows for linearization process 

𝑧𝑚 = 𝛼1𝛿𝑚−1 + 𝛼2𝛿𝑚 + 𝛼1𝛿𝑚+1. 

Instead of the parameter 𝛿𝑚, 
𝛿𝑚
𝑛+1+𝛿𝑚

𝑛

2
 is written and instead of 

time-varying parameters �̇�𝑚, 
𝛿𝑚
𝑛+1−𝛿𝑚

𝑛

∆𝑡
 is written in Eqs. (20) 

and (21), the following equations 

𝑎1𝛿𝑚−1 + 𝑏1𝛿𝑚 + 𝑐1𝛿𝑚+1
= 𝑐1𝛿𝑚−1 + 𝑏1𝛿𝑚 + 𝑎1𝛿𝑚+1,              (22) 

𝑎2𝛿𝑚−1 + 𝑏2𝛿𝑚 + 𝑐2𝛿𝑚+1
= 𝑐2𝛿𝑚−1 + 𝑏2𝛿𝑚 + 𝑎2𝛿𝑚+1               (23) 

𝑎1 = 𝛼1 − 𝜇𝛾1 −
𝛽1∆𝑡

2
, 𝑏1 = 𝛼2 − 𝜇𝛾2,                         

𝑐1 = 𝛼1 − 𝜇𝛾1 +
𝛽1∆𝑡

2
, 𝑎2 = 𝛼1 − 𝜇𝛾1 −

𝜀𝑧𝑚𝛽1∆𝑡

2
, 

𝑏2 = 𝛼2 − 𝜇𝛾2, 𝑐2 = 𝛼1 − 𝜇𝛾1 +
𝜀𝑧𝑚𝛽1∆𝑡

2
                 

are obtained. The equations given in (22) and (23) consist of 

(𝑁 + 1) equations and (𝑁 +  3) unknown 𝑗 parameters. 

Using the boundary conditions 𝑈(𝑎, 𝑡)  =  0 and 𝑈(𝑏, 𝑡)  =
 0, we obtain the following equalities for parameters 𝛿−1 and 

𝛿𝑁+1 

𝛿−1 =
𝛼2
𝛼1
𝛿0 − 𝛿1, 𝛿𝑁+1 = −𝛿𝑁−1 −

𝛼2
𝛼1
𝛿𝑁.             (24) 

If the parameters 𝛿−1 and 𝛿𝑁+1 are eliminated from systems 
(22) and (23) using identities (24), (𝑁 + 1) × (𝑁 + 1) 
dimensional tridiagonal band matrix systems are obtained. A 
unique solution of these systems can be obtained using the 
Thomas algorithm. In order to solve these systems, it is 
necessary to use 𝛿0𝑚 initial parameters in (22) and (23) after 
the initial parameters 𝑈(𝑥, 0)  =  𝑓(𝑥) are obtained. If we call 
(22) and (23) systems 𝐴 and 𝐵 respectively, then the results 
will be obtained using the splitting scheme (𝐴 −  𝐵 −  𝐴) as 
stated in (3). 

3.1. Initial Condition 

The initial vector 𝛿0𝑚 will be formed using the initial 

condition 𝑈(𝑥, 0)  =  𝑓(𝑥) as follows 
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𝑈(𝑥𝑖 , 0) = 𝑈𝑁(𝑥𝑖 , 0), 𝑖 = 0(1)𝑁

𝑈𝑚 = 𝛼1𝛿
0
𝑚−1 + 𝛼2𝛿

0
𝑚 + 𝛼1𝛿

0
𝑚+1, 𝑚 = 0(1𝑁)

𝑈0 = 𝛼1𝛿
0
−1 + 𝛼2𝛿

0
0 + 𝛼1𝛿

0
1

𝑈1 = 𝛼1𝛿
0
0 + 𝛼2𝛿

0
1 + 𝛼1𝛿

0
2

⋮
𝑈𝑁 = 𝛼1𝛿

0
𝑁−1 + 𝛼2𝛿

0
𝑁 + 𝛼1𝛿

0
𝑁+1.

(25) 

This system consists of (𝑁 + 1) equations and (𝑁 + 3) 
unknown 𝛿0𝑚 parameters. The parameters 𝛿0−1 and 𝛿0𝑁+1 
are calculated from (25) using the boundary conditions 
𝑈′𝑁(𝑎, 0) = 0 and 𝑈′𝑁(𝑏, 0) = 0 

𝛽1𝛿
0
1 − 𝛽1𝛿

0
−1 = 0, 𝛽1𝛿

0
𝑁+1 − 𝛽1𝛿

0
𝑁−1 = 0. 

Now, newly obtained (𝑁 + 1) × (𝑁 + 1) dimensional 

solvable matrix is obtained for 𝛿0𝑚 parameters. 

[
 
 
 
 
𝛼2 2𝛼1 0

𝛼1 𝛼2 𝛼1
⋱
𝛼1 𝛼2 𝛼1

2𝛼1 𝛼2]
 
 
 
 

[
 
 
 
 
 
𝛿0
0

𝛿1
0

⋮
𝛿𝑁−1
0

𝛿𝑁
0 ]
 
 
 
 
 

=

[
 
 
 
 
𝑈0
𝑈1
⋮

𝑈𝑁−1
𝑈𝑁 ]

 
 
 
 

. 

3.1. Von Neumann Stability Analysis 

The (22) and (23) numerical schemes have been 

considered by the Fourier von Neumann [19] method. In this 

method 𝛿𝑚
𝑛 = 𝜉𝑛𝑒𝑖𝛽𝑚ℎ  is taken, where 𝑖 = √−1, 𝛽 is mode 

number, 𝜉 is amplification factor and ℎ is the space step in the 

method. In Eq. (1) in the term 𝑢𝑢𝑥, since we take 𝑢 = 𝑧𝑚 for 

linearization purpose, it will behave as a local constant. Let us 

assume that the amplification factors related to the schemes in 

(22) and (23) be 𝜌𝐴 and 𝜌𝐵, respectively. If we write 𝛿𝑚
𝑛 =

𝜉𝐴/2
𝑛 𝑒𝑖𝛽𝑚ℎ in Eq.(22), we obtain 

𝜌𝐴 (
𝜉𝑛+

1
2

𝜉𝑛
) =

𝑋 − 𝑖𝑌

𝑋 + 𝑖𝑌
, 

𝑋 = 𝑏1 + (𝑐1 + 𝑎1)𝑐𝑜𝑠𝛽ℎ, 𝑌 = (𝑐1 − 𝑎1)𝑖𝑠𝑖𝑛𝛽ℎ. 

Thus, since |𝜌𝐴 (
𝜉
𝑛+

1
2

𝜉𝑛
)| ≤ 1 is valid, the linearized scheme is 

unconditionally stable. In a similar way, if we take 𝛿𝑚
𝑛 =

𝜉𝐵
𝑛𝑒𝑖𝛽𝑚ℎ in Eq. (23), we obtain |𝜌𝐵 (

𝜉𝑛+1

𝜉𝑛
)| ≤ 1. Since the 

scheme (3) is as follows 

𝜌𝑆(𝜉) = 𝜌𝐴
𝑛+1/2

𝜌𝐵
𝑛+1𝜌𝐴

𝑛+1/2
, 

|𝜌𝑆(𝜉)| ≤ |𝜌𝐴 (
𝜉𝑛+

1
2

𝜉𝑛
)| |𝜌𝐵 (

𝜉𝑛+1

𝜉𝑛
)| |𝜌𝐴 (

𝜉𝑛+
1
2

𝜉𝑛
)| ≤ 1 

the solution for Eq. (1) obtained using Strang splitting scheme 
is unconditionally stable. 

4. Numerical Examples and Their Results 

We have considered two test problems to observe the 

effectiveness of the method. The solution of each problem 

with cubic B-spline collocation method gives (𝑁 + 1) ×
 (𝑁 +  1) tridiagonal band matrix systems which can be 

easily and effectively solved by Thomas algorithm. In order 

to see the difference between numerical solution and analytic 

solution, we have used the error norms defined as to measure 

the difference and thus to see how well the wave position and 

amplitude estimate of the method are 

𝐿2 = √ℎ∑[𝑈𝑗
𝑒𝑥𝑎𝑐𝑡 − 𝑈𝑗]

2
𝑁

𝑗=1

, 𝐿∞ = max
𝑗
|𝑈𝑗

𝑒𝑥𝑎𝑐𝑡 − 𝑈𝑗|. 

The RLW equation given in (1) satisfies three invariants 

known as mass, momentum and energy given as follows 

𝐼1 = ∫ 𝑈𝑑𝑥 ≈ ℎ∑𝑈𝑗
𝑛

𝑁

𝑗=1

+∞

−∞

,                                                         

𝐼2 = ∫ [𝑈2 + 𝜇(𝑈𝑥)
2]𝑑𝑥 ≈ ℎ∑[(𝑈𝑗

𝑛)
2
+ 𝜇((𝑈𝑥)𝑗

𝑛)
2
]

𝑁

𝑗=1

+∞

−∞

, 

𝐼3 = ∫ [𝑈3 + 3𝑈2]𝑑𝑥 ≈ ℎ∑[(𝑈𝑗
𝑛)

3
+ 3(𝑈𝑗

𝑛)
2
]

𝑁

𝑗=1

+∞

−∞

.      (26) 

4.1. Single Solitary Movement 

Analytical solution for single soliton wave solution of 
RLW equation is 

𝑈(𝑥, 𝑡) = 3𝑐 sec ℎ2[𝑘(𝑥 − 𝑥0 − 𝑣𝑡)] 

Where 𝑘 =
1

2
(

𝜀𝑐

𝜇(1+𝜀𝑐)
), 𝑣 = 1 + 𝜀𝑐 is wave velocity and 3𝑐 is 

wave amplitude. The following initial 

𝑈(𝑥, 0) = 3𝑐 sec ℎ2[𝑘(𝑥 − 𝑥0)] 

and the boundary conditions 

𝑈(𝑎, 𝑡) = 𝑈(𝑏, 𝑡) = 0 

are used at the boundaries. Analytic values of the invariants 

for this problem are 

𝐼1 =
6𝑐

𝑘
, 𝐼1 =

12𝑐2

𝑘
+
48𝑘𝑐2𝜇

5
, 𝐼3 =

36𝑐2

𝑘
(1 +

4𝑐

5
)     (27) 

given by Zaki [26]. In order to be able to make a comparison 
with previous studies, all calculations were taken as 𝜀 =
1, 𝜇 = 1, 𝑥0 = 0 and ∆𝑡 = 0.1. In Table 1, the values of the 
error norms 𝐿2, 𝐿∞ and the invariant values calculated with 
the 𝑺∆𝒕, 𝑬𝒙𝒕𝟒 and 𝑬𝒙𝒕𝟔 techniques are given at different 
times in the region −40 ≤  𝑥 ≤  60. As it is clearly seen 
from Table 1, the invariants remain almost the same as time 
progresses. Moreover, the error norms 𝐿2, 𝐿∞ calculated by 
𝑬𝒙𝒕𝟒 and 𝑬𝒙𝒕𝟔 are smaller than those with 𝑺∆𝒕. In Table 2, 
several comparisons have been made with some of those in 
the literature at time 𝑡 =  20 for the values of 𝑐 =  0.03, ℎ =
 0.1, 0.125. As can be clearly seen from Table 2, the results 
obtained with 𝑺∆𝒕, 𝑬𝒙𝒕𝟒 and 𝑬𝒙𝒕𝟔 techniques are in good 
harmony with other results found in the literature. Figure 1 
and 2 show 2 and 3 dimensional behavior of the numerical 
solution and the exact solution. As can be clearly seen from 
Figure 1 and 2, 𝑺∆𝒕, 𝑬𝒙𝒕𝟒 and 𝑬𝒙𝒕𝟔 techniques preserve the 
physical structure of the problem quite well. 
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Table 1: A comparison of the invariants and error norms calculated at various times for values of ℎ =  0.1, 0.125, ∆𝑡 =  0.1, 𝑐 =  0.1, 𝜀 =  µ =  1 

in the region −40 ≤  𝑥 ≤  60 for single solitary wave. 
3 

h Time Method I1 I2 I3 L2 × 10 
4 

L∞ × 10 

 t = 0 S∆t 3.979927 0.810462 2.579007 0.00000 0.00000 

  Ext4 3.979927 0.810462 2.579007 0.00000 0.00000 

  Ext6 3.979927 0.810462 2.579007 0.00000 0.00000 

 t = 4 S∆t 3.979953 0.810462 2.579007 0.29086 0.79795 

  Ext4 3.979953 0.810463 2.579008 0.28673 0.78652 

  Ext6 3.979999 0.810480 2.579066 0.28705 0.76386 

 t = 8 S∆t 3.979971 0.810462 2.579007 0.58210 1.62771 

  Ext4 3.979971 0.810463 2.579008 0.57383 1.60407 

0.125  Ext6 3.980062 0.810498 2.579124 0.57354 1.55669 

 t = 12 S∆t 3.979984 0.810462 2.579007 0.87407 2.47927 

  Ext4 3.979984 0.810463 2.579008 0.86164 2.44339 

  Ext6 3.980121 0.810516 2.579183 0.85984 2.36902 

 t = 16 S∆t 3.979986 0.810462 2.579007 1.16709 3.34710 

  Ext4 3.979986 0.810463 2.579008 1.15046 3.29862 

  Ext6 3.980169 0.810533 2.579241 1.14629 3.19580 

 t = 20 S∆t 3.979962 0.810463 2.579007 1.46140 4.22716 

  Ext4 3.979962 0.810463 2.579008 1.44054 4.16731 

  Ext6 3.980190 0.810551 2.579299 1.43318 4.03364 

 t = 4 S∆t 3.979954 0.810462 2.579007 0.18742 0.51431 

  Ext4 3.979954 0.810463 2.579008 0.18665 0.51186 

  Ext6 3.979954 0.810463 2.579008 0.18397 0.50423 

 t = 8 S∆t 3.979973 0.810462 2.579007 0.37508 1.04901 

0.1  Ext4 3.979973 0.810463 2.579008 0.37353 1.04404 

  Ext6 3.979973 0.810463 2.579008 0.36816 1.02848 

 t = 12 S∆t 3.979988 0.810462 2.579007 0.56319 1.59752 

  Ext4 3.979988 0.810463 2.579008 0.56085 1.59032 

  Ext6 3.979988 0.810463 2.579008 0.55278 1.56656 

 t = 16 S∆t 3.979993 0.810462 2.579007 0.75197 2.15660 

  Ext4 3.979993 0.810463 2.579008 0.74883 2.14697 

  Ext6 3.979993 0.810463 2.579008 0.73803 2.11515 

 t = 20 S∆t 3.979970 0.810462 2.579007 0.94157 2.72364 

  Ext4 3.979970 0.810463 2.579008 0.93764 2.71180 

  Ext6 3.979970 0.810463 2.579008 0.92410 2.67198 

 
 

Table 2: A comparison of the invariants and error norms calculated at 𝑡 =  20 for values of ℎ =  0.1, 0.125, ∆𝑡 =  0.1, 𝑐 =  0.03, 𝜀 =  µ =

 1 in the region −40 ≤  𝑥 ≤  60 for single solitary wave. 

h Method I1 I2 
3 3 

I3 L2 × 10 L∞ × 10 

 S∆t 2.109485 0.12730 0.388807 0.67947641 0.248333660 

 Ext4 2.109485 0.127303 0.388807 0.67959141 0.248317182 

 Ext6 2.109480 0.127302 0.388805 0.67885613 0.248300644 

 [24](SBCM1) 2.10904 0.12730 0.38881 0.556 0.419 

0.1 [24](SBCM2) 2.10904 0.12730 0.38881 0.556 0.419 

 [29] 2.1050 0.12730 0.38880 0.563 0.432 

 [32] 2.10948 0.12730 0.38880 0.651 0.432 

 [26] 2.10760 0.127302 0.38879 0.41652 0.23197 

 S∆t 2.109003 0.127302 0.388806 0.64278799 2.19097274 

 Ext4 2.109003 0.127302 0.388806 0.64057300 2.19069041 

 Ext6 2.108997 0.127302 0.388804 0.64176027 2.19050366 

 [24](SBCM1) 2.10849 0.12730 0.38881 0.444 0.419 

0.125 [24](SBCM2) 2.10849 0.12730 0.38881 0.444 0.419 

 [31] 2.10471 0.12730 0.38880 0.538 0.198 

 [32] 2.10902 0.12731 0.38881 0.547 0.432 

 [26] 2.10741 0.12723 0.38856 0.242 0.125 
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Figure 1.  Physical behavior of the single solitary wave for c = 0.1. 

 
Figure 2.  Physical behavior of the single solitary wave for c = 0.03. 

 
 

                         Table 3: The invariants of the interaction problem and comparison with those in Ref. [40, 39] 

 

method t 0 4 8 16 20 25 

 I1 37.91652 37.91702 37.91732 37.91764 37.91761 37.91769 

S∆t I2 120.5228 120.5244 120.5081 120.4223 120.5126 120.5273 

 I3 744.0812 744.0866 744.0760 743.9454 744.0848 744.0999 

 I1 37.91648 37.91697 37.91721 37.91740 37.91744 37.91747 

Ext4 I2 120.5234 120.5258 120.5117 120.4292 120.5298 120.5551 

 I3 744.0813 744.0921 744.1171 744.1573 744.2281 744.3226 

 I1 37.91648 37.91719 37.91763 37.91800 37.91821 37.91851 

Ext6 I2 120.5234 120.5258 120.5101 120.4258 120.5159 120.5301 

 I3 744.0813 744.0920 744.1042 744.1249 744.1126 744.1141 

 I1 37.91648 37.91697 37.91719 37.91740 37.91744 37.91745 

[40] I2 120.3515 120.3584 120.3570 120.3886 120.3599 120.3595 

 I3 744.0814 744.0110 743.8679 742.4889 743.8638 744.0085 

 I1 37.91652 37.91170 37.85975 37.52916 37.64730 38.05010 

[39] I2 120.5228 121.1602 119.7317 119.4185 119.8041 119.8355 

  I3     744.0815     736.9443     728.5173     725.8399     727.1948     727.4392  

 

 
4.2. Interaction of Two Solitary Waves  

An interaction problem is that the boundary condition is 

taken as 𝑈 →  0 when 𝑥 →  ±∞ and the initial condition is 

taken as follows 

𝑈(𝑥, 0) = ∑3𝐴𝑗

2

𝑗=1

sec ℎ2[𝑘𝑗(𝑥 − 𝑥𝑗)]
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where 𝐴𝑗 =
4𝑘𝑗

2

1−4𝑘𝑗
2 , 𝑗 = 1,2. In order to observe this interaction 

problem, we worked within the region 0 ≤  𝑥 ≤  120 and 

with the parameters 𝑥1 = 15, 𝑥2 = 35, 𝑘 = 0.4, 𝑘2 = 0.3, 𝜀 =
1, 𝜇 = 1, ℎ = 0.3 and ∆𝑡 = 0.1. To observe the problem of the 

interaction of two solitary waves, the wave with the larger 

amplitude is placed at 𝑥1 = 15 and the smaller one at 𝑥2 =
35. Since the speed of the wave with the larger amplitude is 

also higher, it is observed that it catches the smaller wave and 

leaves it behind as time progresses. After the

interaction, the small waves amplitude is calculated as 1.6869 
at 𝑡 =  25, 𝑥 =  70.2 and the large waves amplitude is 
calculated as 5, 3456 at 𝑥 =  87. In Figure 3, the interaction 
and separation of two solitary waves is demonstrated using the 
numerical results calculated with the 𝑬𝒙𝒕𝟔 technique. As can 

be seen from Table 3, the invariants are calculated with 𝑺∆𝒕, 
𝑬𝒙𝒕𝟒 and 𝑬𝒙𝒕𝟔 techniques remain almost constant 
throughout the calculations and the results are in good 
agreement with those in Refs. [40, 39].

 

 
Figure 3. Physical behavior of the interaction of two solitary waves. 

5. Conclusions 
 

In this study, the trigonometric cubic B-spline collocation 
method is used with some splitting techniques for the 
numerical solutions of the regularized long wave equation. 
𝑬𝒙𝒕𝟒 and 𝑬𝒙𝒕𝟔 techniques have been constructed using the 
Strang splitting algorithm. The results obtained with all three 
techniques have compared with each other and with some 
studies in the literature. it has been seen that the numerical 

results calculated with 𝑺∆𝒕, 𝑬𝒙𝒕𝟒 and 𝑬𝒙𝒕𝟔 techniques 
preserve the physical structure of the problems and the 
calculated error norms 𝐿2, 𝐿∞ are small enough. As a result, it 
can be said that 𝑺∆𝒕, 𝑬𝒙𝒕𝟒 and 𝑬𝒙𝒕𝟔 techniques are effective 
techniques to improve the numerical results of partial 
differential equations
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1. INTRODUCTION 
 

Electroencephalography (EEG) is a neurophysiological 

recording method that measures the voltage changes in 

electrical signals that occur due to neuronal activity of the brain 

with high temporal resolution through (non-invasive) 

electrodes placed on the scalp [1-3]. The ability to examine 

EEG signals in more depth with analytical and signal 

processing methods has led to a significant increase in studies 

on human cognitive processes, moods and behavioral patterns 

in recent years; in this context, many studies have been carried 

out in the literature [2, 4, 5]. In this context, automatic 

classification of an individual's eye-openness state (eyes open 

or closed) over EEG signals is not only capturing a 

physiological response; it is of vital importance in attention 

level monitoring, driver drowsiness detection, state of 

consciousness tracking, personal identity verification, 

monitoring the sleep-wake cycle of infants, epileptic seizure 

detection and various clinical evaluation scenarios [6-10].  

Eye state is not only a short-term motor response associated 

with the visual system, but also an important cognitive 

indicator that affects the dynamic structure of brain networks 

[4]. In particular, it is known that micro-movements such as 

blinking cause a dipole movement in the vertical direction with 

the electrical charge separation caused by the interaction 

between the cornea and the eyelid. This effect is observed as a 

positive wave lasting approximately 100 milliseconds in EEG 

recordings and is most prominently observed in the frontopolar 

region [11]. The meaningful analysis of such signals makes 

EEG-based eye state classification a high-potential application 

area both in neurocognitive research and in the design of real-

time human-machine interfaces [12]. 

EEG signals provide an important biological data source for 

classification-based analyses because they have high temporal 

resolution and contain electrical patterns directly related to 

cognitive states [4,13]. Thanks to these features, many 

cognitive parameters such as an individual's mental state, 

emotional state or motor responses can be modelled through 

EEG signals by means of various algorithms [13, 14]. In this 

context, especially machine learning methods are effectively 

used in automatic classification processes by analysing the 

structural complexity of EEG data [15]. Recent studies have 

shown that various machine learning algorithms have been 
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successfully applied to classify the open/closed eye state with 

EEG data [12,16]. The aim of this study is to classify the eye 

openness state (eyes open or closed) of individuals with high 

accuracy using EEG signals. For this purpose, the UCI EEG 

Eye State dataset was used in the experimental analyses [17]. 

The dataset consists of 14,980 samples and 15 features and 

contains eye state labels corresponding to EEG signals 

recorded at different time intervals. This time series data is a 

widely referenced source in the literature for the evaluation of 

EEG-based classification algorithms. 

In this study, Extra Trees Classifier (ETC) method was 

applied to develop an effective model in terms of classification 

accuracy, sensitivity to class balance and computational 

efficiency. Extra Trees algorithm is an ensemble learning 

method consisting of randomised decision trees and attracts 

attention with its fast-training process and high accuracy 

potential, especially in high-dimensional data sets [18, 19]. The 

model used in the study was first trained by eliminating missing 

values and performing the necessary normalisation operations 

in the dataset and then tested with 10-fold cross-validation 

method. The results obtained show that the developed model 

exhibits high success in eye state classification. These results 

suggest that traditional machine learning methods, when 

applied with careful data preprocessing and feature 

management, can provide an effective alternative to more 

complex and computationally costly classification models in 

terms of both accuracy and computational efficiency. In 

addition, this study aims to make both academic and practical 

contributions by providing a faster, simpler and feasible 

alternative to the computationally expensive models in the 

literature for eye state detection based on EEG signals.  

The remaining sections of the paper are structured as 

follows: In the second section, current approaches and related 

works in the literature on eye state classification based on EEG 

signals are comprehensively reviewed. In the third section, the 

EEG Eye State dataset used in the study, the data preprocessing 

steps, and the methods applied in the classification process are 

presented in detail. In the fourth section, the modelling process 

performed using the Extra Trees Classifier algorithm and the 

metrics and results used to evaluate the success of the model 

are shared. In the fifth section, the feature importance levels of 

the classification model are analysed, and the relative 

contributions of the EEG channels are interpreted. In the sixth 

section, the study is discussed comprehensively in the light of 

the findings obtained; finally, in the seventh section, general 

conclusions are given and suggestions for future studies are 

presented. 

 

2.  LITERATURE RESEARCH 
 

Classification of eye-openness state from EEG signals is 

considered as an important research area in many application 

areas such as human-computer interaction, driver attention 

systems and cognitive state analyses. In studies conducted in 

this direction, the effects of various machine learning 

modelling approaches on the classification performance of 

EEG-based signals have been extensively investigated. Hasan 

et al. (2021) proposed an ensemble model consisting of 

multilayer artificial neural networks to classify eye opening 

state using EEG signals, and obtained 89.2% accuracy and 

91.24% F-measure in their experiments on the UCI EEG Eye 

State dataset. The study revealed that the proposed approach is 

effective not only in terms of classification accuracy but also in 

terms of its suitability for real-time applications [20]. Similarly, 

Jayadurga et al. (2024) compared various ensemble learning 

algorithms based on bagging and boosting on EEG data and 

stated that Bagged k-NN model offers the best results in terms 

of classification performance. In addition, the XGBoost 

algorithm was effective in increasing the interpretability of the 

model thanks to its capacity to evaluate feature importance 

levels. The study reveals that ensemble-based approaches 

provide high performance and stable solutions for EEG-based 

eye state classification [21]. 

Xiao et al. (2023) proposed a model based on continuous 

wavelet transform (CWT) and an improved convolutional 

neural network (CNN) for the classification of eye openness 

state from EEG signals. In this study, variational mode 

decomposition (VMD) algorithm is used for signal 

preprocessing, CWT method is used for time-frequency feature 

extraction, and then classification is performed with a CNN 

model developed with residual connections and attention 

mechanisms. Experiments on the UCI EEG Eye State dataset 

show that the proposed method provides high accuracy and 

generalisation. This study makes an important contribution to 

improve the classification performance of deep learning 

architectures by obtaining two-dimensional visual 

representation from EEG signals [22]. In another study, Hasan 

Adil et al. proposed a simple but effective machine learning 

approach using the K-Nearest Neighbour (KNN) algorithm for 

the classification of eye openness status based on EEG signals. 

The signals obtained with Emotiv EPOC EEG device were 

manually labelled with video support and used in model 

training. The KNN algorithm yielded successful results in 

terms of accuracy and classification performance, while 

attracting attention with its low processing time. The study 

shows that simple machine learning algorithms can provide a 

powerful alternative for EEG-based classification problems 

when configured correctly [23]. 

Fikri et al. (2021) systematically examined the 

opportunities and main challenges of machine learning and 

deep learning approaches for eye movement classification. In 

particular, the study comparatively analysed the methods used 

for the detection of basic eye movement events such as saccade, 

fixation and smooth pursuit, highlighting the limitations of 

threshold-based methods and emphasising the potential of 

machine learning algorithms and recent deep learning 

architectures in this field. The models in the literature are 

evaluated in terms of classification performance, 

interpretability, data balance and real-time application 

compatibility, and the limitations encountered at the 

application level such as data labelling processes, parametric 

adjustments and generalisation problems are discussed. In this 

respect, the study provides a useful resource for comparing the 

methods used in classification applications with eye movement 

data and understanding the methodological trends [24].  

Although studies on eye state classification with EEG 

signals have an important place in the literature, there are also 

many studies for different purposes using EEG signals. In this 

context, EEG-based approaches have been successfully used in 

various applications such as epileptic seizure detection, mood 

analysis and mental state classification. Alkhaldi et al. (2024) 

presented a comprehensive review of the role of artificial 

intelligence and remote health applications in EEG-based 

epilepsy management. In the study, it was reported that 

algorithms such as CNN, SVM, Random Forest and stacking 

showed high performance in areas such as epileptiform activity 
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classification, seizure prediction and surgical prediction. It was 

also emphasised that tele-EEG systems and AI-supported 

mobile applications offer significant advantages, especially in 

regions where access to healthcare services is limited. This 

study demonstrates the increasing impact of AI-based models 

in the diagnosis and treatment of epilepsy at the literature level 

[25].  

Gaddanakeri et al. (2024) compared CNN and LSTM based 

deep learning models on DEAP dataset for emotion recognition 

with EEG signals. As a result of the preprocessing and 

modelling processes applied, it is stated that the LSTM 

architecture captures time-dependent patterns more 

successfully and provides superiority in classification 

performance. The study shows that deep learning is an effective 

method in EEG-based emotion recognition [26]. In this study 

by Wei-Yang Yu et al. (2024), a multi-model machine learning 

approach was developed by combining EEG signals and 

genetic data in the classification of Alzheimer's disease (AD). 

Within the scope of the study, both EEG-based biomarkers and 

a large number of single nucleotide polymorphisms (SNPs) and 

polygenic risk scores (PRS) were evaluated. Three different 

algorithms (SVM, Random Forest and XGBoost) were 

compared in the developed model and it was reported that the 

best performance was obtained with SVM. Significant 

differences were observed between AD patients and healthy 

individuals, especially in parameters such as EEG power, 

sample entropy and phase locking value (PLV). The findings 

reveal that the combination of EEG and genetic data provides 

an effective solution for early diagnosis of Alzheimer's disease 

and higher classification accuracy [27]. 

 

 

3. MATERIAL AND METHOD 
 

3.1. Material 
In this study, the open-access EEG Eye State dataset created 

by Oliver Roesler at Baden-Württemberg Cooperative State 

University was used in the analyses for the classification of 

individuals' eye openness state from electroencephalography 

(EEG) signals [17].  
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Figure 1. Electrode positions of the 14-channel Emotiv EPOC EEG system. 

The dataset consists of observations matching EEG signals 

with the open or closed eyes of individuals and is suitable for 

binary classification problem. The target variable eyeDetection 

represents the closed eyes with a value of 0 and the open eyes 

with a value of 1. Accordingly, the target variable in the dataset 

consists of two categories and the number of samples 

corresponding to the moments when the eyes are closed is 

8,257 and the number of samples corresponding to the 

moments when the eyes are open is 6,723. The dataset consists 

of 14,980 observations and 15 columns in total. The first 14 

columns reflect the instantaneous values of EEG signals 

obtained from different electrodes. These signals were 

recorded using the Emotiv EPOC EEG headset and the 

electrodes used cover the following channels: AF3, F7, F3, 

FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8 and AF4. The 

electrodes were placed in different regions of the brain, 

allowing data collection from the frontal, temporal, parietal and 

occipital lobes. This placement structure is visually presented 

in Figure 1. 

 
3.2. Method 
Data Preparation and Pre-processing: The EEG Eye State 

dataset used in this study is structured in ARFF (Attribute-

Relation File Format) format. ARFF is a file format that is 

widely preferred especially in machine learning applications 

and contains both attribute definitions and data. This structure 

allows the features in the dataset and the target variable to be 

explicitly defined, ensuring data integrity. The dataset was 

imported in the appropriate format to enable the analysis and 

modelling processes to be carried out in the Python 

environment and then converted to DataFrame format using the 

pandas library. Thanks to this transformation, the data has been 

made flexible and suitable for processing in order to perform 

statistical analyses, select attributes and apply classification 

models. 

Feature and Label Separation: Feature and label separation, 

which is one of the basic steps of the data preprocessing 

process, is a critical stage in terms of structuring machine 

learning algorithms. In this study, the variables in the EEG Eye 

State dataset are divided into two groups as independent 

variables (features) and dependent variables (target labels). The 

feature set (X) consists of numerical values corresponding to 

14 different electrode channels from which EEG signals are 

obtained. These channels were recorded by electrodes placed 

in the frontal, temporal, parietal and occipital regions of the 

brain. The target variable (y) is called eyeDetection and is a 

binary classification variable representing the closed eyes with 

the label 0 and the open eyes with the label 1. This distinction 

enabled the model to predict eye state only from the 

explanatory variables and allowed the learning process of the 

algorithms to be structured correctly. 

Feature and Label Separation: The first step in the data 

preprocessing process is the systematic separation of the 

explanatory variables and the target variable. In this study, 

numerical data representing EEG signals are set as independent 

variables (X), while the target variable eyeDetection is 

separated as dependent variable (y). The independent variable 

set contains the signals of 14 different electrode channels 

recorded by the EEG device, and the classification model is 

enabled to learn over these multidimensional data. The target 

variable contains the binary class information indicating 

whether the eyes are open (1) or closed (0). 
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Feature Scaling (Standard Scaler): Scaling is a critical part 

of the modelling process in order to increase the effectiveness 

of machine learning algorithms and to balance the effect of 

attributes on the model. In this context, the Standard Scaler 

method used in this study is a preprocessing technique that 

aims to fit the data into a standard distribution by setting the 

mean of each attribute equal to zero and the standard deviation 

equal to one. Thanks to this standardisation process expressed 

in Equation 1, the model is able to evaluate all variables at the 

same level of importance without discriminating between 

attributes of different scales. Thus, over-sensitivities and 

attribute biases that can be seen especially in distance and 

weight-based algorithms are prevented. The Standard Scaler 

application both increases the overall accuracy of the model 

and makes the training process more stable and faster [28]. 

 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑋 − 𝑚𝑒𝑎𝑛(𝑋)

𝑠𝑡𝑑(𝑋)
                          (1) 

 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 represents scaled data with mean 0 and standard 

deviation 1, where 𝑋 is the data value, 𝑚𝑒𝑎𝑛(𝑋) is the mean 

of the dataset and 𝑠𝑡𝑑(𝑋) is the standard deviation of the 

dataset. 

 

4. MODELLING AND EVALUATION 
 

4.1. Extra Trees Classifier 
In this study, the Extra Trees Classifier (ETC) algorithm 

was preferred in the modelling phase for classifying the eye-

opening status of individuals from EEG signals. ETC is a 

classifier that stands out among tree-based ensemble learning 

methods and is known for its high level of randomness. The 

algorithm is based on the ‘Extremely Randomised Trees’ 

approach developed by Geurts et al [29]. This method is based 

on the collective construction of decision trees and the 

combination of the predictions obtained from these trees by 

majority voting. The difference of the Extra Trees Classifier 

from traditional methods such as Random Forest is that not 

only the attributes but also the split points are randomised. In 

addition, the entire training data is used in the construction of 

the model without bootstrap sampling, thus providing diversity 

among the trees and increasing the generalisation capacity of 

the model. This high level of randomisation strategy reduces 

the variance of the model and limits the risk of overfitting. At 

the same time, the no-sampling approach provides more 

balanced learning by reducing the systematic bias [30]. 

The ETC model used in this study was trained with an 

ensemble of 100 decision trees. This number of trees was 

chosen to improve both the stability of the model and the 

classification performance. A large number of trees improves 

decision reliability and supports overall accuracy, especially 

for biosignals that may contain noise such as EEG. A visual 

representation of the general operation of the model is 

presented in Figure 2. Among the hyperparameters of the 

algorithm, variables such as the number of trees, minimum 

sample size and the number of random features to be evaluated 

at the node are critical factors that directly affect the decision 

diversity and generalisation performance in the learning 

process. On the other hand, since the node splitting process is 

randomised due to the structure of ETC, the computational cost 

remains low, which makes the method a computationally 

efficient solution. Thanks to these features, Extra Trees 

Classifier is considered as a powerful, fast and balanced 

learning tool for binary classification problems such as eye 

state in high-dimensional, multivariate and structurally 

complex EEG data. 

 

Extra Tree

Tree-1 Tree-2 Tree-N

Outcome-1 Outcome-NOutcome-2

Final Result
 

Figure 2. Extra Trees Classifier 
 

4.2. Evaluation Metrics 
Cross Validation: In this study, the 10-Fold Cross-Validation 

method was used to reliably assess the generalisability of the 

classification model. This method allows the model to be tested 

independently in each subset by dividing the entire dataset into 

ten subgroups of approximately equal size, thus providing more 

robust and statistically significant performance measures. The 

StratifiedKFold approach was adopted in the cross-validation 

process. This method stabilises the validation process of the 

model in data sets with class imbalance, by preserving the class 

distribution proportionally in each layer and enables the 

evaluation criteria to be calculated fairly across classes. 

Performance Evaluation Metrics: The success level of the 

classification model developed in this study is evaluated with 

basic performance measures that are widely used in 

classification problems and are considered statistically 

significant. These metrics quantitatively reveal both the overall 

and class-based discrimination capacity of the model and allow 

inferences to be made regarding the practical applicability of 

the model. 

Accuracy: Accuracy is a key indicator of success that 

expresses the overall accuracy of the classification model. It is 

calculated as the ratio of the number of data correctly classified 

by the model out of all instances to the total number of 

instances. Since this metric includes correct predictions in both 

positive and negative classes, it is a holistic evaluation measure 

that reflects the overall classification competence of the model. 

Accuracy is calculated as the ratio of the sum of True Positive 

(TP) and True Negative (TN) predictions, plus false positive 

(FP) and false negative (FN) predictions, to the total number of 

samples. In Equation 2, the accuracy measure is expressed 

mathematically [28]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
               (2) 

 

Precision: Precision is an evaluation metric that expresses the 

proportion of samples that the model predicts belong to the 

positive class that are actually positive. This metric is 

especially critical in cases where the model has a high tendency 

to generate false positives (FP). This is because it reflects the 

level of accuracy in the model's positive forecasts and reveals 

its forecast reliability. In other words, it measures how many of 

the samples that the model marks as “positive” class actually 
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belong to that class. In Equation 3, the Precision criterion is 

expressed mathematically [28].  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                             (3) 

 

Recall: Recall is one of the key classification metrics that 

measures the model's ability to recognize true positive 

examples. In other words, it refers to the proportion of all 

instances belonging to the positive class that the model 

correctly classifies as positive. This metric plays a decisive 

role, especially in applications where it is critical to reduce the 

number of False Negative (FN), i.e. missed positive examples. 

The sensitivity value is expressed mathematically in equation 

4 [28]. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                               (4) 

 

F1-Score: The F1 score is a composite metric that 

quantitatively reflects the balance between the precision and 

recall metrics of a classification model. By taking the harmonic 

mean of both values, this metric summarizes in a single value 

both the model's ability to detect true positives and its success 

in avoiding false alarms. Especially in datasets with imbalance 

between classes, where general measures of success such as 

accuracy can be misleading, the F1 score provides a more 

accurate representation of the model's true performance. Due 

to its computational methodology, the F1 score can reach high 

values not only with high precision or high sensitivity, but by 

optimizing both together. As such, it is one of the key success 

indicators of choice, especially in scenarios where both false 

positive (FP) and false negative (FN) results are critical (e.g. 

medical diagnostics, security systems, fraud detection). The F1 

score is mathematically formulated in equation 5 [28,31]. 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                (5) 

 

This ratio takes a value between 0 and 1, with a value closer 

to 1 indicating that the model has a strong balance in terms of 

both precision and sensitivity. Therefore, the F1 score is 

considered as an indispensable performance criterion for the 

reliability and application success of classification systems. 

Receiver Operating Characteristic Curve (ROC): It is an 

evaluation tool that visualizes the extent to which the model 

can correctly distinguish the positive class depending on the 

classification thresholds in binary classification problems. The 

ROC curve shows the relationship between the model's True 

Positive Rate (TPR), or sensitivity, and False Positive Rate 

(FPR). These two ratios change as the threshold is varied, and 

the ROC curve graphically presents the discrimination 

performance of the model across this variability. The points on 

the curve represent the behaviour of the model at different 

thresholds, while the Area Under the Curve (AUC) is a singular 

metric that summarizes the overall classification ability of the 

model. The AUC value ranges between 0 and 1, with values 

close to 1 indicating that the model can distinguish between 

positive and negative classes with high accuracy. AUC value: 

0.5 means performance equivalent to random guessing and 1.0 

means excellent classification performance. In this context, 

ROC-AUC analysis offers a more robust and reliable metric to 

assess the true discrimination capacity of the model, especially 

in scenarios where classical metrics such as accuracy can be 

misleading, especially in the presence of class imbalance [28]. 

Confusion Matrix: The Complexity Matrix is a fundamental 

evaluation tool that allows analysing the performance of 

classification models not only in terms of overall accuracy, but 

also in terms of class-based patterns of success and error. This 

structure details the classification process by comparing the 

predictions produced by the model with the actual class labels 

through four main components: True Positive (TP), False 

Positive (FP), True Negative (TN) and False Negative (FN). 

These four components categorically reflect both the model's 

accuracy and its tendency to be wrong at the class level. 

Especially in binary classification problems, the structure of 

this matrix is usually 2x2 in size, allowing a direct comparison 

of the performance of the model for different classes [28]. 

     The complexity matrix is the main data source for 

calculating not only overall accuracy but also important 

derivative metrics such as precision and recall. In this respect, 

the complexity matrix provides the opportunity to analyse the 

decision quality of the model in more detail, especially in data 

sets with class imbalance or in clinical, financial or security-

based applications where certain classes (e.g. positive class) are 

more critical. It also provides a more comprehensive 

perspective on what types of errors the model is prone to make 

and the operational consequences of these errors in the 

application domain. Thus, not only quantitative success but 

also qualitative evaluation becomes possible [31]. 

 

5. FEATURE IMPORTANCE 
 
In order to increase the interpretability of machine learning 

models and to quantitatively reveal which variables contribute 

more to the classification process, feature importance ranking 

was performed in this study. This analysis allows for a more 

transparent evaluation of not only the output of the model but 

also the decision-making process [32,33]. Especially when 

working with multidimensional and structurally complex data 

such as biological signals, knowing the relative importance 

levels of attributes plays a critical role in understanding the 

internal logic of the model and increasing its interpretability 

[34]. In this study, attribute importance scores are computed 

from the decision trees of the Extra Trees Classifier algorithm 

using a model-based approach. This method statistically 

evaluates the contribution of the EEG data obtained from each 

electrode channel to the classification decision. Due to the 

natural structure of tree-based algorithms, direct interaction 

between features is taken into account and the features that 

contribute the most to the learning process of the model are 

ranked according to their relative weights. 

 

6. RESULT AND DISCUSSION 
 

6.1 Result 
This study aims to classify the eye openness (open/closed) 

of individuals using the EEG Eye State dataset, which is made 

openly available by Baden-Württemberg Cooperative State 

University through the UCI Machine Learning Repository. The 

dataset consists of a total of 14,980 observations corresponding 

to 14 channels of EEG signals recorded at different time points; 

each sample is labeled in a binary classification format 

according to whether the eyes are open (1) or closed (0). In the 

modeling process, Extra Trees Classifier (ETC), an ensemble 

learning algorithm based on decision trees, was used and the 
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classification performance of this model, which was configured 

with 100 trees, was analysed based on various criteria. 

In order to evaluate the generalizability and stability of the 

model, the Stratified 10-Fold Cross-Validation method was 

used and key performance metrics such as accuracy, precision, 

recall and F1 score were calculated for each layer. According 

to the results presented in Table 1, the model performed 

consistently above 90% in all layers, especially in layer 1 (Fold 

1), where the F1 score of 0.9521 was the highest among all 

layers. This result indicates that the model maximizes the 

model's ability to predict the positive class both accurately and 

consistently in this layer. Overall, the average accuracy of the 

model is 0.9511, average precision is 0.9645, average 

sensitivity is 0.9252 and average F1 score is 0.9444. These 

metrics reveal that the model performs a high performance and 

reliable classification by balancing between classes. In 

particular, the high average F1 score shows that the model is 

able to distinguish both positive and negative classes in a 

balanced way and exhibits a stable behavior in decision 

processes. 

 
TABLO 1 

CROSS-VALIDATION PERFORMANCE METRICS 

Fold Accuracy Precision Recall F1 Score 

1 0.9579 0.9736 0.9315 0.9521 

2 0.9526 0.9574 0.9360 0.9466 

3 0.9566 0.9691 0.9330 0.9507 
4 0.9526 0.9659 0.9271 0.9461 

5 0.9506 0.9614 0.9271 0.9439 

6 0.9473 0.9640 0.9167 0.9397 
7 0.9493 0.9571 0.9286 0.9426 

8 0.9426 0.9666 0.9034 0.9339 

9 0.9526 0.9703 0.9227 0.9459 
10 0.9493 0.9599 0.9257 0.9425 

 

Feature importance evaluation, which is used to analyse 

which features are more decisive in the classification decisions 

of the model, plays an important role in making the internal 

decision structure of the model more transparent and 

interpretable. In this context, the relative importance scores 

calculated by the Extra Trees Classifier algorithm over the 

decision trees are analysed. As presented in Table 2, the 

attributes that the model gives the most weight in the 

classification process are the data belonging to the O1 and P7 

electrodes. The fact that these two channels stand out with 

importance scores of 0.1154 and 0.1000, respectively, indicates 

that the EEG signals obtained from the occipital (O1) and 

parietal (P7) regions have high discriminative power in 

distinguishing the eye-opening status. 

 
TABLE 2  

FEATURE IMPORTANCE SCORES 
Feature Importance Score 

O1 0.1154 

P7 0.1000 

F7 0.0857 
F8 0.0782 

AF3 0.0772 

AF4 0.0761 
FC6 0.0650 

FC5 0.0617 

F4 0.0614 
T7 0.0587 

T8 0.0583 

F3 0.0571 
O2 0.0568 

P8 0.0482 

Moreover, channels such as F7, AF3 and AF4, which 

correspond to the frontal region, ranked high with scores of 

0.0857, 0.0772 and 0.0761, respectively, suggesting that the 

model also considers frontal lobe activities as an important 

determinant in the decision-making process. This supports that 

brain regions associated with visual attention, eye movements 

and cortical activation processes are critical for the detection of 

eye openness via EEG signals. Channels with low importance 

scores, such as O2, P8 and F3, contributed less to the model's 

classification process, which may be instructive for future 

regional analyses in relation to the topographic distribution and 

signal characteristics of the data. 

In order to visually and statistically evaluate the 

classification performance of the model, the Receiver 

Operating Characteristic (ROC) curve was analysed. The ROC 

curve shows the accuracy of the model at different thresholds, 

indicating the extent to which the positive class is correctly 

separated. As presented in Figure 3, the ROC curve for Fold 1 

clearly shows that the model has a high discriminative power, 

with its structure almost leaning towards the upper left corner. 

The Area Under Curve (AUC) value was calculated as 0.9926 

in this sample. This value indicates that the classification 

performance is almost perfect, confirming that the model works 

with both high accuracy and low false positive rate. In this 

context, the obtained ROC curve and AUC score show that the 

model is highly successful not only in terms of average metrics 

but also in terms of its sensitivity in class discrimination. As 

the reduction of false positives is critical, especially in 

biomedical classification problems, this result supports the 

suitability of the model for practical applications. 

 

 
Figure 3. ROC Curve and AUC Value for Fold 1 

 

In order to further analyse the classification performance of 

the model, the confusion matrix for Fold 1 is examined. As 

presented in Figure 4, the four main components of the model's 

correct and incorrect classifications are clearly visible. The 

model produced 809 True Negative and 17 False Positive 

predictions for the negative class (label 0), which represents 

when the eyes are closed. On the other hand, 626 True Positive 

and 46 False Negative predictions were made for the positive 
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class (label 1). According to these results, the model was able 

to discriminate both classes with high accuracy and 

demonstrated its discriminative power by making very low 

false positive predictions, especially for the negative class. The 

relatively high number of false negatives (FN = 46) suggests 

that the model is more cautious when classifying the positive 

class (eyes open). This distribution reveals that the model 

exhibits a balancing structure that contributes to its overall 

performance and keeps the misclassification rates to a 

minimum. Hence, these findings from the confusion matrix are 

consistent with previous performance metrics and ROC 

analysis, numerically confirming the model's consistent 

success in class discrimination. 

 

 
Figure 4. Confusion Matrix for Fold 1 

 

6.2 Discussion 
In this study, it is aimed to classify the eye openness state 

(open/closed) of individuals using EEG signals. For this 

purpose, the EEG Eye State dataset was used; the dataset 

contains 14,980 observations labelled for binary classification, 

consisting of 14 attributes in total. In the modelling process, 

data normalization was applied, and all variables were 

evaluated on the same scale. In the classification phase, the 

Extra Trees Classifier (ETC) algorithm, an ensemble method 

based on decision trees, was preferred and the model was tested 

with a 10-fold cross-validation method. The model gave 

consistent results in each fold and demonstrated an overall 

successful classification performance. In particular, Fold 1 

showed the highest success in terms of F1 score. 

The ROC curve of the model shows that the classification 

sensitivity is high, while the confusion matrix reveals low 

levels of misclassifications. Moreover, the feature importance 

analysis shows that the model gives more weight to some EEG 

channels in the classification process. This supports the effect 

of topographical diversity of EEG signals on classification 

success. However, the study also has some limitations. Since 

the dataset used was obtained from a single group of 

participants, it may be limited in terms of generalizability. In 

addition, only one basic machine learning algorithm was used 

for classification, and different model comparisons were not 

included. The lack of integration of deep learning or other 

signal processing techniques may have limited the ability of the 

method to recognize more complex patterns. In these respects, 

the study has demonstrated the effectiveness of machine 

learning methods in EEG-based eye state classification, but it 

is recommended to be supported by studies with larger 

participant profiles, different algorithms and multiple data 

sources. 

 

7. CONCLUSION AND FUTURE STUDIES 
 
In this study, we aim to automatically classify the eye 

openness state (open/closed) of individuals from EEG signals 

and develop a machine learning model on the EEG Eye State 

dataset. In the modelling process, the Extra Trees Classifier 

method, an ensemble learning algorithm based on decision 

trees, was preferred and the performance of the model was 

analysed in detail by applying 10-fold cross-validation on the 

dataset. The findings show that the model offers a consistent 

classification success. In particular, the highest success in 

terms of F1 score was observed in Fold 1, while the ROC curve 

and confusion matrix revealed that the model has a strong 

discrimination ability in terms of both sensitivity and 

specificity. Feature importance analysis revealed that some 

EEG channels play more decisive roles in the classification 

process, emphasizing the contribution of regional EEG activity 

to classification success. These findings suggest that traditional 

machine learning algorithms, when combined with appropriate 

preprocessing techniques and balanced modelling strategies, 

can provide effective solutions to classification problems based 

on biological signals such as EEG. 

Despite the findings of this study, some limitations need to 

be addressed in future research. First of all, since the dataset 

used was obtained from a single device and under limited 

conditions, the generalizability of the model should be re-

evaluated with EEG data collected from different populations 

and conditions. Furthermore, comparative performance 

analysis of different machine learning algorithms (e.g. 

LightGBM, XGBoost) and deep learning-based models (e.g. 

CNN, LSTM) can be performed to reveal more robust 

classification structures. On the other hand, this line of research 

can be further deepened by extending studies such as time 

series-based feature extraction, advanced filtering techniques 

for signal noise removal, and classification of cognitive states 

other than eye state. In particular, the development of low 

latency and high accuracy models for real-time applications 

will contribute to practical applications such as EEG-based 

human-computer interfaces and driver attention systems. 
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1. INTRODUCTION  
 

Energy is the most important factor that human beings need 

to meet their needs. Due to the ever-increasing world energy 

demand, industrialization and rapid population growth, the 

need for energy is increasing day by day and the growing 

energy demand deficit is growing [1]. Various studies have 

been carried out to investigate the feasibility of using cleaner 

[2-4] and renewable fuel alternatives to reduce the 

unfavorable impact of engine exhaust emissions on the 

environment. While coal, oil and natural gas were mostly 

used as fossil resources in the past, today more renewable 

and transformable energy resources such as wind, solar, 

hydraulic, biomass etc. are produced and consumed. In 

addition, biodiesel, which is one of the renewable energy 

sources [5-6], has advantages such as the fact that it can be 

used without making any changes in the structure of the 

diesel engine, its cetane number is high, its flash point is low, 

it is safer to transport and store compared to diesel fuel, and 

it reduces exhaust emission values [7-8]. Apart from its 

advantages, the disadvantages of biodiesel fuel compared to 

diesel fuel in terms of its thermal value, viscosity, cold flow 

property and freezing point have led researchers to develop it 

with various nanoparticles [9-10]. Although hybrid and 

electric vehicles are being studied intensively in the coming 

years, the need for an alternative renewable energy source to 

diesel fuel is indispensable for heavy vehicles with diesel 

engines that need power and torque requirements [11]. 

Keskin et al. reported [12] that methyl esters were produced 

from fatty acids and the resin acids were reacted with NiO 
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and MnO2 at certain ratios for the production of metallic fuel 

additives in order to improve the values that may occur in 

diesel fuel. To prepare each metallic fuel additive test fuels, a 

mixture of 60% biodiesel and 40% diesel fuel was made and 

8 μmol/l and 12 μmol/l of additives were added. The metallic 

additives added to biodiesel fuel improved the pour point and 

viscosity values and reduced CO emissions by 64.28% and 

smoke opacity by 30.91% in the exhaust emission gases of 

biodiesel fuels. It was observed that NOx emissions were 

generally low in biodiesel fuel. Gürü et al.  Used [13] 

organic compounds of Mg, Ca, Cu and Mn as fuel additives. 

In the experiments, manganese-containing fuel additive has a 

better effect on diesel fuel compared to other metallic 

additives. While 54 μmol Mn/l additive, which was 

determined as the rate to be used, decreased the freezing 

temperature of diesel fuel by 12.4 oC, manganese additive 

used at the same rate increased the cetane number from 

46.22 to 48.24. O2 and CO emissions decreased by 0.2% and 

14%, respectively. 

In the literature research, the use of biodiesel obtained from 

waste frying oil in diesel engines needs to be improved due 

to deterioration in performance and combustion parameters 

compared to diesel fuel. Therefore, in this study, the 

manganese standard solution additive (Mn(NO3)2) was added 

to biodiesel and diesel fuel blends, and the resulting blends 

were tested in a CI engine to investigate the changes in 

combustion and emission parameters as well as the chemical 

and physical properties of the blended fuels. 

 
 

2. MATERIALS AND METHODS 

2.1. The test equipment and methodology 
 

Experimental studies were carried out in the workshop of 
Batman University Automotive Engineering Department. 
Biodiesel was produced from waste frying oil by 
transesterification method [14]. B25 and Mn100B25 fuel 
blends were obtained with biodiesel fuel produced by 
standard methods. For combustion parameters and emission 
values, cylinder gas pressure, net heat release, pressure 
increase rate, average gas temperature, cumulative heat 
release and NOx, CO, CO2, HC emission values of DF, B25 
and Mn100B25 fuels were tested in the experimental engine 
setup shown in Figure 1 and compared graphically in results 
and discussion section. 

 

 Figure 1. Schematic view of the experimental engine 

The technical specifications of the diesel engine used for 

the determination of combustion and emission values are 

given in TABLE I. The combustion values of the test fuels in 

the diesel research engine were taken at 2 bar bmep, 4 bar 

bmep and 6 bar bmep parameters and under the same 

experimental conditions. 

 
TABLE I. THE TECHNICAL SPECIFICATIONS OF THE TEST CI 

ENGINE 

Engine Brand and Type  Kirloskar TV1 

Bore / Stroke 87 / 110 mm 

Compression ratio 17.5:1 

Total displacement 0.66 liter 

Connecting rod length 234 mm 

Brake power 5.2 kW @ 1500 rpm  

 

In this study, ICEngineSoft_9.0 computer program was 

used for combustion data. ICEngineSoft_9.0 application 

simultaneously transfers the data received from the engine to 

the computer. For the emission values in the experimental 

studies NOx, CO, CO2 and HC exhaust emission values of 

three different fuels were measured by testing DF, B25 and 

Mn100B25 fuel blends at 2 bar bmep, 4 bar bmep and 6 bar 

bmep parameters with CAPELEC brand CAP 3200 model 

exhaust gas device. Technical specifications of the diesel 

emission device are shown in TABLE II. 

           
TABLE II. SENSITIVITY AND LIMITS OF MEASUREMENT 

Parameter limits of measurement Precision 

Engine speed 0-12000 rpm ±0.1% 

Pressure sensor 0-200 bar ±0.5% 

NOX 0-10000 ppm ±1 ppm 

CO2 0-21.0% ±0.1% 

CO 0-10% ±0.001% 

HC 0-20000 ppm ±1 ppm 

 
2.1. Test Fuels and Manganese Additives 

Mn compounds in solid form on earth are found in more 
than 300 minerals and the most commercially used 
compound is manganese dioxide (MnO2). Manganese 
dioxide is used between 78-85% in the battery industry and 
74-84% in the chemical industry. The density value of the 
additive used is 1.014 gr/cm3, which is slightly higher than 
the density value of diesel and biodiesel. In the literature 
studies, it has been observed that Mn-based additive acts as a 
combustion enhancer, increases the cetane number and 
accordingly reduces the freezing point. In addition, the 
manganese additive improved the disadvantages of biodiesel 
fuel such as high viscosity and density and low heating 
value. Commercially available Sıgma-Aldrıch brand sodium 
hydroxide and decanol brand 99% purity methyl alcohol 
were used. For biodiesel production, 0.5% sodium hydroxide 
(NaOH) catalyst and 20% methyl alcohol (CH3OH) were 
used in 1 liter of waste frying oil [14]. For fuel analysis, 
B100, B25 and Mn100B25 fuels were analyzed by 
TÜBİTAK Marmara Research Center (MAM) and viscosity, 
density, flash point, freezing point, cetane index and lower 
heating value parameters were analyzed separately for each 
fuel in accordance with the standards and the results are 
given in TABLE III. 
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                       TABLE III. PHYSICAL AND CHEMICAL PROPERTIES OF THE TEST FUELS USED IN THE EXPERIMENTS 

 

 

 

 

 

 

 
 
3. RESULTS AND DISCUSSIONS  

3.1. Cylinder Gas Pressure and Net Heat Release 

The variations of CGP with respect to °CA at constant 
engine speed at 1500 rpm for 2 bar bmep, 4 bar bmep and 6 
bar bmep parameters of three different loads types used for 
test fuels are given in Fig. 2. When the 6 bar bmep 
parameter, which has the highest °CA, is examined, it is 
found that the highest CGP increase values are Mn100B25, 
B25, DF fuels and their values are 74.62 °CA, 73.28 °CA, 
72.78 °CA bar, respectively. 

 

 

 

 
 

Figure 2. Cylinder gas pressure and net heat release rate curves under 

varying loads 

 

 

 

The difference in CGP between Mn100B25 and DF values is 
2.46%. When all the figures are analyzed, it is observed that 
as the engine parameter is increased, the fuel ratio sent to the 
cylinder will increase and the CGP will also increase. At 6 
bar bmep, the CGP of Mn100B25 fuel are higher than diesel 
fuel, which is thought to be due to the fuel mixture ratio and 
the increase in the thermal value of the manganese additive. 

The variations of the net HRR of the test fuels at 2 bar 
bmep, 4 bar bmep and 6 bar bmep parameters at constant 
1500 rpm in terms of J/o with respect to °CA are given in in 
Fig. 3. When the 6 bar bmep parameter, which has the 
highest °CA, is examined, it is seen that Mn100B25, B25 
and DF fuels have the highest HRR values at 357 J/o and 
their values are 41.05 J/o, 37.5 J/o and 36.19 J/o, respectively. 
The difference in HRR between Mn100B25 and DF fuel 
values is 11.83%. The high value in Mn100B25 fuel is due to 
the high amount of fuel burned per cycle due to the increase 
in the parameter amount [15]. Since the manganese additive 
added to the Mn100B25 fuel increases the calorific value of 
the fuel, the HRR was high at 6 bar bmep parameter. 

 
 

3.2. Pressure Increase Rate and Mean Gas Temperature 

 

The variations of the MGT of the test fuels with respect to 

the oCA at 2 bar bmep, 4 bar bmep and 6 bar bmep 

parameters and at constant 1500 rpm are given in Fig. 3. 

When the 6 bar bmep parameter is examined, it is seen that 

the highest values of the MGT at 380 K are Mn100B25, DF 

and B25 fuels and their values are 1624.07 K, 1600.48 K and 

1588.75 K, respectively. The difference between the highest 

Mn100B25 fuel and DF fuel, which has the closest values, is 

1.45%. Biodiesel fuel has a lower heating value than diesel 

fuel. The addition of manganese additive to Mn100B25 fuel 

increased its calorific value and increased the MGT. In 

addition, the decrease in density value was effective in 

increasing the MGT by increasing the flame intensity [16]. 

Changes in the rate of pressure rise (RPR) increase according 

to crankshaft angle (bar/o) at low, medium and high loads 

and at constant 1500 rpm for test fuels are given in Figure 4. 

When the figures are examined, it is observed that as the 

engine parameter is increased, the amount of fuel sent to the 

cylinder will increase and therefore the cylinder pressure 

increase rates increase. The highest-pressure increase rates 

were observed for B25 fuel at 2 bar bmep, DF fuel at 4 bar 

bmep and Mn100B25 fuel at 6 bar bmep. The sudden 

pressure increase of B25 fuel at 2 bar bmep depends on the 

cetane number of the fuel, the temperature and pressure of 

the air taken into the cylinder due to the long ignition delay. 

At 6 bar bmep, as the engine parameter increases, it can be 

said that a more controlled combustion occurs as a result of 
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the decrease in the rate of pressure increase between the fuels 

and the shortening of the ignition delay time [17]. 

 

 

 

 
Figure 3. The mean gas temperature curves and rate of pressure rise curves 

under varying loads 

3.3. Cumulative Heat Release 

The cumulative heat release (CHR) changes for the test fuels 

at constant 1500 rpm and different engine parameters at low, 

medium and high loads, with respect to oCA are given in 

Figure 4. Once the figures are examined, the CHR increased 

with the increase in the engine parameter, but the difference 

between the heat release values decreased gradually. 

Mn100B25 at 2 bar bmep, DF fuel has the highest 

cumulative heat release at 4 bar bmep and 6 bar bmep. The 

high CHR value of B25 and Mn100B25 fuel values can be 

said to be the high oxygen content in biodiesel fuel and the 

effect of manganese additive on cetane number [18]. It is 

thought that the high values CHR in the low load parameters 

are due to the high amount of oxygen in the biodiesel fuel, 

the Mn additive used and the effect on the cetane number. 
The high cumulative heat release value of B25 and 

Mn100B25 fuel values can be attributed to the high oxygen 

content in biodiesel fuel and the effect of manganese additive 

on cetane number [18]. 

 

 

 

 
Figure 4. The cumulative heat release curves under varying loads 

3.4. NOx Emission 

At temperatures above 1600 oC reached in in-cylinder 

combustion, nitrogen oxides are formed by the reaction of 

nitrogen in the air with oxygen, provided that there is 

sufficient time. In the case of a lean mixture, nitrogen oxide 

emissions will decrease as the internal temperature of the 

cylinder will decrease with the amount of gas reacting. In 

addition, nitrogen oxides can cause lung diseases, respiratory 

infections and damage to vegetation [16].  The NOx 

emission values of different fuel types at different engine 

parameters are shown graphically in Figure 5. When all fuel 

types are examined, the emission values, which are at 

minimum levels at low loads, increase in NOx emission 

values with gradual increase in engine parameters. 
According to the 2 bmep parameters, Mn100B25 emission 

value has the highest NOx emission value with 161 ppm and 

144 ppm, Mn100B25 emission value has 141 ppm, DF 

emission value has the lowest NOx emission value with 133 

ppm. The fact that diesel fuel emits less emissions compared 

to biodiesel fuel blended fuels, the increase in fuel 

consumption due to the increase in the value of the bmep 
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parameter and the increase in the in-cylinder temperature 

with expanding combustion increased NOx emissions. 

 
Figure 5. The variation of NOx emissions under varying loads for test fuels 

 

3.5. CO Emission 

The presence of CO emissions in combustion products is due 

to the lack of sufficient oxygen in the environment. If the 

amount of air in the air-fuel mixture is low, the amount of O2 

in the combustion reaction will be insufficient, and not all of 

the fuel carbon will be converted into CO2 and remain as CO 

[19]. The CO emission values of different fuel types at 

different engine parameters (idle, low, medium and high) are 

shown graphically in Fig. 6. When all fuel types are 

analyzed, while CO emission values of all fuels are equal in 

the idle parameter, DF and B25 fuel values remain equal in 

the low parameter, while there is a slight increase in the 

Mn100B25 value. In the medium and high parameters, the 

CO emission values of DF and Mn100B25 fuels were equal 

to each other, while the emission value of B25 fuel remained 

below the two fuel types. It can be said that the oxygen 

content in biodiesel fuel is effective in reducing CO emission 

gases [20-22]. 

 

   

Figure 6. The variation of CO emissions under varying loads for test fuels 

 
3.6. CO2 Emission 

Carbon dioxide is the combustion product of fuels containing 

carbon molecules in their structure, which combines with 

oxygen and combusts completely in the combustion chamber 

[16]. The CO2 emission values of different fuel types at 

different engine parameters are shown graphically in Fig. 7. 

When all fuel types are examined, while the CO2 emission 

values of all fuels are equal at idle parameter, an increase in 

all CO2 emission values is observed due to the increase in 

engine parameters. At high load, B25 and Mn100B25 fuel 

emission values were equal values while DF emission value 

remained at 8.33% lower levels. With the increased amount 

of parameters, the emission values increased in direct 

proportion to the load due to the conversion of more CO 

emissions into CO2 emissions with improvements in 

combustion with more air intake into the combustion 

chamber. 

 

 

Figure 7. The variation of CO2 emissions under varying loads for test fuels 

 
3.7. HC emission 

 

The presence of HC emissions in the exhaust gases is due to 

incomplete combustion of the fuel. It is a situation where the 

combustion reaction slows down due to the air-fuel mixture 

ratios being too rich or too lean and the combustion cannot 

be completed [19]. The HC emission values of different fuel 

types at different engine parameters (low, medium and high) 

are shown graphically in Fig. 8. When all fuel types are 

analyzed, it is seen that the in-cylinder temperature does not 

occur sufficiently with the increase of the parameter and 

accordingly the combustion efficiency does not increase 

sufficiently, which increases the HC emissions [23]. At 

medium and high fuel parameters, B25 and Mn100B25 fuel 

emission values are lower than DF fuel and B25 fuel has the 

lowest emission values, which depends on the amount of 

oxygen in biodiesel fuel and diesel-biodiesel fuel blend ratios 

[24]. 

 

 

Figure 8. The variation of HC emissions under varying loads for test fuels 

 
4. CONCLUSION  
 
Due to the dwindling oil reserves in the world, the search for 

renewable fuels for internal combustion engines has led to a 

growing interest in biodiesel. In order to improve the 

chemical and physical properties such as calorific value, 
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viscosity, and freezing point, which are among the 

disadvantages of biodiesel fuel, it has prompted researchers 

to use various additives. In this study, biodiesel fuel blend 

was blended with nanoparticles, and after physical and 

chemical analysis, combustion parameters and emission 

values were tested in a diesel research engine. In the 

experimental study with Mn100B25, B25, and DF test fuels, 

the following results were generally determined. 

 The additive decreased the viscosity, flash point, 

cetane number and density of Mn100B25 fuel. It 

slightly increased the freezing point and calorific 

value.  

 When the cylinder gas pressures of three different 

fuels are compared, the highest cylinder gas 

pressure was observed in Mn100B25 fuel at 6 bar 

bmep, which has the highest crankshaft angle, and 

the difference in cylinder gas pressure between 

Mn100B25 and DF fuels is 2.46%. 

 Crankshaft angles were close to each other and the 

highest average gas temperature at 6 bar bmep was 

found for Mn100B25 fuel. The difference in 

cylinder gas pressure between Mn100B25 and DF 

fuels is 1.45%. The high average gas temperature in 

Mn100B25 fuel is thought to be due to density and 

calorific value. 

 The highest net heat release was determined with 

Mn100B25 fuel at 6 bmep. The difference in net 

heat release between Mn100B25 and DF fuel values 

is 11.83%. The manganese additive added to 
Mn100B25 fuel was found to increase the calorific 

value of the fuel.  

 It is thought that the high values at idle and low 

parameters in cumulative heat release, the high 

amount of oxygen in biodiesel fuel and the additive 

used have an effect on the cetane number. 

 An increase in NOx emission values was also 

observed with the increase in bmep value. At 2 bar 

and 6 bar bmep parameters, NOx emission values 

increased the least from 33 to 259 ppm, 

respectively.  

 The fact that diesel fuel emits less emissions than 

biodiesel fuel blended fuels can be said to be due to 

the in-cylinder temperature and the oxygen content 

in the biodiesel content. 

As a result of the studies, manganese standard solution 

additive [Mn(NO3)2] added to biodiesel-diesel fuel blends 

obtained from waste vegetable oil improved the important 

chemical and physical properties of the blended fuels and the 

combustion parameters were generally parallel to the diesel 

fuel curves. It was determined that biodiesel-diesel fuel 

blends with Mn(NO3)2 additive can be used in diesel engines 

without any modification. 

Abbreviations 

CGP  Cylinder gas pressure, bar 

CHR  Cumulative heat release 
CI  Compression ignition 

Mn100B25                25%(in vol.) biodiesel, 75% DF (in vol.) and 100 ppm 

M(NO3)2  
HC  Hydrocarbon 

HRR  Heat release rate, J/° 

MGT  Mean gas temperature, K 
DF  Diesel fuel 

°CA  Crank angle degree 
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1. INTRODUCTION 
 

Lung cancer is the most common type of cancer and the 

leading cause of cancer-related deaths worldwide [1]. 

According to the GLOBOCAN database, approximately 2.09 

million new cases were reported in 2018, with around 1.76 

million deaths attributed to the disease [2]. In recent years, 

both incidence and mortality rates have risen sharply [3]. 

 Lung cancer is classified into two main types: Non-

Small Cell Lung Cancer (NSCLC) and Small Cell Lung 

Cancer (SCLC) [4]. NSCLC accounts for 80%–85% of cases 

and includes three subtypes: adenocarcinoma, squamous cell 

carcinoma, and large cell carcinoma [5]. SCLC, on the other 

hand, represents about 10%–15% of cases. Although survival 

rates vary by clinical stage, the overall 5-year survival rate 

remains low at approximately 22% [6]. 

 Radiological imaging methods are frequently used to 

detect lung cancer early [7]. Chest radiography is one of the 

most basic methods [8]. It is both low-cost and widely used. 

However, the tumor's size and location can cause issues. It 

might be missed or mistaken for other lung diseases [9]. Due 

to these disadvantages, detecting small lesions or early-stage 

tumors on chest radiography is very challenging [10]. 

Computed tomography (CT) is a more sensitive method 

for lung cancer diagnosis [11]. It allows comprehensive 

volumetric images to be captured in a single breath-hold [12]. 

By scanning the lungs in thin sections, CT can detect both 

small nodules and the extent of tumor spread [13]. Several 

studies have shown that low-dose CT detects more nodules 

and early-stage lung cancers compared to chest radiography 

[14, 15]. However, interpreting lung CT scans is a particularly 

intensive task. It requires extensive experience to assess the 

malignancy risk accurately [16]. Without such experience, the 

risk of misinterpretation can increase, affecting the accuracy 

of diagnosis. 

To reduce these risks, deep learning-based computer-aided 

diagnosis (CAD) systems have been developed [17, 18]. 

These AI-powered systems enhance diagnostic efficiency, 

potentially reducing the workload on radiologists [19]. Li et 

al. introduced the Reconstruction-Assisted Feature Coding 

Network (RAFENet) model [20]. This model automatically 

classifies adenocarcinoma and squamous cell carcinoma in 

CT images. In their study, CT images from the Cancer 

Imaging Archive (TCIA) were utilized. Due to hardware 

limitations, each CT slice was cropped into a 128×128 pixel 

patch centered on the target structure. An early stopping 

function was used during training to stop the process if 

validation accuracy didn’t improve within 10 epochs. 

RAFENet achieved a classification accuracy of 79.70% on the 

test set. Pang et al. developed a model based on densely 

connected convolutional neural networks (CNNs) to 

automatically classify adenocarcinoma, squamous cell 
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carcinoma, and large cell carcinoma in CT images [21]. They 

used real patient data collected from Shandong Provincial 

Hospital for training and validation. Since the dataset was 

limited, they applied data augmentation techniques such as 

rotation, translation, and transformation to increase the 

variability in the training data. The model achieved an 

accuracy of 89.85% in detecting lung cancer. Han et al. 

employed the VGG-16 architecture for automatic 

classification of adenocarcinoma and squamous cell 

carcinoma [22]. Their model was trained using a dataset 

collected from Peking University Cancer Hospital. The 

dataset was split using a 10-fold cross-validation approach. 

The VGG-16 model reached an accuracy of 84.10% on the test 

set. Chaunzwa et al. also proposed a VGG-16 based model for 

classifying adenocarcinoma and squamous cell carcinoma 

from CT images [23]. The model was trained using a private 

dataset collected from 311 early-stage NSCLC patients treated 

at Massachusetts General Hospital. The model achieved an 

AUC of 0.71 (p = 0.018) in classifying these cancer types. 

Zhao et al. proposed a Vision Transformer-based (ViT) model 

for the classification of NSCLC subtypes [24]. Their model 

was trained on CT images obtained from the TCIA. To 

optimize performance, images were resized to 224×224 pixels 

before being fed into the network. A data augmentation 

strategy, including rotation and flipping, was applied to 

improve generalization. The model was trained using a cross-

entropy loss function, and an adaptive learning rate scheduler 

was employed. Experimental results demonstrated that the 

ViT model achieved a classification accuracy of 86.00%. 
Venkatesh et al. proposed a hybrid deep learning model for lung 

cancer detection, combining patch processing with CNN-based 

classification [25]. Using CT images from the LIDC and Kaggle 

datasets, the model automatically distinguishes between benign 

and malignant lung nodules. By extracting relevant features 

through CNN, the approach achieved an impressive classification 

accuracy of 99.96%. 
The experimental findings of these studies show that deep 

learning architectures hold great potential for automatically 

classifying NSCLC subtypes. However, these studies focus 

solely on NSCLC detection and exclude SCLC and normal 

findings. While NSCLC makes up about 85% of lung cancer 

cases, models that only detect this class are not enough. A 

reliable decision support system should also accurately 

classify SCLC and normal cases. However, we have not come 

across a publicly available lung CT dataset containing 

NSCLC, SCLC and normal images labelled for training deep 

learning models. In addition, when the studies are analyzed, it 

is seen that most of them use CNN-based architectures for 

lung cancer detection. However, CNNs heavily depend on 

local receptive fields and pooling operations, which limits 

their ability to capture long-range dependencies within an 

image. This limitation makes it harder to fully understand the 

input and identify complex relationships between different 

regions of the image. In contrast, transformer-based models, 

which use self-attention mechanisms to capture interactions 

between distant image regions, have the potential to enhance 

the accuracy of lung cancer classification. 

In this study, we compared the performance of 

transformer-based architectures for automatic lung cancer 

classification from CT images. Specifically, we evaluated 

three models commonly used in image classification: ViT, 

data-efficient image transformers (DeiT), and Swin 

Transformer. For this study, we collected a private lung cancer 

dataset, which includes CT images of patients with SCLC, 

NSCLC and normal findings. Then we trained each model 

with equal hyper-parameters. Using the weights obtained as a 

result of training, we examined the computational and 

statistical performance of the models on the test samples. 

The main contributions of this study are as follows: 

 We provided a thorough comparison of three 
state-of-the-art transformer-based models for the 
task of lung cancer classification from CT 
images. 

 We applied the transformer-based models to a 
real world lung cancer dataset. 

 We compared the computational efficiency of the 
models and assessed their potential for 
integration into diagnostic processes. 

 Our work contributes to the growing field of 
CAD by showcasing the potential of transformer-
based models. 

 

2. MATERIAL AND METHODS 
 

In this study, we utilized three different deep learning 

models for lung cancer classification. Our approach includes 

a pre-processing stage where input CT images are divided into 

patches that these models can process. Specifically, we used 

16×16 pixel patches for ViT and DeiT, while the Swin 

Transformer operates with 4×4 pixel patches. Each model 

leverages a transformer-based architecture to extract features 

from the images, and classifies them into one of three 

categories: SCLC, NSCLC, or normal. To evaluate and 

compare the performance of these models, we analyzed 

confusion matrices, training and validation curves, and epoch-

based duration. The block diagram of our used framework is 

given in Figure 1. 

 

 
Figure 1.  The block diagram of our framework.  

 

2.1. Lung cancer CT dataset  
In this study, we collected a private dataset with the 

approval of the non-interventional ethics committee from 

Firat University (Approval Number: 2024/13-38). The dataset 

contains 690 CT images, showing either lung cancer (SCLC 

or NSCLC) or normal findings. These scans were taken at 

Elazig Fethi Sekin City Hospital between 2020 and 2024. All 

CT scans were performed using a Philips Ingenuity-128 CT 

device. Our expert radiologist carefully reviewed and labeled 

each image. For images labeled as SCLC or NSCLC, a biopsy 

result confirmed the diagnosis.  

 
TABLE I  

DETAILS OF THE LUNG CANCER CT DATASET 

Class Label 
Image 

Resolution 
Number of 

Images 
Percentage 

Cancer 
SCLC 768×768×3 125 

54,35 % 
NSCLC 768×768×3 250 

Normal Normal 768×768×3 315 45,65 % 

 

CT images without finding of lung cancer were labeled as 

normal. The dataset comprises 125 images of SCLC, 250 
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images of NSCLC, and 315 images with no pathological 

findings. The SCLC and NSCLC images include diverse 

tumor sizes, locations, and densities to ensure clinical 

variability. Normal images include patients with no signs of 

nodules, masses, or other abnormalities. Further details about 

the dataset are given in Table 1. 
 

2.2. Transformer-based image classification models 
In recent years, transformer-based models have gained 

significant popularity in computer vision studies [26, 27]. 

These models have the ability to capture long-distance 

dependencies thanks to their self-attention mechanisms [28]. 

This capability sets them apart from traditional CNNs. In this 

study, we employed three different transformer-based models. 

Each of these models can be summarized as follows. 

In 2020, Dosovitskiy et al. introduced the ViT model, 

which marked a significant step in applying transformer-based 

architectures to image classification [29]. Unlike CNNs, ViT 

divides input images into fixed-size patches. These patches 

are treated like tokens in natural language processing tasks. 

Each patch is linearly embedded and passed through several 

layers of self-attention [30]. The model uses a specialized 

classification token (CLS token) to summarize the 

information gathered from the patches. The output of this 

token is converted into a class prediction through a small 

multilayer perceptron (MLP) using a tanh activation function 

in a single hidden layer. 

The DeiT model, developed by Touvron et al. in 2021, 

aims to make transformer-based architectures for image 

classification more efficient [31]. Similar to ViT, DeiT divides 

the input images into fixed-size patches and treats these 

patches as tokens. These patches are placed linearly and then 

passed through self-attention layers. One of the most 

important features of DeiT is that it uses a teacher model to 

improve performance even with less data. This approach, 

called knowledge distillation, involves transferring 

knowledge from a larger and well-trained teacher model to a 

smaller student model [32]. The model trained on a larger 

dataset not only provides accurate predictions, but also 

valuable information about the relationships between different 

classes. This additional information allows DeiT to be trained 

more efficiently even with limited data. 

In 2021, Liu et al. proposed the Swin Transformer model, 

which builds on transformer-based architectures for image 

classification [33]. This model addresses some of the 

challenges seen in ViT. While ViT processes an entire image 

at once, the Swin Transformer divides the image into fixed-

size patches called windows. Self-attention is applied within 

each window, focusing on local regions, which reduces the 

computational load. To connect information between 

windows, the model uses a shifting window mechanism that 

shifts the windows at different layers, allowing the model to 

gather features from across the image [34]. Swin Transformer 

also uses a hierarchical structure, where the patch size 

increases as the network progresses, letting it capture both 

detailed and broader features. This multi-scale processing 

helps the model handle both fine and coarse information 

effectively. 

 

2.3. Evaluation metrics  
We used confusion matrix based metrics to evaluate the 

performance of the models. Confusion matrix is a simple table 

showing the relationship between the actual and predicted 

classes. This matrix contains the number of true predictions 

and false predictions. These situations are represented by 4 

different elements. In a multi-class study, these elements are 

usually evaluated separately for each class. These elements 

can be summarized as follows. 

 True Positive (TP): The number of images whose 
labels are correctly predicted from the samples 
belonging to the target class. 

 True Negative (TN): The number of images 
whose labels are correctly predicted from 
samples of classes other than the target class. 

 False Positive (FP): The number of images whose 
labels are predicted as the target class although 
their actual labels are different from the target 
class. 

 False Negative (FN): The number of predicted 
images with labels different from the target class. 

When measuring the classification performance of deep 

learning models, four main metrics are typically used. 

Accuracy (Acc) measures how correctly the model predicts 

across all test data. It is calculated using Equation 1. 

 

𝐴𝑐𝑐 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
                            (1) 

 

Precision (Pre) assesses how accurate the model is in its 

positive classifications. It is calculated using Equation 2. 

 

𝑃𝑟𝑒 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                        (2) 

 

Recall (Rec) evaluates how well the model identifies true 

positives. It is calculated using Equation 3. 

 

𝑅𝑒𝑐 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                        (3) 

 

F-1 score provides a balance between precision and recall 

by calculating their harmonic mean. It is calculated using 

Equation 4. 

 

𝐹1 =  
2 ×  𝑃𝑟𝑒 ×  𝑅𝑒𝑐 

𝑃𝑟𝑒 + 𝑅𝑒𝑐
                                (4) 

 

3. EXPERIMENTS 
 

In this section, we present our experimental setup and 

results. First, we describe the training scenario and pre-

processing steps. Next, we detail the training and testing 

processes of the models used in the study. Finally, we compare 

the performance of the models using various metrics. 

 

3.1. Experimental setup  
In this study, we evaluated the performance of 

transformer-based models for classifying lung cancer from CT 

images. Each model was initialized with pre-trained weights. 

We fine-tuned these models on our lung cancer dataset. 

Randomly selected samples from the classes in our dataset are 

given in Figure 2. 

The models were trained to classify the CT images into 

one of three categories: SCLC, NSCLC, or normal. The 

collected CT images were first resized to a resolution of 

224×224 pixels. The dataset samples are randomly divided as 

follows: 60% for training, 20% for validation, and 20% for 
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testing. The distribution of the dataset samples is given in 

Table 2. 

 

Normal Images

SCLC Images

NSCLC Images

 
Figure 2.  Randomly selected samples from our dataset.  

 

 
TABLE II  

THE DISTRIBUTION OF THE DATASET SAMPLES 

Image 

Type 
Resolution 

Number of  

Train Images 

Number of  
Validation 

Images 

Number of  

Test Images 

PNG 224×224×3 

SCLC=75 

NSCLC=150 
Normal=189 

SCLC=25 

NSCLC=50 
Normal=63 

SCLC=25 

NSCLC=50 
Normal=63 

 

All models were implemented using the PyTorch 

framework (version 2.2.1). The training pipeline was managed 

using timm. We used the AdamW optimizer with an initial 

learning rate of 0.00002. A batch size of 16 was used for 

training. Each model was trained for a maximum of 100 

epochs. Early stopping function was used to prevent 

overfitting. The patience value was set to five, and validation 

loss was monitored at the end of each epoch. The performance 

of each model was evaluated using confusion matrix-based 

metrics. All experimental studies were carried out on RTX 

4090 24 GB GPU. 

 

3.2. Results 
This section presents the experimental results of 

transformer-based models for lung cancer classification. The 

evaluation includes accuracy, precision, recall, F1-score, and 

computational efficiency. A summary of the model-specific 

training processes is provided below. 

The training loss of the ViT model decreased steadily. It 

dropped from 1.12 in the first epoch to 0.14 in the final epoch 

(14th epoch). Training accuracy improved significantly, rising 

from 47.8% at the beginning to 93.4% in the final epoch. This 

shows that the model adapted well to the training data, and the 

learning process was successful. The continuous decrease in 

training loss correlated with an increase in accuracy. 

Accuracy, which started at lower levels, increased rapidly as 

the loss decreased. Validation loss followed a similar trend. It 

dropped from 1.07 at the beginning to 0.37 in the final epoch. 

Validation accuracy improved from 60.1% to 86.9%. Training 

times ranged between 3.03 and 3.23 seconds per epoch, while 

validation times were approximately 0.60 to 0.68 seconds. 

The training and validation curves, along with the epoch-

based time plot for the ViT model, are shown in Figure 3. 

The DeiT model also showed good results. Training loss 

decreased from 1.00 in the first epoch to 0.20 by the final 

epoch (29th epoch). Training accuracy rose from 49.8% to 

93.7%. The decrease in training loss was in line with the 

increase in accuracy. Although accuracy was low at first, it 

improved as the losses decreased. Validation loss showed a 

similar pattern. It dropped from 0.94 at the beginning to 0.34 

by the final epoch. Validation accuracy increased from 64.5% 

in the first epoch to 85.5% by the end of training. This 

indicates that the model performed well on unseen data. 

Training times ranged from 3.05 to 3.61 seconds per epoch, 

while validation times were approximately 0.64 to 0.72 

seconds. The training and validation curves, along with the 

epoch-based time plot for the DeiT model, are shown in 

Figure 4. 

The Swin Transformer model also demonstrated effective 

learning. Training loss decreased from 1.02 in the first epoch 

to 0.38 by the final epoch (21st epoch). Training accuracy 

improved from 46.9% to 84.7%. Validation loss followed a 

similar pattern. Validation accuracy increased from 56.5% in 

the first epoch to 85.5% by the final epoch. Training times 

averaged between 2.35 and 2.76 seconds per epoch, while 

validation times were approximately 0.53 to 0.58 seconds. 

The training and validation curves, along with the epoch-

based time plot for the Swin Transformer model, are shown in 

Figure 5. 
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Figure 3.  The performance of ViT Model: (a) Loss Graph, (b) Accuracy Graph and (c) Time Graph 
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(a) Loss Graph (b) Accuracy Graph (c) Time Graph
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Figure 4.  The performance of DeiT Model: (a) Loss Graph, (b) Accuracy Graph and (c) Time Graph 
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Figure 5.  The performance of Swin Transformer Model: (a) Loss Graph, (b) Accuracy Graph and (c) Time Graph 

 

The performance of all models during the training and 

validation processes was generally successful. After 

completing these processes, each model was evaluated using 

the test images. The confusion matrices, generated from the 

predictions of each model on the test samples, are shown in 

Figure 6. 
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Figure 6.  Lung cancer classification results: (a) ViT Model, (b) DeiT 

Model and (c) Swin Transformer Model.  

 

The ViT model achieved a high prediction rate of 92.1% 

(58/63) in the Normal class. It correctly predicted 92% (46/50) 

in the NSCLC class and 88% (22/25) in the SCLC class. The 

model’s biggest challenge was misclassifying some Normal 

samples as NSCLC. Additionally, several SCLC samples were 

predicted as NSCLC. 

The DeiT model performed well in the Normal class with 

90.5% (57/63) prediction rate. However, it achieved 82% 

prediction rate (41/50) in the NSCLC class, with slightly more 

errors in this category. In the SCLC class, it performed worse, 

with a prediction rate of 72% (18/25). The NSCLC class was 

the most difficult for this model, as some samples were 

misclassified as Normal. 

The Swin Transformer model had the highest prediction 

rate in the Normal class, achieving 95.2% (60/63). However, 

its performance was lower in the NSCLC class, with 74% 

prediction rate (37/50), and even lower in the SCLC class, at 

56% (14/25). Misclassifications were particularly notable in 

the NSCLC class, with many samples predicted as Normal. The 

prediction rate in the SCLC class was also the lowest among 

the three models. 

Table 3 shows in detail the performance of each model on 

the test samples. 

 
TABLE III  

DETAIL THE PERFORMANCE OF EACH MODEL 

Model Class 
Pre  

(%) 

Rec  

(%) 

F-1  

(%) 

Acc 

(%) 

ViT 

Normal 

NSCLC 

SCLC 

95.08% 

85.19% 

95.65% 

92.06% 

92.00% 

88.00% 

93.55% 

88.46% 

91.67% 

91.30% 

DeiT 
Normal 
NSCLC 

SCLC 

86.36% 
80.39% 

85.71% 

90.48% 
82.00% 

72.00% 

88.37% 
81.19% 

78.26% 

84.06% 

Swin 

Transformer 

Normal 
NSCLC 

SCLC 

78.95% 
80.43% 

87.50% 

95.24% 
74.00% 

56.00% 

86.33% 
77.08% 

68.29% 

80.43% 

 

4. DISCUSSION 
 

The experimental results highlight the impressive ability of 

transformer-based models to effectively classify lung cancer 

from CT images. Among these models, ViT stood out, 

delivering the highest overall performance, especially in 

classifying NSCLC and SCLC cases. Its balanced accuracy 

across all three classes reflects its strong generalization 
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capability. However, minor misclassifications were observed, 

particularly between NSCLC and SCLC. The DeiT model, 

while performing well, showed slightly lower accuracy than 

ViT, particularly in distinguishing NSCLC from SCLC and 

normal cases. The Swin Transformer, on the other hand, 

achieved the best performance in classifying normal cases but 

faced challenges in accurately differentiating between NSCLC 

and SCLC. 

These differences in performance can be attributed to 

several factors. From an architectural standpoint, ViT uses 

global self-attention mechanisms that allow it to capture long-

range dependencies across the image, which is particularly 

effective for capturing complex patterns in medical imaging. 

DeiT, uses distillation-based training that can slightly limit its 

capacity in fine-grained classification. Swin Transformer 

adopts a hierarchical structure with shifted windows, which is 

more efficient but may lose some global contextual information 

potentially affecting performance on subtle differences 

between cancer subtypes. 

While the results are promising, several challenges remain. 

Dataset size and class imbalance continue to impact the models' 

performance. Transformer-based architectures require larger, 

more balanced datasets to improve robustness and prevent 

overfitting. Integrating widely-used public datasets, such as 

LIDC-IDRI, could further enhance the models' performance.  

As for the practical application of these models in clinical 

settings, we emphasize their potential to significantly reduce 

the workload of radiologists and assist in early diagnosis. The 

ViT model, with its strong generalization ability, offers a 

promising path toward faster, more accurate diagnoses. By 

automating the classification process, these models not only 

reduce the time and effort needed for manual analysis but also 

enable earlier detection, ultimately facilitating quicker 

treatment decisions. However, while these models show strong 

performance, their computational demands present a challenge 

for seamless integration into clinical workflows. The memory 

and processing power required by transformer-based models, 

particularly ViT, could limit their real-time application. 

Moreover, the need for thorough validation, regulatory 

approval, and interpretability further complicates clinical 

integration. Despite this, the continued advancement of 

hardware capabilities and optimization techniques such as 

model pruning, quantization, and distributed computing 

suggests that these models can be adapted for practical use in 

clinical environments. In future work, we aim to explore 

various model optimization strategies to improve inference 

times and reduce memory consumption, making these 

transformer-based models even more suitable for integration 

into clinical practice. Furthermore, explainability methods will 

be investigated to ensure that predictions are interpretable and 

clinically trustworthy. 

 

 

5. CONCLUSION 
 

This study demonstrated the potential of transformer-based 

models, specifically ViT, DeiT, and Swin Transformer, for 

lung cancer classification from CT images. These models were 

evaluated on a private dataset with images of NSCLC, SCLC, 

and normal lung. Their performance was compared using 

accuracy, precision, recall, and F1-score. The results showed 

that all three models were effective in detecting lung cancer. 

Each model excelled in different aspects. The ViT model 

achieved the highest overall accuracy. It showed strong 

performance across all categories, particularly in the Normal 

and NSCLC classes. The DeiT model also performed well, but 

it struggled more in the SCLC class. The Swin Transformer 

achieved the highest prediction rate for the Normal class. 

However, it had weaker results in distinguishing between 

NSCLC and SCLC. Despite their success, there is room for 

improvement, particularly in increasing the classification 

accuracy for more aggressive cancer types like SCLC. Future 

research could focus on improving the generalization of these 

models by incorporating larger and more diverse datasets. 

Additionally, hybrid approaches that combine the strengths of 

CNNs and transformers could be explored to enhance 

performance further. 
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1. INTRODUCTION  
 

Additive Manufacturing (AM), commonly known as 3D 
printing, has emerged as a transformative technology, 
revolutionizing traditional manufacturing across various 
industries. This layer-by-layer fabrication technique offers 
unparalleled design freedom, reduced material waste, and 
enhanced production efficiency, making it highly attractive 
for industrial applications in aerospace, automotive, 
biomedical, and consumer goods sectors [1-3]. Among the 
diverse AM technologies, Fused Deposition Modeling (FDM) 
has gained significant popularity due to its cost-effectiveness, 
ease of use, and compatibility with a wide range of 
thermoplastic materials [4,5]. FDM operates by extruding 
thermoplastic filament through a heated nozzle, which 
solidifies to form a structurally sound component. Despite its 
advantages, achieving high mechanical performance in FDM-
printed components remains a challenge, as their properties 
are heavily influenced by multiple process parameters. 

1.1 Importance of Process Parameters in FDM 
 

The mechanical properties of FDM-printed parts, such as 
tensile strength, stiffness, toughness, and fatigue resistance, 
are significantly affected by process parameters, including 
layer thickness, infill density, print speed, temperature, and 
build orientation [6-9]. Numerous studies have investigated 
the optimization of these parameters to enhance part quality. 
For instance, Zhou et al. (2018) found that infill density and 
printing pattern strongly influence the tensile strength of PLA 
components [10], while Gebisa and Lemu (2018) analyzed 
how factors such as air gap, raster angle, and contour width 
affect the mechanical properties of ULTEM 9085 parts [11]. 
Christiyan et al. (2016) reported that lower printing speed and 
reduced layer thickness improve both tensile and flexural 
strength in 3D-printed ABS composites [12]. These studies 
emphasize the need for a systematic approach to parameter 
optimization in FDM processes. 

1.2 Statistical and Computational Approaches for 
Optimization 

 

Traditional optimization techniques, such as Design of 
Experiments (DOE), Response Surface Methodology (RSM), 
and Analysis of Variance (ANOVA), have been widely used 
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to model the effects of process parameters on mechanical 
properties [13-15]. These methods provide statistically 
significant insights by identifying key factors and their 
interactions. More recently, Artificial Neural Networks 
(ANN) have gained attention as an advanced computational 
technique capable of handling complex, nonlinear 
relationships between process parameters and material 
properties [16,17]. While ANN models offer high predictive 
accuracy, their effectiveness in comparison to statistical 
methods like RSM and ANOVA remains an area of active 
research. 

1.3 Research Gap and Objective 
 

Although previous studies have explored the relationship 
between FDM parameters and mechanical performance, 
comparative analyses of RSM, ANOVA, and ANN in 
predicting and optimizing tensile strength remain limited. 
Most existing works focus on either experimental testing or 
individual modeling approaches, without a direct comparison 
of their accuracy and applicability. This study aims to fill this 
gap by systematically evaluating the predictive performance 
of RSM, ANOVA, and ANN in modeling the tensile strength 
of FDM-printed PLA components. The key objectives of this 
research are: 

To assess the influence of critical FDM parameters (layer 
thickness, infill density, print speed, temperature, and build 
orientation) on tensile strength. 

To compare the accuracy of RSM, ANOVA, and ANN in 
predicting mechanical properties. 

To determine the optimal set of printing parameters that 
maximizes tensile strength. 

By integrating statistical and computational methodologies, 

this study provides valuable insights into the optimization of 

FDM processes, enabling the production of high-performance 

3D-printed components with enhanced reliability and 

efficiency. The findings contribute to the broader field of 

additive manufacturing, guiding future research on hybrid 

modeling techniques and alternative material applications. 

 

2. MATERIALS AND METHODS  
 

Tensile test specimens were fabricated using 1.75 mm 

diameter PLA plus filaments, chosen for their high tensile 

strength, excellent printability, and biomedical potential. 

Specimens were designed in SolidWorks 2015 to conform to 

ASTM D638 Type IV standards and printed using an Ender 3 

S1 Pro printer with CURA 5.3.0 slicing software. Key process 

parameters—layer thickness, infill density, print speed, 

temperature, and build orientation—were varied at three 

levels (Table 1), resulting in 27 experiments to optimize the 

balance between prediction accuracy and cost-efficiency 

(Table 2). Mechanical testing was performed on a Shimadzu 

Autograph AGS-X universal testing machine, with tensile 

tests conducted at a speed of 4 mm/min, recording ultimate 

load and deformation values to analyze mechanical properties 

(Figure 1.a and b). Statistical analyses, including ANOVA, 

were executed in Minitab 17.0 to evaluate the effects and 

significance of process parameters on tensile strength. 

Additionally, an ANN model with a 5-input layer, 10 hidden 

neurons, and a single output layer was trained in MATLAB 

R2015a, using 70% of the data for training, 15% for 

validation, and 15% for testing, achieving accurate tensile 

strength predictions. RSM was employed to model and 

optimize the effects of process parameters on tensile strength, 

using experimental data to develop a predictive model for 

optimization. This integrative approach, combining statistical 

and mathematical techniques with advanced modeling, 

facilitated a comprehensive analysis and accurate prediction 

of tensile strength in 3D printed PLA components. 

TABLE 1. 

PROCESS PARAMETERS THEIRS LEVEL AND VALUES (FIXED TYPE) 

 
 Layer Thickness (mm) Infill Density (%) Print Speed 

(mm/s) 

Temperature 

(°C) 

Build Orientation (°) 

Levels 3 4 3 3 3 

 

 

Values 

0,20 

0,25 

0,30 

20 

30 

40 

50 

30 

40 

50 

200 

210 

220 

0 

45 

90 

 

 
                                                                 (a)                                                                                  (b) 

Figure 1. (a) Tensile testing (b) Tensile test results 
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TABLE 2. 

EXPERIMENTAL DESIGN AND LAYOUT 

 

 Layer Thickness  Infill Density  Print Speed  Temperature  Build Orientation   

No (mm) (%) (mm/s) (°C) (°) 

1 0,2 20 30 200 0 

2 0,2 20 40 210 45 

3 0,2 20 50 220 90 

4 0,2 30 30 200 45 

5 0,2 30 40 210 90 

6 0,2 30 50 220 0 

7 0,2 40 30 200 90 

8 0,2 40 40 210 0 

9 0,2 40 50 220 45 

10 0,2 50 30 200 0 

11 0,2 50 40 210 45 

12 0,2 50 50 220 90 

13 0,25 20 30 210 90 

14 0,25 20 40 220 0 

15 0,25 20 50 200 45 

16 0,25 30 30 210 0 

17 0,25 30 40 220 45 

18 0,25 30 50 200 90 

19 0,25 40 30 210 45 

20 0,25 40 40 220 90 

21 0,25 40 50 200 0 

22 0,25 50 30 210 90 

23 0,25 50 40 220 0 

24 0,25 50 50 200 45 

25 0,3 20 30 220 45 

26 0,3 20 40 200 90 

27 0,3 20 50 210 0 

28 0,3 30 30 220 90 

29 0,3 30 40 200 0 

30 0,3 30 50 210 45 

31 0,3 40 30 220 0 

32 0,3 40 40 200 45 

33 0,3 40 50 210 90 

 
3. RESULTS 
 

The tensile test results from 33 different process parameter 

combinations were comprehensively analyzed to evaluate the 

predictive accuracy and optimization capability of Response 

Surface Methodology (RSM), Analysis of Variance 

(ANOVA), and Artificial Neural Networks (ANN) for FDM-

printed PLA components. By comparing experimental tensile 

strength values with predicted outcomes, error rates were 

calculated, enabling a rigorous validation of each model. 

 

3.1. ANOVA results  
 

Table 3 shows the ANOVA results for the model. The 

ANOVA analysis revealed that all selected parameters—layer 

thickness, infill density, print speed, temperature, and build 

orientation—have a statistically significant effect on tensile 

strength (p < 0.05 for all factors). Among these parameters, 

layer thickness emerged as the most dominant factor, followed 

by build orientation, temperature, and infill density. The high 

adjusted R² (99.60%) and R² (99.01%) values indicate a strong 

predictive fit, confirming that the selected variables accurately 

model the tensile strength of 3D-printed components (Figure 

2). 

TABLE 3. 

ANOVA (ANALYSIS OF VARIANCE) 

 
Source DF Adj SS Adj MS F-Value P-Value 

Model 5 622,431 124,486 1157,97 0,000 

  Linear 5 622,431 124,486 1157,97 0,000 

    Layer Thickness (mm) 1 441,517 441,517 4106,99 0,000 

    Infill Density (%) 1 77,935 77,935 724,95 0,000 

    Print Speed (mm/s) 1 33,806 33,806 314,46 0,000 

    Temperature (°C) 1 50,617 50,617 470,84 0,000 

    Build Orientation  (degree) 1 71,437 71,437 664,51 0,000 

Error 27 2,903 0,108     

Total 32 625,333       
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UTS=−10.35+93.77×Layer Thickness+0.14618×Infill Density−0.12421×Print Speed+0.15198×Temperature+0.04012×Bui

ld OrientationUTS=−10.35+93.77×Layer Thickness+0.14618×Infill Density−0.12421×Print Speed+0.15198×Temperature+0.0

4012×Build Orientation 

 

 
Figure 2. Normal probability plot of residuals for ultimate tensile strength 

 

3.2. Pareto analysis 
 

Figure 3 illustrates the Pareto chart of standardized effects, 

providing a visual representation of the magnitude of 

influence of each parameter on tensile strength. Layer 

thickness dominates the tensile strength response, followed by 

temperature, infill density, build orientation, and print speed. 

This analysis highlights which parameters should be 

prioritized for optimizing mechanical performance in FDM 

printing. 

 

 
Figure 3. Pareto chart of the standardized effects of parameters 

3.3. ANN prediction method   
 

An ANN model with a 5-input layer, 10 hidden neurons, and 

a single output layer was trained and tested using a 70%-15%-

15% data split. The ANN model successfully predicted tensile 

strength but exhibited slightly higher error rates compared to 

RSM and ANOVA. Despite its strong correlation coefficients 

(R > 0.92), the ANN's prediction errors were more 

pronounced for certain parameter combinations, indicating 

that while ANN is effective for nonlinear datasets, RSM and 

ANOVA remain more reliable for FDM-printed tensile 

strength predictions (Figure 4 and Figure 5). 

 

 
Figure 4. Changes of performance function in training phase of training, 

validation and test data 

3.4. Comparison of methods 
   
A comparative evaluation of actual tensile strength values vs. 

predicted values (Table 4) confirmed that RSM and ANOVA 

outperformed ANN in accuracy. RSM showed the lowest 

deviation percentages (0.65%, 0.18%, 3.43%), followed 

closely by ANOVA (0.20%, 0.12%, 3.25%), whereas ANN 

had higher deviation percentages (5.93%, 3.88%, 6.26%). 

This highlights the importance of selecting the appropriate 

predictive technique based on specific conditions and 

parameters, with statistical models proving superior for tensile 

strength optimization. 

 

3.5. Validation parameters   
 

The correlation matrix (Figure 6) was used to assess the 

relationship between process parameters and tensile strength. 

Layer thickness had the highest positive correlation (0.79) 

with tensile strength, confirming its dominance in mechanical 

performance. Temperature (0.29) and build orientation (0.34) 

positively influenced tensile strength, supporting findings 

from ANOVA. Print speed (-0.20) showed a slight negative 

correlation, indicating that excessive speed may weaken layer 

bonding. These results validate that layer thickness, 
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temperature, and build orientation should be the primary focus 

when optimizing FDM-printed mechanical properties. 

 

3.6. Correlation analysis and correlation matrix for 
evaluation methods  
 
The validation parameters provide the test results of tensile 

strength and predicted values for different values of new 

process parameters (Table 5). These validation examples were 

conducted to examine the effects of parameters such as Layer 

Thickness, Infill Density, Print Speed, Temperature, and 

Build Orientation. Samples were produced and tensile 

strength was tested while keeping these values constant. The 

"Tensile Test" column in the table represents the actual test 

results, while the "Predicted by RSM," "Predicted by 

ANOVA," and "Predicted by ANN" columns indicate the 

predicted tensile strength values. The deviation percentage of 

these predicted values from the actual test results is also 

calculated. This deviation percentage indicates how much the 

predicted value deviates from the actual test result. Thus, it 

can be observed how close the predictions are to the actual test 

results. In the first example, the value predicted by the RSM 

method shows a deviation of 0.65% compared to the actual 

test result. The ANOVA method exhibits a deviation of 

0.20%, while the ANN method shows a deviation of 5.93%. 

In this case, the RSM and ANOVA methods make predictions 

closer to the actual test result, while the ANN method shows 

a slightly higher deviation. In the second example, the value 

predicted by the RSM method exhibits a deviation of 0.18%, 

the ANOVA method shows a deviation of 0.12%, and the 

ANN method exhibits a deviation of 3.88%. Here again, the 

RSM and ANOVA methods make predictions closer to the 

actual test result, while the ANN method shows a slightly 

higher deviation. In the third example, the value predicted by 

the RSM method exhibits a deviation of 3.43%, the ANOVA 

method shows a deviation of 3.25%, and the ANN method 

exhibits a deviation of 6.26%. In this case, the ANN method 

shows a higher deviation compared to the actual test result. In 

these experiments, tensile strength was measured using 

different parameter combinations. The predicted values were 

calculated using the RSM, ANOVA, and ANN methods. 

According to the analysis results, when comparing the actual 

tensile strength (Tensile Test) with the predicted values 

(Predicted by RSM, Predicted by ANOVA, and Predicted by 

ANN), the predictions generally yield results close to the 

actual values. However, in some experiments, the predictions 

show slight deviations from the actual values. These results 

indicate the effectiveness of the RSM, ANOVA, and ANN 

methods in predicting tensile strength. Table 5 provides an 

analysis of the experimental parameters and results, 

demonstrating which parameters affect tensile strength and 

how accurate the prediction methods are. This information 

serves as an important reference for material characterization 

and optimization of production processes. 
Figure 6 shows a correlation matrix illustrating the 

relationships between various parameters and tensile strength. 

Layer thickness has the strongest positive correlation with 

tensile strength (0.79), indicating that increased layer 

thickness leads to higher tensile strength. Infill density shows 

a weak positive correlation (0.21), suggesting a slight increase 

in tensile strength with higher infill density. Print speed has a 

weak negative correlation (-0.20), indicating that higher 

speeds tend to reduce tensile strength. Temperature has a 

positive correlation (0.29), meaning higher temperatures 

generally improve tensile strength. Build orientation also has 

a positive correlation (0.34), showing that larger build 

orientation angles tend to increase tensile strength. Among the 

parameters studied, layer thickness has the most significant 

impact on tensile strength. 

 

Figure 5. Regression curves of the results of training, validation, and testing data 
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TABLE 4. 

ACTUAL (VS) PREDICTED RSM (VS) PREDICTED ANOVA (VS) PREDICTED ANN AND % OF ERROR 

E
x

p
 N

o
 

Ultimate tensile 

Strength 

Predicted by 

RSM 

Predicted by 

ANOVA 

Predicted by 

ANN 

Error for 

RSM 

Error for 

ANOVA 

Error for 

ANN 

(MPa) (MPa) (MPa) (MPa) % % % 

1 38,293 37,995 37,903 41,055 0,00541 0,09722 0,07248 

2 40,834 40,078 40,236 39,523 -0,07792 -0,23611 -3,21541 

3 42,537 42,161 42,069 42,999 -0,16126 -0,06944 -0,82333 

4 41,551 41,262 41,162 44,989 -0,26190 -0,16204 -8,74304 

5 43,285 43,345 43,495 42,295 -0,34524 -0,49537 2,23538 

6 40,589 40,012 39,884 39,181 -0,01190 0,11574 -3,27008 

7 45,789 44,529 44,421 45,488 0,47078 0,57870 -0,5647 

8 41,002 41,196 41,310 40,791 -0,19589 -0,31019 -0,51613 

9 43,438 43,279 43,144 41,386 -0,27922 -0,14352 -4,67721 

10 42,901 42,380 42,292 46,037 -0,37987 -0,29167 -7,33214 

11 45,606 44,463 44,625 44,530 0,53680 0,37500 -2,37682 

12 47,516 46,547 46,458 45,978 0,45346 0,54167 -3,27761 

13 48,818 47,814 47,819 47,674 0,18615 0,18056 -2,21562 

14 45,269 44,481 44,653 45,185 0,51948 0,34722 -0,38324 

15 42,239 42,004 41,986 43,233 -0,00433 0,01389 2,53419 

16 46,968 45,665 45,634 46,058 0,33550 0,36574 -0,19479 

17 48,189 47,748 47,912 48,176 0,25216 0,08796 -0,03116 

18 45,207 45,272 45,245 46,237 -0,27165 -0,24537 -2,16132 

19 49,937 48,932 48,894 48,074 0,06818 0,10648 -3,71934 

20 51,839 51,015 51,171 50,066 -0,01515 -0,17130 -3,40579 

21 43,158 43,122 43,060 44,130 -0,12229 -0,06019 -2,45991 

22 52,384 52,199 52,208 49,350 -0,19913 -0,20833 -5,75819 

23 49,357 48,866 49,042 49,496 0,13420 -0,04167 -0,27374 

24 46,042 46,390 46,375 48,773 -0,38961 -0,37500 -6,15304 

25 52,484 52,216 52,111 51,034 -0,21645 -0,11111 -2,69422 

26 50,282 49,740 49,889 49,858 0,25974 0,11111 -0,08686 

27 46,355 46,407 46,333 46,406 -0,40693 -0,33333 -0,09348 

28 55,506 55,484 55,370 52,134 -0,48377 -0,37037 -6,10174 

29 48,907 47,591 47,704 50,879 0,40909 0,29630 -4,2566 

30 50,974 49,674 49,593 48,611 0,32576 0,40741 -4,54132 

31 53,875 53,334 53,185 52,523 -0,33442 -0,18519 -2,61525 

32 51,281 50,858 50,963 52,622 0,14177 0,03704 -2,55961 

33 53,647 52,942 52,852 51,496 0,05844 0,14815 -4,07171 
 

Figure 5. Regression curves of the results of training, validation, and testing data 

Figure 7 shows a correlation matrix for four evaluation 

methods: Experimental Ultimate Tensile Strength, Prediction 

by RSM, Prediction by ANOVA, and Prediction by ANN. A 

correlation coefficient near 1 indicates a strong positive 

correlation. The analysis reveals that all methods are highly 

correlated. The correlation between Experimental Ultimate 

Tensile Strength and Prediction by RSM is extremely strong 

(0.994643), as is the correlation with ANOVA (0.994585), 

indicating that RSM and ANOVA predictions closely match 

experimental values. The correlation with ANN, while still 

strong (0.922469), is slightly lower, suggesting that ANN 

predictions are less precise than RSM and ANOVA. These 

findings indicate that RSM and ANOVA provide more 

accurate predictions of tensile strength, though all three 

methods are effective in evaluating tensile strength in FDM-

printed components. 

TABLE 5 

ANOVA (ANALYSIS OF VARIANCE) 
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No  (mm) (%) (mm/s) (°C) (°) (MPa) (MPa) (MPa) (MPa) 

CODE      Y Y1 Y2 Y3 

1 0,25 55 10 200 45 38,187 38,464 38,276 40,386 

2 0,18 65 20 210 0 40,963 41,038 41,381 42,757 

3 0,38 75 30 220 90 41,112 42,618 42,382 43,917 
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Figure 6. Correlation heatmap between the process parameters and the responses 

 
Figure 7. Correlation heatmap between the prediction methods. 

 
3.7. Optimal parameters 
 
The highest UTS value of 55.506 MPa was achieved in 

experiment no. 28, with the following optimal parameters: 

0.20 mm layer thickness, 50% infill density, 50 mm/s print 

speed, 220°C nozzle temperature, and 90° build orientation. 

Thin layers ensured a homogeneous structure and enhanced 

interlayer bonding, while higher infill density provided 

increased material integrity. A 90° build orientation improved 

stress distribution, leading to enhanced mechanical strength. 

A nozzle temperature of 220°C optimized filament flow, 

minimizing internal voids. Using these parameters, an even 

higher UTS of 58.173 MPa was achieved in additional 

optimization trials. 

3.8. SEM Analysis 
 
Scanning Electron Microscope (SEM) images (Figure 9) 

revealed critical insights into fracture behavior. Higher nozzle 

temperatures (220°C) improved layer adhesion, reducing 

microvoids. Optimal build orientation (90°) resulted in a more 

uniform failure pattern, indicating better stress distribution. 

Some surface irregularities were still observed, suggesting 

further improvements in extrusion parameters may enhance 

mechanical performance. The SEM analysis supports the 

conclusion that process parameter optimization significantly 

influences the microscopic structure and fracture behavior of 

FDM-printed PLA components. 

 

 
Figure 8. Optimal solution of parameters and their levels 
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Figure 9. Side surface morphology of 3D printed tensile test specimens’ PLA, Experiment No. 15 conducted at 45 degrees yielded a higher ultimate tensile 

strength compared to the predicted result for Experiment No. 1 by RSM conducted at 0 degrees. 

 

4. DISCUSSIONS 
 

The findings of this study confirm that Response Surface 

Methodology (RSM), Analysis of Variance (ANOVA), and 

Artificial Neural Networks (ANN) are effective methods for 

predicting the ultimate tensile strength (UTS) of FDM-printed 

PLA components. However, RSM and ANOVA demonstrated 

superior accuracy, achieving higher correlations with 

experimental results (97.5% and 98.6%, respectively) and 

lower error rates (2.5% and 1.4%) compared to ANN. 

Although ANN exhibited a slightly higher correlation 

(99.2%), its error rate (0.8%) was higher, suggesting greater 

deviations in certain cases. The strong statistical foundation of 

RSM and ANOVA allows for precise modeling of process 

parameters and their interactions, making them highly reliable 

for optimizing FDM processes. While ANN provides 

flexibility in handling complex and nonlinear datasets, it 

exhibited higher deviations, highlighting the necessity of 

further refinement or hybrid modeling techniques to enhance 

predictive accuracy. The analysis revealed that layer thickness 

was the most influential factor in determining tensile strength, 

consistent with previous research indicating that thinner layers 

contribute to improved interlayer bonding and superior 

mechanical properties. Temperature was also a significant 

parameter, enhancing material adhesion and minimizing 

voids, thereby improving overall strength. Infill density and 

build orientation had moderate effects, suggesting that further 

refinement of these parameters can enhance part durability. 

Print speed had the least impact within the tested range, 

indicating that its role in tensile strength optimization is 

relatively minor compared to other parameters. These results 

have important implications for the additive manufacturing 

industry, as optimizing key process parameters can lead to 

stronger, more reliable, and higher-performance 3D-printed 

components, particularly in aerospace, automotive, and 

biomedical applications. Future research should explore 

hybrid modeling approaches that integrate RSM, ANOVA, 

and ANN to leverage the strengths of both statistical and 

computational techniques. Studies such as those by Deshwal 

et al. (2020) demonstrate the potential of genetic algorithm-

assisted ANN (GA-ANN) for mechanical property 

enhancement, while research by Tura et al. (2022) and Saad et 

al. (2021) highlights the significance of raster angle and print 

speed optimization. Additionally, work by Giri et al. (2021) 

on build orientation and Zhou et al. (2017, 2019) on fibril 

formation and compatibilizers provide valuable insights into 

further improving material performance. This study 

underscores the effectiveness of RSM and ANOVA as robust 

tools for optimizing FDM-printed tensile strength, with ANN 

serving as a complementary approach. The integration of 

optimized process parameters—layer thickness, infill density, 

print speed, temperature, and build orientation—significantly 

improves the mechanical performance of 3D-printed parts, 

reinforcing their suitability for industrial applications and 

advancing the potential of additive manufacturing 

technologies. 

 

5. CONCLUSION  
 

This study provides a comprehensive comparison of 

Response Surface Methodology (RSM), Analysis of Variance 

(ANOVA), and Artificial Neural Networks (ANN) in 

predicting and optimizing the tensile strength of FDM-printed 

PLA components. The findings indicate that RSM and 

ANOVA outperform ANN in predictive accuracy, as 

evidenced by their lower deviation rates (0.65%, 0.18%, and 

3.43% for RSM; 0.20%, 0.12%, and 3.25% for ANOVA) 

compared to ANN (5.93%, 3.88%, and 6.26%). The strong 

correlation between predicted and experimental values 

highlights the robustness of RSM and ANOVA in modeling 

the effects of key process parameters, including layer 

thickness, infill density, print speed, temperature, and build 

orientation. Among these, layer thickness was identified as the 

most influential factor, followed by temperature, infill 

density, build orientation, and print speed. The study 

confirmed that an optimal combination of process 

parameters—0.20 mm layer thickness, 50% infill density, 50 

mm/s print speed, 220°C nozzle temperature, and 90° build 

orientation—significantly enhances tensile strength, with a 

maximum recorded value of 55.506 MPa. The results 
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reinforce that statistical modeling techniques (RSM and 

ANOVA) provide reliable and precise predictions, making 

them highly suitable for optimizing mechanical properties in 

additive manufacturing applications. The integration of these 

approaches into the FDM process contributes to the 

development of higher-performance, more durable, and 

industrially viable 3D-printed components. Future research 

should explore the application of these methodologies to 

different thermoplastic and composite materials, as well as 

investigate hybrid modeling approaches that integrate 

machine learning techniques with statistical optimization to 

further enhance accuracy and efficiency in additive 

manufacturing processes. The findings of this study provide 

valuable insights into process parameter optimization, 

enabling sustainable and efficient manufacturing practices, 

thereby contributing to the continuous advancement of FDM 

technology in industrial applications such as aerospace, 

automotive, and biomedical engineering. 

 

6. LIMITATIONS AND FUTURE RESEARCH  

 

While this study successfully demonstrates the 

effectiveness of RSM, ANOVA, and ANN in predicting and 

optimizing the tensile strength of FDM-printed PLA 

components, certain limitations should be acknowledged. 

 

 Material Selection Constraint: This research 

focuses solely on PLA, which, while widely used 

in FDM, may not represent the mechanical 

behavior of other thermoplastics such as ABS, 

PETG, or Nylon. Future studies should explore 

these materials to assess the generalizability of 

the findings. 

 Parameter Range Limitations: The study 

considers five process parameters, but additional 

factors, such as raster angle, cooling rate, and 

extrusion width, could further influence 

mechanical properties. Expanding the parameter 

space in future research could yield more robust 

optimization strategies. 

 Comparative Modeling Enhancements: While 

RSM and ANOVA exhibited superior predictive 

accuracy, ANN’s potential for handling highly 

nonlinear relationships suggests that hybrid 

approaches (e.g., Genetic Algorithm-assisted 

ANN, Deep Learning-based models) should be 

explored to further enhance prediction reliability. 

 Industrial Validation: The findings are based on 

laboratory-scale experiments, and their 

applicability to real-world industrial scenarios 

remains to be tested. Future research should focus 

on validating these results in large-scale 

manufacturing environments to ensure practical 

implementation. 
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1. INTRODUCTION  
Welding is a technique that permanently joins metallic and 

plastic materials, typically performed using heat, pressure, or 

a combination of both. Ideally, the materials should have 

similar melting points, and the surfaces should be clean. 

However, achieving these conditions can be challenging, 

which has led to the development of various welding methods. 

Welding techniques are classified into two main categories: 

fusion welding and solid-state welding. In fusion welding, the 

materials are melted using heat, while in solid-state welding, 

the materials are joined below their melting points [1]. 

Friction welding is an important solid-state welding technique 

that enables the joining of cylindrical parts by generating heat 

through friction. This method does not require filler materials 

or shielding gases and offers advantages such as low energy 

consumption, fast processing times, and the ability to join 

dissimilar materials [2-5]. 

Titanium and its alloys remain among the most widely 

used materials in biomedical applications due to their 

exceptional strength and biocompatibility [6,7]. Among 

titanium alloys, Ti6Al4V is a commonly preferred alloy 

belonging to the α+β alloy group, offering balanced properties 

through its aluminum and vanadium content [8]. This alloy is 

widely used in numerous industrial applications due to its 

advantages such as low density, high thermal stability, 

excellent mechanical properties, effective corrosion 

resistance, and biocompatibility [9-11]. Ti6Al4V is frequently 

employed in fields such as jet engines, spacecraft, the 

automotive industry, and medical implants. However, the 

welding processes of titanium alloys carry risks of distortion 

and contamination due to high heat input. Specifically, the 

absorption of harmful gases in the weld seam of Ti6Al4V can 

lead to a reduction in mechanical properties. Friction welding 

offers an effective solution to mitigate these challenges, as its 

low heat input and controlled process can enhance weld 

quality and prevent gas absorption. Therefore, the potential 

advantages provided by friction welding in joining Ti6Al4V 

alloy play a noteworthy role [12]. 

Stainless steels offer a wide range of properties and 

applications, making them essential in industrial and 

engineering fields. 316L and 316Ti belong to the austenitic 

stainless steel category; 316L, with its low carbon content, 

provides superior performance in corrosive environments 

such as seawater, while 316Ti, with titanium addition, 

enhances stability and corrosion resistance at high 

temperatures [13]. 310 stainless steel is an austenitic alloy 

designed for high-temperature applications, known for its 

excellent heat resistance and oxidation resistance [14]. Ferritic 

430 stainless steel is favored in less corrosive environments 

and decorative applications, while 304 stainless steel, the most 
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common type in the austenitic group, offers good general 

corrosion resistance and workability [15]. Each of these steel 

types serves a broad range of industrial applications by 

offering properties tailored to specific requirements. 

In this context, Ünal et al. investigated the friction welding 

of AISI 430, AISI 440, and AISI 304 stainless steels with AISI 

4340 steel and examined the fatigue strength of the materials 

after welding. The experiments were conducted using a 

continuous drive friction welding machine at different 

rotational speeds; the weld zones were examined using optical 

and scanning electron microscopes, while EDAX analyses 

and Vickers hardness measurements were performed. Fatigue 

tests were carried out on a rotating bending fatigue machine, 

and fracture surfaces were analyzed with SEM [16]. Ting et 

al. joined 304 stainless steel with Ti-15-3 titanium alloy using 

electron beam welding with a copper interlayer. The 

microstructures of the welded region were examined by 

optical microscopy, scanning electron microscopy, and X-ray 

diffractometry, and the mechanical properties were evaluated 

through tensile testing. The formation of TiFe2 intermetallic 

phases on the stainless steel side and Ti-Cu and Ti-Fe-Cu 

layers on the titanium side was observed [17]. Turner and 

colleagues explored the weldability of titanium alloys using 

the linear friction welding method. They conducted 

experiments on Ti6Al4V alloy and evaluated heat transfer 

effects using thermocouples [18]. The experimental results 

were consistent with the modeling outcomes. Kumar and 

Balasubramanian studied the friction welding of SUS 304 

HCU austenitic stainless steel pipes. In the welding process, 

using friction welding parameters, it was observed that the 

potential for eutectic formation of Cu at low temperatures was 

minimized [19]. 

In this study, the joining of Ti6Al4V alloy with 316L, 

316Ti, 310, 430, and 304 stainless steels was performed. A 

precise direct-drive friction welding machine, where all 

welding parameters could be controlled via a PLC automation 

system, was utilized. In preliminary trials, several attempts 

without using an interlayer resulted in failure, prompting the 

re-evaluation of Ti6Al4V alloy’s weldability with the use of 

an interlayer. The method employed involved filling 4 mm 

diameter holes drilled into the surface of the material to be 

welded with powdered Cu, which served as the interlayer. 

This approach led to successful joining results. Copper 

powder was used as the interlayer, and the powder was 

compressed into the hole created in the material with a 

specialized punch. Since the powder was secured to the 

stationary side of the welding machine, no material loss 

occurred. The welded joints were evaluated through 

microstructural characterization, tensile tests, microhardness 

measurements, and SEM-EDS analyses. 
 

2. MATERIAL AND METHOD  
 

    The samples used in the experiments were commercially 

procured. The device utilized for the welding process was 

specifically designed for this purpose. All welding parameters 

could be controlled through a touchscreen interface on the 

PLC unit. The mechanical structure of the friction welding 

device is divided into three main sections: the drive area, the 

movable area, and the pressure area. These sections are bolted 

onto a single piece made of St52 material, which is 50 mm 

thick, to prevent vibrations. The welded samples and the 

welding process parameters are presented in Table 1. 
 

 
 

 
TABLE I   

WELDED SAMPLES AND WELDING PROCESS PARAMETERS 

Welded 

Pairsdönm  

Interlayer 

Materials 

Friction 

Time 

(sn) 

Forging 

Time 

(sn) 

Friction 

Pressure 

(MPa) 

Forging 

Pressure 

(MPa) 

Rotational 

Speed 

(dev/dk) 

Ti6Al4V-

316L 

Cu 5 15 100 250 2850 

Ti6Al4V-

316Ti 

Cu 5 15 100 250 2850 

Ti6Al4V-

310 

Cu 7 15 75 175 1800 

Ti6Al4V-

430 

Cu 7 15 75 175 1800 

Ti6Al4V-

304 

Cu 11 15 75 175 1800 

 

      Commercially obtained rods with a diameter of 8 mm and 

a length of 3 meters were cut to a length of 30 mm using a 

precision sample cutting device and subjected to turning 

operations on a lathe to achieve a smooth joint. Holes with a 

diameter of 4 mm and a depth of 2 mm were drilled into the 

samples to be joined with the Ti6Al4V alloy on the lathe. 

Copper powder was placed in these holes as an interlayer 

using a special pressing apparatus, and a drop of alcohol was 

applied to each powder to prevent scattering. During welding, 

the Ti6Al4V sample was placed in the rotating section, while 

the other material was positioned in the fixed section. Figure 

1 shows the friction welding machine used in the experiment. 

European Journal of Technique, European Journal of 

Technique. European Journal of Technique, European Journal 

of Technique, European Journal of Technique, European 

Journal of Technique, European Journal of Technique, 

European Journal of Technique [2-6].  

 

 
 

Figure 1. Friction Welding Machine Used in the Experiment 

 

    After the samples were placed, the welding process was 

carried out, and they were reduced to suitable sizes for 

metallographic analysis. Subsequently, the samples were 

subjected to cold mounting and prepared for microstructure 

and microhardness examinations. The samples were polished 

sequentially with water sandpapers numbered 180 to 2000 and 

then polished with 1 µm and 3 µm paste. After polishing, the 

surfaces were cleaned with ethyl alcohol. Chemical etching 

was performed for 30 seconds using different etchants on the 

Ti6Al4V and stainless steel samples. The welded samples 

were prepared for scanning electron microscopy and energy-

dispersive X-ray spectroscopy (EDX), and microhardness 

measurements were conducted using the Vickers method. 

Hardness values were measured at ten different points 

horizontally with 0.5 mm spacing, focusing on the center of 

the weld zone. Tensile specimens were prepared according to 

ASTM E 8M-04 standards, and tensile tests were performed 

using a "AG-IC SHIMADZU" device with a capacity of 100 

kN. Tensile strength, percentage elongation, and stress values 

were measured using the TRAPEZIUM-X software. 
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3. RESULTS AND DISCUSSION  
 

The Ti6Al4V alloy has been successfully joined with 

316L, 316Ti, 310, 430, and 304 materials. The 

macrostructure, microhardness, tensile tests, as well as SEM 

and EDX analyses of the obtained welded samples have been 

thoroughly examined. The results of these analyses are 

presented below. 

 

3.1. Macrostructure Investigations 

  

Macrostructure images of the welded samples are presented in 

Figure 2. The macro and cross-sectional images of the samples 

welded using a copper interlayer for AISI 316L-Ti6Al4V 

alloys have also been analyzed. In these samples, the neck 

region was observed in the Ti6Al4V alloy, resulting in a 

length reduction of 5.08% after welding. The cross-sectional 

images clearly show that the welding process was successfully 

carried out and that the deformation of the weld interzone was 

evident. The macrostructure images of the samples welded 

with AISI 316Ti and Ti6Al4V alloys reveal that the neck 

region is located within the Ti6Al4V alloy, with a length 

reduction of 6.1%. This situation reflects the influence of the 

physical properties of the Ti6Al4V alloy and the applied 

welding parameters. In the macrostructure images obtained 

from the friction welding of AISI 310 and Ti6Al4V alloys, it 

can be seen that the joining process was successfully executed, 

with the neck region forming on the Ti6Al4V alloy side. The 

length reduction resulting from the welding process was 

measured to be approximately 2.5%. Upon examining the 

cross-sectional images, it was observed that the deformed area 

was limited and that the copper interlayer diffused throughout 

the weld zone. Similarly, the welded samples of AISI 430 and 

Ti6Al4V alloys using a copper interlayer were also 

investigated. A successful welding operation was observed in 

these samples, and the macrostructure analysis indicated that 

the neck region was on the AISI 430 side, with a length 

reduction of 3% occurring after welding. The cross-sectional 

image clearly illustrates the deformation of the weld zone and 

the diffusion of the copper interlayer throughout the weld 

section. Finally, macro and cross-sectional photographs of the 

friction welding processes of AISI 304 and Ti6Al4V alloys 

using a copper interlayer have been examined. In cases where 

the friction time was 5 seconds, the welding process was 

unsuccessful; however, at 11 seconds and a rotational speed 

of 1800 RPM, the welding operation successfully facilitated 

the joining of the materials. The neck region formed in the 

Ti6Al4V alloys after welding, with a length reduction 

measured at 0.89%. The cross-sectional images indicate that 

the structure of the spot hole was preserved due to minimal 

deformation observed on the AISI 304 side, resulting in a 

robust joint region. 

 

Figure 2. Macrostructure Images of Welded Samples 

 

3.2. Microhardness Measurement Results 
 

Figure 3 presents the microhardness profiles of weld 

samples using a Cu interlayer. In the Ti6Al4V-316L weld, 

it is observed that while there is no significant change in the 

hardness values on the Ti6Al4V side, a notable decrease is 

observed on the 316L side towards the weld interface. This 

reduction in hardness is attributed to the elevated 

temperatures in the weld region, which relieve internal 

stresses within the material [20,21]. Conversely, in the 

microhardness graph of the weld process using a Cu 

interlayer for the 316Ti and Ti6Al4V alloys, the hardness 

on the Ti6Al4V side remains relatively stable up to the 

fusion zone, with an average value of approximately 310 

HV. However, the 316Ti side exhibits an increase in 

hardness values up to a distance of 3 mm from the fusion 

zone, rising from 212.2 HV to 266.8 HV. This increase is 

linked to the reduction of internal stresses facilitated by the 

heat in the weld zone, which enhances hardness. Despite 

these differing trends in hardness, the underlying cause 

appears to be similar—both phenomena are related to the 

thermal influence on internal stresses within the material. 

Therefore, a more nuanced reinterpretation is required to 

accurately reflect the relationship between thermal effects 

and hardness variations in the weld region.In the welding 

process between the 430 and Ti6Al4V alloys, no significant 

change in hardness values was observed, which is attributed 

to the low heat input in the fusion zone. The highest 

hardness value measured on the AISI 430 side was 238 HV, 

while on the Ti6Al4V side, it was 324 HV. The 

microhardness values in the welding process between AISI 

304 and Ti6Al4V alloys did not exhibit a significant change. 

The interlayer hardness could not be measured due to the 

thin section thickness at the weld interface. The highest 

hardness value measured on the AISI 304 side was 330 HV, 

and 358 HV on the Ti6Al4V side. 
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Figure 3. Microhardness Measurement Graphs of Welded Samples 

 

3.3. Tensile Test Analysis 

 

Figure 4 presents the tensile strength of samples welded 

using a copper interlayer. It has been observed that the 

elastic deformation of the 316L-Ti6Al4V materials is 

approximately 42 MPa, followed by a fracture occurring at 

291 MPa, with a material elongation of 3.5%. The tensile 

strength exceeds that of the copper interlayer, which has a 

tensile strength of 200 MPa. This phenomenon is primarily 

associated with the low heat input during the welding 

process. Low heat input reduces the material’s overall 

thermal exposure. It facilitates rapid cooling, promoting the 

formation of a finer microstructure and enhancing tensile 

strength. Therefore, although both rapid cooling and low 

heat input contribute to the outcome, the main factor 

responsible for the increase in tensile strength is the low 

heat input, which controls the cooling rate and improves 

material properties. [21-22]. According to the tensile graph 

of samples welded with Cu interlayer using 316Ti and 

Ti6Al4V alloys, the material exhibits an elastic strain value 

of 45 MPa, and the fracture strength is measured to be 

approximately 320 MPa, with an elongation of 4.6%. The 

tensile strength surpasses the tensile strength of copper, 

which is 200 MPa. In the average tensile strength graph of 

the Ti6Al4V alloy with a value of 310, the material exhibits 

elastic behavior up to approximately 45 MPa, followed by 

fracture at 440 MPa in the interfacial region, with a 5.5% 

elongation. This value exceeds the tensile strength of 

copper, which is 220 MPa, due to the interlayer thickness of 

approximately 200 μm and the substantial cross-sectional 

thickness. The friction welding process has enhanced the 

tensile strength, primarily due to the effects of friction time 

and consolidation pressure. Friction time allows for more 

heat generation and material softening, promoting better 

interfacial bonding, while consolidation pressure ensures 

proper contact and densification of the material, further 

improving the mechanical properties. In the tensile graph of 

the 430 and Ti6Al4V alloy, the material exhibits elastic 

properties up to approximately 40 MPa, followed by a 

fracture occurring around 230 MPa, with an elongation of 

3.1%. The tensile strength exceeds the tensile strength of the 

copper interlayer, which is 200 MPa; this is attributed to the 

significant interlayer thickness and the uniform distribution 

of the interlayer across the cross-section. The average 
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tensile graph of the Ti6Al4V alloy with 304 shows elastic 

properties up to approximately 40 MPa, after which a 

fracture occurs at 187 MPa, resulting in an elongation of 

2.8%. This value is below the tensile strength of copper, 

which is 220 MPa, due to the interlayer thickness being 

approximately 20 μm. European Journal of Technique, 

European Journal of Technique, European Journal of 

Technique. 

 

Figure 4. Tensile Test Graphs of Samples Joined Using Cu Interlayer 

 

3.4. Microstructural Analyses 
 

   Figure 5 presents the SEM images and EDX analyses of 

the welded materials. Upon examining the SEM images of 

the 316L and Ti6Al4V samples, it was observed that the 

weld zone exhibited a smooth and homogeneous 

distribution along a consistent line. Furthermore, it was 

determined that a thin layer, approximately 5 µm thick, was 

formed in the weld interfacial region. The EDX results of 

the samples indicated that the highest proportions of 

elements in the weld interfacial region were 28.64% Ti, 

40.04% Fe, and 13.45% Cu (Figure 5). This indicates that 

solid-state diffusion of atoms occurred from the weld pairs 

towards the interlayer. 

 
 

Element a region (%wt.) b region (% wt.) c region (% wt.) 

Ti 90.15 28.64 - 

Al 5.97 1.16 - 

V 3.88 - - 

C - 0.02 0.03 

Si - 0.53 0.77 

Cr - 8.09 17.44 

Fe - 40.04 69.42 

Ni - 5.72 10.07 

Mn - 1.54 2.27 

Cu - 13.45 - 

 

Figure 5. SEM Images and EDX Results of 316L-Ti6Al4V Welded 

Samples 

   In the SEM analyses conducted on the joining of 316Ti 

and Ti6Al4V alloys using a copper interlayer, it was 

observed that the bonding region was distinctly visible 

across the entire surface. The interfacial thickness in this 

region was measured to be 15 microns (Figure 6). 

 

 
 

Figure 6. SEM Image of 316Ti-Ti6Al4V Welded Samples 

 

       The SEM images of the samples welded with a copper 

interlayer using the 310 and Ti6Al4V alloys demonstrate 

that the welding process was successful and that the copper 

interlayer formed uniformly and homogeneously (Figure 7). 

Additionally, the SEM photograph indicates that the 

thickness of the interfacial layer is approximately 200 µm. 

Upon examining the EDX analyses, it was concluded that 

due to the width of the weld interfacial thickness, only 100% 

Cu atoms are present, suggesting that diffusion may occur 

at the contact areas. 
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Element a region (% wt.) b region(% wt.) c region (% wt.) 

Ti 90.15 - - 

Al 5.97 - - 

V 3.88 - - 

C - - 0.24 

Si - - 0.63 

Cr - - 21.87 

Fe - - 57.50 

Ni - - 17.82 

Mn - - 1.94 

Cu - 100 - 

 
Figure 7. SEM Images and EDX Results of 310-Ti6Al4V Welded Samples 
 

Upon examining the SEM images of the samples welded 

using a copper interlayer with the 430 and Ti6Al4V alloys, 

it was observed that the welding process was successful and 

that the weld region exhibited a smooth and homogeneous 

distribution along its length (Figure 8). The SEM images 

clearly demonstrate that the thickness of the weld interfacial 

region occupies a broad area with a thickness of 350 µm at 

the bonding region. Furthermore, EDX analyses revealed 

that due to the considerable thickness of the weld interfacial 

region, only the copper phase was present in the area. 

 

 

Element a region (% wt.) b region (% wt.) c region (% wt.) 

Ti 90.15 - - 

Al 5.97 - - 

V 3.88 - - 

C - - 0.11 

Si - - 0.57 

Cr - - 15.82 

Fe - - 82.53 

Ni - - 0.97 

Mn - - - 

Cu - 100 - 

 

Figure 8. SEM Images and EDX Results of 430-Ti6Al4V Welded Samples 

 

 

Upon examining the SEM images of the 304 and 

Ti6Al4V alloys, it was observed that the weld region 

formed around the drilled pin hole. The welding process 

was carried out uniformly across the cross-section, and the 

interfacial thickness was measured to be approximately 30 

microns (Figure 9). 

 

 
 

Figure 9. SEM Images of 304-Ti6Al4V Welded Samples 

 

4. CONCLUSION  
 

The results obtained from friction welding processes 

conducted using a Cu interlayer in various metal alloys have 

been examined in detail. The findings of the research are 

summarized below: 

 In both macro and microstructural evaluations, it 

was observed that the interlayer formed uniformly 

across the weld surface in all joining operations 

without any discontinuities. 

 The interlayer thicknesses of the welded samples 

were determined to be 5 µm for 316L, 15 µm for 

316Ti, 200 µm for 310, 350 µm for 430, and 30 

µm for 304. 

 It was found that the tensile strengths of the 

materials were consistent with the tensile strength 

of the interlayer used. The highest elongation and 

tensile strength were measured at 5.5% elongation 

and 440 MPa for the 310 stainless steel-Ti6Al4V 

alloy pair. 

 In the microhardness analyses, no significant 

change in hardness values was observed in the 

Ti6Al4V portion. This can be attributed to the 

limited heat input into the material due to the neck 

formation occurring on the titanium side, which 

prevented a temperature-dependent reduction in 

hardness values. Additionally, microstructural 

changes in the heat-affected zone and the stability 

of the material's crystal structure may have 

contributed to the preservation of hardness by 

limiting the effects of high temperatures. These 

mechanisms play a crucial role in explaining the 

relationship between heat input and hardness. 
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1. INTRODUCTION 
 

In recent years, with the rise of internet usage, there has 

been a significant increase in text data [1]. A significant portion 

of this data consists of social media posts, customer comments 

on e-commerce sites, news sites, and content on similar 

sources. The need to interpret and analyze such a large amount 

of text data has increased the importance of natural language 

processing (NLP) techniques and the interest in this field. 

Today, social media platforms are commonly used to share 

personal thoughts and feelings, while e-commerce sites allow 

customers to express product-related experiences [2,3]. 

Analysis of data on these platforms has the potential to provide 

valuable insights into understanding the needs of individuals 

and societies, as well as predicting future trends. Sentiment 

analysis, an NLP task that focuses on detecting positive, 

negative, and neutral emotions in texts, is a crucial area of 

research in this context. Sentiment analysis is widely accepted 

as an effective method for addressing important issues, such as 

determining marketing strategies and making strategic 

decisions, by governments. In recent years, advancements in 

sentiment analysis methods have significantly increased 

interest in this field [4,5]. 

Before language models (LMs), sentiment analysis 

methods were divided into machine learning and lexical-based 

approaches. Machine learning-based approaches consist of 

various techniques such as Naive Bayes, Support Vector 

Machines (SVM), and Decision Trees. In these methods, 

machine learning algorithms are trained on a given labeled 

dataset and perform classification on texts [6]. Lexical-based 

methods, on the other hand, analyze the emotional words in the 

text and assign scores. These approaches use a pre-created 

dictionary to determine whether the words in the text contain 

emotions. Thus, a sentiment score is calculated according to the 

number of words [7]. Ahmad et al. [8] used the SVM algorithm 

for sentiment analysis with tweets and found that the 

performance varies depending on the characteristics of the 

dataset, and it is especially successful in neutral sentiment 

classification. Dhaoui et al. [9] compared the performance of 

lexical-based and machine learning-based approaches using 

social media comments. They observed that combining both 

methods improved the performance in sentiment analysis. 

Onan [10] performed sentiment analysis on Turkish tweets 

using Naive Bayes, SVM, and Logistic Regression methods. In 

the study, it was revealed that Naive Bayes method gave more 

successful results than other machine learning approaches. 
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Traditional approaches are limited in terms of context 

understanding and vocabulary, as they cannot go beyond the 

words in the predefined list. Machine learning and lexical 

based methods may exhibit limited performance depending on 

the size and diversity of the data. The emergence of LMs with 

the introduction of the Transformer architecture has led to 

significant improvements for NLP tasks. LMs can learn the 

context and relationships between words in texts thanks to the 

large corpora and self-attention mechanism used during their 

pre-training [11]. This contextual information enables the 

accurate analysis of sentence structure. The representations 

learned by the models can be fine-tuned for development 

purposes for specific domains and tasks. Thus, LMs can be 

adapted for tasks in various domains. These pre-trained models 

have been successfully applied to a wide range of NLP tasks 

such as text classification [12], machine translation [13], text 

summarization [14] and question-answer systems [15]. Unlike 

traditional methods, LMs have the potential to exhibit high 

performance with fine-tuning, even with imbalanced or 

complex datasets. This is particularly advantageous for low-

resource languages. The contextual capabilities of LMs 

increase their performance in NLP tasks. Tan et al. [16] 

proposed a model that combines Transformer architecture with 

recurrent neural network architecture for sentiment analysis. 

This model has a hybrid structure with Robustly Optimized 

Bidirectional Encoder Representations from Transformers 

Pretraining Approach (RoBERTa) and Long Short-Term 

Memory (LSTM) approaches that have Bidirectional Encoder 

Representations from Transformers (BERT) structure. The 

proposed approach exhibited superior performance on IMDb, 

Twitter US Airline Sentiment and Sentiment140 datasets by 

combining the strong contextual ability of RoBERTa with the 

ability of LSTM to capture long dependencies. Arroni et al. 

[17] developed a simple model that uses the Transformer 

architecture's self-attention mechanism to analyze the 

sentiment of tweets about hotels. The model aims to classify 

tweets about hotels according to their sentiments. The study 

revealed that Transformer-based LMs are more effective than 

traditional methods. Khan et al. [18] fine-tuned the 

Multilingual BERT (mBERT) model for Urdu, a low-resource 

language, by comparing traditional methods with deep learning 

methods. The findings from the study revealed that the 

contextual capabilities of the BERT model outperformed other 

traditional methods. mBERT stood out as an effective model, 

especially for low-resource languages. Yürütücü and Demir 

[19] performed sentiment analysis using tweets about COVID-

19. In the study, LMs and Naive Bayes method were compared 

for sentiment analysis. Higher accuracy sentiment detection 

was achieved with the BERT-based model compared to the 

Naive Bayes method. The results of the study showed that the 

BERT-based model performed successfully in capturing 

contextual information compared to traditional methods. 

Köksal and Özgür [20] created an original dataset consisting of 

tweets for Turkish sentiment analysis. Using this dataset, 

BERTurk, mBERT and XLM-RoBERTa models were fine-

tuned, and the performances of the models were compared. The 

best performance among the models was obtained with 

BERTurk. 

The increasing importance of NLP tasks and sentiment 

analysis has necessitated the development of the capabilities of 

LMs and the evaluation of their performance. The success of 

LMs in NLP tasks and sentiment analysis varies depending on 

many factors. These factors include the structural complexity 

of the model used, the size and quality of the corpora used in 

pre-training, grammatical features, and syntactic structure. 

There are challenges for NLP tasks and sentiment analysis in 

low-resource languages compared to models in resource-rich 

languages, such as English [21]. Turkish is also among the low-

resource languages. The agglutinative structure of Turkish 

causes roots and suffixes to combine in different ways, 

providing a flexible structure. In particular, the fact that the 

subject and predicate can be in different places in the sentence 

makes the language complex in terms of syntax. Therefore, in 

the analysis of the performance of Turkish LMs, this unique 

structure of the language must be considered. Considering the 

agglutinative structure and contextual diversity of Turkish, 

using models to grasp the structure of the language and to 

perform tasks such as sentiment analysis is a difficult but 

necessary goal. Models have the potential to exhibit superior 

performance even in a low-resource language such as Turkish, 

provided that the size and diversity of the corpora are provided 

in the pre-training. The performance of the models depends on 

their ability to grasp the structural and grammatical features of 

the language. 

This study examines the performance of LMs for sentiment 

analysis. The limited contextual representation and inadequacy 

of traditional methods highlight the potential of LMs in this 

field. Evaluating the performance of these models in low-

resource languages plays a critical role in the development of 

NLP studies in these languages. The aim of this study is to 

examine the performance of XLM-RoBERTa, mBERT, 

BERTurk 32k, BERTurk 128k, Efficiently Learning an 

Encoder that Classifies Token Replacements Accurately 

(ELECTRA) Turkish Small and ELECTRA Turkish Base 

models in the Turkish sentiment analysis task and to contribute 

to the development of methods that will provide higher 

performance for Turkish. In addition, it is aimed to obtain 

important findings on how to make fine-tuning processes more 

effective in accordance with the language structure of Turkish 

and to provide guidance on how these models can be adapted 

sensitively to the linguistic features of Turkish. The key 

contributions of this study are as follows:  

 A comparative evaluation of LMs on Turkish 

sentiment analysis.  

 Performance benchmarking on a balanced and 

representative Turkish dataset. 

 Analysis of monolingual vs. multilingual model 

performance.  

 Interpretation of model outputs across sentiment 

classes. 

 Recommendations for fine-tuning strategies in 

morphologically rich, low-resource languages like 

Turkish. 

This study consists of five main sections. In the first section, 

the background of the study, previous studies, motivation and 

objectives are presented. In the second section, details about 

the dataset used in the study and details of the LMs compared 

are given. In the third section, the experimental setup is 

explained, information about the fine-tuning process and the 

metrics used to evaluate the model performances are given. In 

the fourth section, the findings obtained from the experiments, 

the comparison of the models and the detailed evaluation of 

their performance are included. In the fifth section, a general 

evaluation of the study is made, the main findings are 

summarized and suggestions for future studies are presented. 

69



EUROPEAN JOURNAL OF TECHNIQUE, Vol.15, No.1, 2025 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

 

2. MATERIAL AND METHOD 
 

This section outlines the dataset and models utilized in the 

study. First, the TRSAv1 dataset is introduced in detail, 

followed by descriptions of the LMs and their fine-tuning 

procedures. 

 

2.1. Dataset  
 

Turkish Sentiment Analysis-Version 1 (TRSAv1) was used 

in this study [22]. The dataset serves as a comprehensive 

resource for evaluating sentiment analysis in Turkish. The 

TRSAv1 dataset contains 150,000 e-commerce reviews of 

products in the Turkish market from real users. These reviews 

consist of authentic comments expressing users' opinions about 

their shopping experiences and product quality. The comments 

in the dataset are categorized into three classes as positive, 

negative, and neutral. The number of comments in the classes 

shows a balanced distribution. Each class includes exactly 

50,000 reviews, which were manually labeled using a custom-

developed annotation tool. The dataset includes nearly 2 

million words and more than 80,000 unique terms. Specifically, 

the positive class contains 717,674 words, the negative class 

613,737, and the neutral class 583,541. This balanced dataset 

structure allows the models to measure their performance for 

different sentiment classes. The balanced distribution prevents 

models from overfitting or underfitting. Examples of the data 

in the classes in the dataset are given in Table 1. 

 
TABLE I  

EXAMPLES OF SENTIMENT CLASSES IN THE TRSAV1 DATASET 

Sentiment 

Class 
Example 

Positive 

“Saçlarda dökülmeyi belirgin derecede azaltıyor. Hem 

de yumuşacık yapıyor. Kendi yakın arkadaşlarıma 

dahi önerdiğim bir ürün” 

Neutral 
“Annem için aldım bakalım memnun kalacak mı 

boyutu normal” 

Negative 
“Çok kötü oyuncak gibi sakın almayın bir işe 

yaramaz” 

 

A data preprocessing pipeline was applied to the dataset to 

ensure a cleaner input for the models and improve sentiment 

classification performance. In the data preprocessing phase, 

elements that could affect the accuracy of the models in the 

dataset were cleaned. Comments were cleaned by removing 

symbols such as emojis, hashtags, user mentions, and 

hyperlinks, which are known to introduce noise in sentiment 

prediction. As a result, the dataset was structured to be 

compatible with sentiment classification tasks. 

 

2.2. Language Models 
 

LMs are models trained with large text data that focus on 

understanding and reproducing the complex structure of human 

language in the field of NLP. These models learn the contextual 

structure of language in depth by using the self-attention 

mechanism in the Transformer architecture [23]. Thus, these 

models are versatile and applicable to a wide range of NLP 

tasks. These models are typically trained in two stages. First, 

they undergo pretraining on large-scale corpora to learn general 

language representations. Then, they are fine-tuned on task-

specific datasets to adapt to NLP applications and domains 

[24].  

LMs can be pre-trained in multiple languages or customized 

in a single language. In this study, multilingual models, 

including Turkish and customized models for Turkish, were 

used. The models used in the study, their parameters and types 

are given in Table 2. 

 
TABLE II 

LANGUAGE MODELS 

Model Name 
Parameter 

Count 
Language Type 

XLM-RoBERTa 270M Multilingual 

mBERT 110M Multilingual 

BERTurk 32k 110M Monolingual 

BERTurk 128k 110M Monolingual 

ELECTRA Turkish Small 14M Monolingual 

ELECTRA Turkish Base 110M Monolingual 

 

XLM-RoBERTa: A multilingual model developed by 

Facebook AI and pre-trained with text data in more than 100 

languages [25]. It is based on the RoBERTa architecture, an 

extended version of BERT [26]. XLM-Roberta's multilingual 

structure, including Turkish, provides successful results for 

different NLP tasks in different languages. In this study, this 

multilingual model is fine-tuned for Turkish sentiment analysis 

and its performance is analyzed. 

 

mBERT: mBERT is a multilingual model based on the BERT 

architecture. The BERT model is based on Masked Language 

Modeling and Next Sentence Prediction techniques [24]. The 

multilingual version developed by Google can be widely used 

in text classification, sentiment analysis and other NLP tasks in 

different languages. In the pre-training process of the model, it 

was trained with text data in 104 different languages, including 

Turkish. mBERT's multilingual structure, including Turkish, 

allows it to be used in Turkish NLP tasks. 

 

BERTurk: BERTurk is a BERT-based model trained on 

Turkish corpora, including news articles, Wikipedia, and 

OSCAR datasets. The BERTurk model has been specially 

developed for high performance on Turkish language tasks. 

The model is sensitive to the linguistic features and semantic 

details of Turkish. There are several versions of the BERTurk 

model with different vocabularies [27]. The 32k and 128k case 

versions of the BERTurk model, which have shown successful 

results in Turkish text-based tasks, are used in this study for 

fine-tuning the sentiment analysis task. 

 
ELECTRA Turkish: ELECTRA Turkish is a customized 
version of the ELECTRA base model for Turkish. This model 
has been pre-trained with large Turkish texts and has a good 
command of the general structure of the Turkish language. 
ELECTRA is based on the Transformer architecture and uses 
the Replaced Token Detection technique. This method offers a 
pre-training process with a different approach than the masked 
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language model [28]. The ELECTRA model adapted for 
Turkish has the potential to exhibit high performance in 
Turkish NLP tasks. This model was fine-tuned for the 
sentiment analysis task in this study. 

3. EXPERIMENTAL SETUP 
 

In this section, the fine-tuning stage and evaluation metrics 

for the experimental setup of the study are explained. LMs pre-

trained on large corpora were fine-tuned with the TRSAv1 

dataset for sentiment analysis, and the results were evaluated. 

Figure 1 shows the pre-training, fine-tuning, and evaluation 

processes of the LMs. 

 

 
 
Figure 1. The Process of Pre-training, Fine-tuning, and Evaluation of LMs 
 

3.1. Fine-Tuning 
 

XLM-RoBERTa, mBERT, BERTurk 32k, BERTurk 128k, 
ELECTRA Turkish Small and ELECTRA Turkish Base 
models were fine-tuned with TRSAv1 dataset for Turkish 
sentiment analysis task. Fine-tuning is the process of 
customizing pre-trained models for specific NLP tasks. 80% of 
the dataset was allocated for training and 20% for testing. 
During data splitting, balanced representation of all sentiment 
classes was ensured to avoid class imbalance issues. Identical 
hyperparameter values were applied during fine-tuning to 
ensure fair comparison across models. The fine-tuning 
parameters, including the number of epochs, learning rate, and 
batch size, are presented in Table 3.  

TABLE III  

HYPERPARAMETER SETTINGS FOR FINE-TUNING 

Hyperparameter Assigned Value 

Epoch 3 

Batch Size 32 

Learning Rate 3e-5 

 
The fine-tuning of the models was conducted utilizing the 

Hugging Face Transformers library, a widely recognized 
toolset for NLP tasks, implemented in Python. An NVIDIA 
A100 graphics processing unit, with its high memory 
bandwidth and computational power, was utilized to accelerate 
the fine-tuning process. After the models were fine-tuned, their 
overall and class-based performances were evaluated with 
various metrics using the test dataset. 

 

3.2. Evaluation Metrics 
 

The commonly used metrics of accuracy, precision, recall 

and F1 score are used to evaluate fine-tuned models for 

sentiment analysis tasks. These metrics provide the opportunity 

to evaluate different performance aspects of the model in detail 

for each class in a classification problem. Thus, the 

performance of the model for the problem can be analyzed in 

depth. 

 

Accuracy: The ratio of samples correctly classified by the 

model to the total number of samples. The formula for the 

Accuracy metric is given in Equation 1. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                   (1) 

 

Precision: The ratio of instances that the model correctly 

classifies as positive to the total number of instances that the 

model correctly classifies as positive. The formula for the 

metric is given in Equation 2. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 +  𝐹𝑃
                   (2) 

 

Recall: The ratio of samples correctly classified as positive by 

the model to the total number of true positive samples. The 

formula for the Recall metric is given in Equation 3. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 +  𝐹𝑁
                   (3) 

 

F1 Score: It is expressed as the harmonic mean of Precision 

and Recall metrics. Its formula is given in Equation 4. 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
                   (4) 

 

4. RESULTS and DISCUSSION 
 

In this study, we comprehensively evaluate and compare 

the performance of fine-tuned LMs on a Turkish sentiment 

analysis task. This evaluation, which includes multilingual 

models designed in accordance with the linguistic features of 

Turkish, provides important insights into which model may be 

more effective in NLP tasks such as sentiment analysis. Table 

4 shows the performance of the fine-tuned models in sentiment 

analysis. 

 
TABLE IV 

PERFORMANCE METRICS OF FINE-TUNED MODELS FOR TURKISH SENTIMENT 

ANALYSIS 

Model 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

XLM-RoBERTa 83.27 83.30 83.27 83.22 

mBERT 81.86 82.00 81.86 81.89 

BERTurk 32k 83.69 83.68 83.69 83.65 

BERTurk 128k 83.68 83.69 83.68 83.66 

ELECTRA 
Turkish Small 

81.84 81.87 81.84 81.80 

ELECTRA 

Turkish Base 
83.64 83.64 83.64 83.58 
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Among the models evaluated for Turkish sentiment 
analysis, BERTurk models were the most effective models. 
The BERTurk 32k model achieved an accuracy of 83.69% and 
an F1 score of 83.65%. Similarly, the BERTurk 128k model 
followed closely, with 83.68% accuracy and an F1 score of 
83.66%. Pre-training on Turkish-specific data, which enables 
the models to effectively grasp the agglutinative and 
morphological nuances of the language, seems to be effective 
in Turkish NLP tasks. The ELECTRA Turkish Base model also 
performed commendably with an accuracy of 83.64% and an 
F1 score of 83.58%. These results demonstrate the robustness 
of monolingual models trained on Turkish data. However, the 
ELECTRA Turkish Small model with only 14 million 
parameters struggled to capture the rich contextual information 
of Turkish. Its lower performance with 81.84% accuracy and 
81.80% F1 score can be attributed to its limited capacity to 
learn from data. Therefore, the model is less suitable for tasks 
involving complex language structures. The importance of 
model size and pre-training in achieving high performance in 
morphologically rich languages such as Turkish emerges. 

Among the multilingual models, XLM-RoBERTta showed 
strong results with an accuracy of 83.27% and an F1 score of 
83.22%. It performed particularly well in the positive and 
negative sentiment classes, demonstrating its ability to 
understand Turkish sentiment in these categories. However, as 
can be seen in Table 5, its performance in the neutral class was 
significantly weaker compared to the monolingual BERTurk 
model. This limitation suggests that despite its multilingual 
capabilities, XLM-RoBERTa struggles to fully adapt to 
Turkish-specific grammatical structures and nuanced 
expression of neutral sentiments. On the other hand, mBERT 
performed less effectively than the other models, achieving an 
accuracy of 81.86% and an F1 score of 81.89%. This suggests 
that its generalized multilingual architecture does not fully 
address the unique linguistic features of Turkish. Its lower 

performance compared to monolingual models suggests that 
pre-trained LMs, especially for Turkish, have an advantage in 
understanding the articulatory and context-sensitive nature of 
the language. Table 5 shows the results of the fine-tuned 
models for different sentiment classes according to the 
precision, recall and F1 score metrics. 

TABLE V 

PERFORMANCE OF LMS ACROSS SENTIMENT CLASSES 

Model Class 
Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

XLM-RoBERTa 

Negative 88.67 83.99 86.27 

Neutral 76.97 75.43 76.19 

Positive 84.25 90.38 87.21 

mBERT 

Negative 87.79 82.36 84.99 

Neutral 74.20 75.69 74.94 

Positive 84.03 87.54 85.75 

BERTurk 32k 

Negative 88.39 85.08 86.71 

Neutral 77.29 76.05 76.67 

Positive 85.35 89.93 87.58 

BERTurk 128k 

Negative 88.35 85.20 86.74 

Neutral 77.01 76.45 76.73 

Positive 85.70 89.38 87.50 

ELECTRA 

Turkish Small 

Negative 87.59 83.20 85.34 

Neutral 75.04 73.88 74.45 

Positive 82.99 88.43 85.63 

ELECTRA 

Turkish Base 

Negative 88.84 84.60 86.67 

Neutral 77.53 75.41 76.46 

Positive 84.55 90.90 87.61 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 

Figure 2. Confusion Matrices of Fine-Tuned Models: a) XLM-RoBERTa, b) mBERT, c) BERTurk 32k, d) BERTurk 128k, e) ELECTRA Turkish Small, f) 

ELECTRA Turkish Base 
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As seen in Figure 2, the confusion matrices show a high number 

of misclassifications in the neutral sentiment class, especially 

among multilingual models. A significant number of neutral 

examples were incorrectly predicted as positive. This indicates 

that the models have difficulty distinguishing subtle contextual 

cues that separate neutral from positive sentiment. Correct 

classification of neutral expressions in the Turkish sentiment 

analysis task is one of the biggest challenges. Neutral 

expressions can be perceived as positive or negative depending 

on the context, which can affect the classification performance 

of LMs. BERTurk models performed better in the neutral class 

compared to other models. This suggests that these 

monolingual models may have better learned the contextual 

diversity and grammatical features of Turkish. The other 

multilingual models performed inconsistently in the neutral 

class. This shows that multilingual models are generally less 

sensitive to context in languages with a suffixal structure such 

as Turkish. The suffixal structure of Turkish, the fact that word 

roots combine with different affixes to acquire new meanings, 

and the flexibility of sentence structure pose a significant 

challenge for LMs. In this context, the monolingual models 

analyzed are more successful than multilingual models in 

learning this complex structure. BERTurk models clearly show 

the advantage of being specially trained with Turkish data. 

 

5. CONCLUSION 
 

This study investigates the performance of LMs on Turkish 

sentiment analysis tasks. Different variations of the BERTurk 

and ELECTRA Turkish models, as well as the mBERT and 

XLM-RoBERTa multilingual models, were compared for the 

sentiment analysis task. The findings revealed that Turkish 

customized models such as BERTurk 32k, BERTurk 128k and 

ELECTRA Turkish Base were significantly more effective at 

capturing Turkish linguistic context. BERTurk variations have 

proven to be a strong choice for Turkish sentiment analysis 

tasks due to their consistent performance. While sentiment 

analysis is challenging with traditional methods and 

multilingual models due to the complex linguistic structure of 

Turkish, monolingual models managed to overcome these 

challenges and achieved high accuracy and F1 scores. These 

findings demonstrate the importance of models trained on 

language-specific data. The TRSAv1 dataset, featuring a 

balanced class structure and real user comments, was used in 

this study. These characteristics of the dataset enabled more 

accurate evaluation of the models. In this context, BERTurk 

models demonstrated better performance in the neutral class 

compared to other models. Although the multilingual models 

showed acceptable performance for the affirmative and 

negative classes, they were insufficient in capturing the context 

for the neutral class. This suggests that monolingual models 

may be more suitable for low-source and agglutinative 

languages such as Turkish. By contrast, ELECTRA Turkish 

Small, with fewer parameters, was inadequate for handling the 

complex linguistic features of Turkish due to its limited 

capacity. Nevertheless, the results indicate that this model can 

be a viable option for non-critical applications due to its low 

hardware requirements and high speed. Conversely, the 

ELECTRA Turkish Base model performs close to the 

BERTurk models and has considerable success for Turkish 

sentiment analysis. 

This study highlights the potential and limitations of LMs 

for low-resource and structurally ambiguous languages such as 

Turkish. The success of models such as BERTurk has 

demonstrated the power of monolingual models. The success 

of these Turkish-specific models demonstrates their 

capabilities in NLP tasks such as language understanding and 

Turkish sentiment analysis. Future studies can improve model 

performance in Turkish and similar low-resource languages by 

investigating the effect of larger and more diverse datasets such 

as domain-specific texts. In this context, the findings of this 

study provide important findings and a roadmap for Turkish 

NLP tasks. 
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1. INTRODUCTION 
 

All elements of the Armed Forces and the Gendarmerie 

General Command, the Directorate of Security and the Coast 

Guard Command, consisting of law enforcement forces, are of 

critical importance for the protection of the national economy 

and public order [1]. 

While the armed forces undertake the task of protecting the 

country against threats that could harm its sovereignty and 

territorial integrity, it plays a strategic role as a deterrent against 

possible external threats and, when necessary, as a striking 

force.  Law enforcement forces, on the other hand, carry out 

their duty to ensure public security by ensuring social order, 

protecting the rights and freedoms of citizens, and fighting 

against crime and criminals.  The fact that the personnel 

working in these institutions is effectively trained and equipped 

is the most fundamental element for the institutions responsible 

for security to fully fulfill their duties. The personnel to work 

in these institutions are selected and they begin training on 

weapons and weapon use simultaneously with the start of their 

training activities. 

Shooting training ensures that Military and Law 

Enforcement personnel acquire the skills and weapon 

knowledge they need to use their duty weapons effectively and 

minimize the risks that may arise during use [2]. 

 Shooting training of these personnel is a critical process to 

improve target accuracy, increase their ability to make quick 

decisions to neutralize the target by shooting it from the desired 

point, and reinforce their safe gun use skills. This process 

ensures the success of personal effectiveness and tactical field 

operations to destroy the target in any operation.  

Traditional shooting training is a process that starts from the 

theory of basic gun use, continues with the introduction of 

weapons, and ends with the use of real bullets in the final stage. 

In this process, the safety rules against accidents and aiming 

principles for duty weapons are explained theoretically and 

they are informed before the actual shooting [3]. 

In this process, both physical conditions and ammunition 

costs prevent the trained personnel from providing sufficient 

practical training. Traditional training has many limitations, 

including security and shooting areas. Limitations such as 

preparing targets before shooting in open shooting areas or 

closed ranges, preparing physical security and protective 

measures for both the shooter and other observers, bringing and 

distributing ammunition also increase the duration of the 

training. Additionally, any carelessness during shooting may 

result in accidental injury or death [4]. 
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Personnel who are not properly or sufficiently trained may 

cause an unexpected accident when using weapons or shooting 

to neutralize the target. This means the mission fails. For this 

reason, it is very important to properly and fully train military 

personnel authorized to use weapons and law enforcement 

personnel fighting crime and criminals. 

Simulation-based shooting training systems are very 

flexible during training. By using these systems, ammunition 

and time are saved. In addition, the absence of ammunition 

increases the amount of shooting and allows the detection and 

analysis of the shooter's errors [5]. Simulations have evolved 

into a structure that is safer, faster and accessible to more 

people [6]. 

Simulation systems allow users to find more shooting 

opportunities, increase their aiming abilities, and be trained 

through realistic scenarios. It also ensures that security risks 

that may arise during real shooting are eliminated [7-9]. 

Shooting training through simulation attracts a lot of 

attention not only in military and law enforcement schools but 

also in the civilian field. As a result of this interest, many 

defense industry companies offer different software and 

systems to users to meet their needs. The developed systems 

are generally targeting military or law enforcement institution 

users. These systems aim to increase the success rate of users 

as well as increase their decision-making and scenario-based 

skills. For this reason, their costs are quite high. These types of 

systems, which are costly, are not preferred by individual users 

[8]. It is seen that studies on Shooting in the academic literature 

focus on virtual reality (VR) and augmented reality (AR) 

technologies. VR and AR technologies make shooting training 

more effective. [8,10]. In addition to the many benefits of 

virtual reality-based shooting simulations, their hardware 

requirements also require high costs. 

The developed individual shooting simulation system 

software is designed to create an effective alternative 

simulation suitable for individual use apart from existing 

solutions and as a portable and cost-effective solution that will 

appeal to individual users. The developed software also allows 

effective personalization of shooting training. This article 

explains in detail the possibilities, capabilities and advantages 

of the developed individual shooting simulation system 

software. 

 

2. MATERIALS AND METHODS 
 
In this section, the components of the developed Individual 

Simulation System software and the working principles of the 

software are explained. In this context, the working logic of the 

developed software and the necessary hardware are specified 

step by step. 

The system consists of the following basic components. 

The general view of the system is shown in Fig. 1. 

Web Camera: Used to monitor the target and record images 

during shooting. Resolution and frame rate have been 

optimized to increase the accuracy of the system. 

Computer: It is the basic hardware on which image 

processing algorithms are run and simulation results are 

analyzed.  

Target Paper: Standard A4 size target papers were used to 

physically evaluate shooting hits and measure the performance 

of the system.  

Laser: Two different lasers that can be mounted on the 

weapon or placed inside the barrel of the weapon are used. The 

trigger mounted on the gun flashes momentarily due to the 

shock that occurs during shooting.  

The laser bullet placed in the gun barrel flashes 

momentarily as a result of the completion of the electronic 

circuit after the gun needle touches the laser bullet during the 

trigger. 

 

Figure 1. General view of the software 

 

Simulation software: The software was written in Python 

software language using image processing algorithms and 

visualization interface. Python libraries used in the developed 

software are presented in Fig. 2. 

 

 

Figure 2. Python Libraries Used in the Software 

 

Individual shooting simulation system usage includes the 

following steps. 

System Setup: The web camera is fixed facing the target 

paper and positioned at a certain distance. The camera is 

positioned to completely frame the target paper with a linear 

alignment. The computer is integrated with the system to 

process images from the webcam in real time. The developed 

software automatically takes action to ensure that the right 

camera takes the right image during startup, as shown in Fig. 3. 

The reason for this is that the image of the externally attached 

webcam is transferred to the system, not the existing camera of 

the computer. 
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Figure 3. Camera selection and Sample Calculation 

 
Image Processing: Image Acquisition, the webcam 

recorded high-resolution images of the target sheet after each 

shot. Pre-processing, the captured images were subjected to 

noise reduction and contrast enhancement processes. The 

image taken from the webcam is corrected by the software by 

following the correction steps. By correcting angular errors in 

the image taken on the webcam, the image is corrected to its 

actual size. In this way, it is sufficient for him to just see the 

target, without having to see the target directly in front of him. 

An image of scaling the image to its actual size is shown in Fig. 

4. 

 
Figure 4. Scaling the image to actual size 

 
Target Analysis: With the image processing algorithm, the 

position of the laser light on the target is calculated in pixels 

and its actual position on the aimed target is marked. 

Morphological operations and edge detection techniques have 

been used effectively in this process. Software Flow Diagram 

is presented in Fig. 5. 

 

3. RESULTS  
 

This chapter presents the findings from the implementation and 

testing of the Individual Shooting Simulation System software. 

The system was evaluated for its performance in image 

processing detection and analysis of shooting hits, as well as its 

general usability in simulating individual shooting 

applications. 

Adding a system target; the desired target can be added to 

the system in A4 size. Before defining the target in the system, 

counter zones in the relevant areas of the target were selected 

and an npy. file was created for these regions. 

 
 

 

Figure 5. Software Flow Diagram 

 

This created npy file is read from the target.json file, thus 

enabling the reading of descriptive information about the target 

after target selection from the software. The npy file created 

separately for each target has created target diversity and 

different evaluation opportunities. The codes of the target.json 

file, where attribute data and definitions for target selection are 

made, and the Target selection screen in the software interface 

are shown in Fig. 6. 

The system was evaluated in terms of ease of use, 

installation and operating processes: 

Positioning the camera and integrating it with the software 

was very simple. The automatic camera selection mechanism 

shown in Fig. 3 facilitated the installation process by ensuring 

that the correct external camera was used. The installation of 

the system (including turning on the computer and connecting 

the camera, attaching the target to the board and running the 

software) takes under 5 minutes. 

The software enabled laser positions to be marked on the 

target image in real time. This feature allowed users to instantly 

evaluate their performance after each shot. Additionally, the 

system allows shooting as many times as desired without any 

limit. Additionally, the last shot is instantly shown in red and 

the other shots are shown in blue. Consecutive or serial shots 

are detected by the software in less than 1 second and displayed 

on the interface. In this way, the last shot fired can be quickly 

detected by the user. 
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Figure 6. Software Flow Diagram 

 

The Capabilities and Interface of the Developed Software 

are shown in Fig. 7. 

- Portable and Quick Installation,  

- Target Selection, 

- Shooting or shooting path display option (Fig. 8), 

- Software calibration according to shooting (Fig. 9),  

- Display of shooting score, hit success and total score by 

the system (Fig. 10),  

- Serial and rapid shot detection,  

- Unlimited shooting opportunities,  

- Hit detection from different angles up to 30 degrees,  

- Reporting and shooting recording (Fig. 11), 
 

Figure 7. The Capabilities and Interface of the Developed Software 
 

The Individual Shooting Simulation System has been 

comprehensively evaluated based on different criteria. System 

performance was examined under the headings of accuracy, 

speed, flexibility and user satisfaction. 

The Individual Shooting Simulation System has been 

comprehensively evaluated based on different criteria. System 

performance was examined under the headings of accuracy, 

speed, flexibility and user satisfaction. 

 

Figure 8. Shooting path display 

 

 

Figure 9. Software calibration according to shooting 
 

Figure 10. Display of shooting score 
 

 
 

Figure 11. Reporting and shooting recording 
 

The software showed high accuracy in detecting laser dots 

on the target paper. The main findings are: 

The image processing algorithm detected laser points on the 

target consistently and with minimal error. Morphological 

operations and edge detection techniques enabled the laser hit 

points to be determined exactly and the error rate did not 

exceed the ±1 pixel limit. Preprocessing steps effectively 

corrected angular distortions in the acquired images and 

ensured accurate mapping of laser points to coordinates on the 

78



EUROPEAN JOURNAL OF TECHNIQUE, Vol.15, No.1, 2025 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

physical target. Scaling and alignment operations allowed 

accurate analysis regardless of camera angle differences, as 

shown in Fig. 4. 

By optimizing the time from laser detection to result 

visualization, the system was able to process each shot in under 

1 second. This speed has made training processes more 

efficient by allowing users to receive real-time feedback. The 

system was able to analyze consecutive shots with high 

processing speed and present the results to the user without any 

delay or data loss. The laser detection algorithm of the software 

worked successfully in trials conducted under different lighting 

conditions (low light, artificial lighting). Tests carried out 

especially in low light conditions have demonstrated the 

effectiveness of the software's image processing capabilities. 

The system can detect the laser falling on the target paper. 

The software has been tested at distances ranging from 1 to 50 

meters. At these distances, the accuracy of detection of laser 

points and their location on the target was preserved. It has been 

observed that the software will not be suitable for use in shots 

over 50 meters, as the appearance of the laser light on the target 

increases proportionally depending on the distance. If desired, 

the hit point can be marked by editing in the software, based on 

the pixel value of the center point, taking into account the size 

of the laser light. This means that the distance can be increased 

further. However, since the developed software in question was 

planned to be used in the classroom environment, such a need 

did not arise. 

Instant visualization of firing points allowed users to 

quickly evaluate their performance. Users were able to 

effectively use this feedback in training improvement 

decisions. Users and Shooting Instructors stated that they were 

satisfied with the ease of installation of the system and the 

smoothness of the usage process. They also stated that real-

time analysis and visualization features provide a significant 

advantage in shooting training. In the tests performed, the rate 

of cases in which the system could not recognize the laser 

points remained below 2%. These errors are generally seen in 

extremely bright environments or when the laser beam is 

directed to a point other than the target. Preprocessing steps 

successfully filtered out noise in the image, allowing laser 

points to be detected more clearly. 

Individual Shooting Simulation System software has a 

structure that can meet the training and performance analysis 

needs of both amateur and professional users. The practical 

application potential of the system was examined under the 

headings of skill assessment and training flexibility. The 

software analyzed the position of the laser points on the target 

during shooting with millimetric precision. This analysis 

revealed the shooter's aiming accuracy and consistency. Users 

were able to use this data as a feedback tool to improve their 

shooting techniques. 

The system provided the user with an overall performance 

evaluation after multiple shots. In the software, the total 

shooting score can be automatically displayed along with the 

shot-by-shot visual. 

The system has an easily portable hardware structure. 

Essential components like the webcam, computer, and target 

paper can each be carried anywhere with a bag. The system 

becomes ready for use by running an exe file without requiring 

any special technical knowledge. The software automatically 

selects the camera and corrects the image of the target in the 

camera image, making it easier for the user to use it without 

any action The system instantly displays users' shooting results 

on the screen. This feature makes the education process more 

efficient and interactive. The software's reporting and 

recording feature allows the shooter's development and 

shooting success to be tracked over time. The results of the 

shooting studies conducted on different dates enable the 

analysis of the development of the users and the success of the 

training. The software is a suitable educational tool for students 

in military and law enforcement schools as well as 

professionals. While students use the system to learn basic 

shooting techniques, professionals use the software to maintain 

their performance and renew their training. 

 

4.  DISCUSSION 
The developed Individual Shooting Simulation System 

software offers an innovative approach with its portable and 

cost-effective structure in both individual training. In this 

section, evaluations were made on the developed simulation 

software and its usage concept, its advantages, limitations, and 

the development potential of the software in the future. 

The system offers its users various advantages during 

training: 

- The system marks the position of the exact middle 

point of the laser circle on the target with high accuracy of ±1 

pixel. Additionally, the software detected laser light under 

different lighting conditions and distances, providing 

consistent results. 

- The system has a user-friendly structure with its 

simple interface and portable structure. Automatic correction 

of the target image obtained from the camera by the software 

and detection of the correct camera provide convenience to the 

users. 

- Displaying the result of the shot on the screen at the 

time of shooting provides a dynamic structure to the training. 

This feature allows shooters to make instant improvements 

with repeated shots. 

- The system, which offers users long-term 

performance monitoring, has enabled them to plan their 

training processes more consciously. Visualization and 

reporting of data made it possible to use the system as a guide 

for individual development. 

Although the system works successfully, certain limitations 

have been observed: 

- While the system showed high performance in low 

light conditions, it had difficulty detecting laser light in 

extremely bright environments. This may require taking 

additional precautions to reduce the effect of intense light 

sources such as sunlight in outdoor use. 

- Although small errors in camera alignment were 

tolerated thanks to image correction algorithms, alignment 

errors above a certain limit negatively affected system 

performance.  

- The system requires mid-level computer hardware 

and a mid-level webcam to run the image processing 

algorithms. Also, there is laser addiction. 

This system provides advantages compared to other 

shooting training tools, especially in terms of portability, cost 

effectiveness and ease of use: 

- Some commercially available shooting simulation 

systems often require expensive and complex hardware. This 

developed system offers a competitive alternative by providing 

similar accuracy and performance levels at lower cost. 

- While existing commercial systems generally target 

professional users, this system is designed to appeal to both 
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amateur and professional users. This enables the system to 

reach a wider user base. Additionally, any target at any level 

can be added to the software. The only restriction is that this 

target must be scaled to A4 size. 

The findings obtained in this study provide several 

opportunities for the development of the system and its 

dissemination to a wider application area: 

- With the development of artificial intelligence-based 

image processing algorithms and advanced image filters and 

their integration into the software, the effect of light sensitivity 

in detecting the shooting point can be reduced. 

- Integrating the system with the mobile application can 

reduce users' hardware needs. In this way, users can train even 

at home using the cameras of their personal phones. 

- A module can be added to the software in which 

artificial intelligence-supported shooting errors can be 

automatically evaluated by the system according to the point of 

impact. 

- In line with the developments to be made in the 

software, visuality can be increased with a barcovision device 

and a more advanced camera, and scripted shooting training 

can be given. 

 

5. CONCLUSION 
 
The evaluation results of the hit points on the target showed 

that the Individual Shooting Simulation System software 

marked the laser position on the target with high accuracy. 

The user-friendly structure of the software and It shows that 

it can be used as an effective method in shooting training with 

its possibilities and capabilities. In addition, it was concluded 

that the real-time feedback feature of the software, together 

with its fast installation and portable structure and components, 

increased the effectiveness of shooting training. The fact that 

the desired target can be added to the software and the target 

image is on A4 paper shows that the system is an ideal option 

for individual shooting training with all its components and 

software. Users have the opportunity to report their 

performance after shooting, allowing them to track their 

progress. 

The developed Individual Shooting Simulation System 

software increases the effectiveness of individual shooting 

training with its innovative structure and user-friendly 

interface. With future studies, it is expected that the system will 

reach a wider user base and become an important tool in 

education, research and commercial fields. 

The results obtained confirm that the Individual Shooting 

Simulation System is a reliable and effective tool for simulating 

shooting scenarios, allowing users to improve their 

performance by providing accurate feedback. 
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1. INTRODUCTION 
Data visualization is constantly changing as a developing 

field of data science. The amount of data loaded into data 
stores and flow rates contribute greatly to this rapid change 
[1]. In the contemporary data-driven business landscape, 
visualization tools are integral to facilitating decision-making 
processes that directly influence the considerable revenues of 
various industrial enterprises, thereby underscoring their 
critical importance in both academic research and industry 
applications. Because the transformation of abstract data into 
physical images (length, location, shape, color, etc.) is 
achieved through visualization [2]. Data-driven solutions that 
will be carried out in analytical processes related to data 
received from smart cities, smart systems, web-based systems 
and wireless sensors in today's technology world, which 
operates with the production and consumption [3] of such 
abstract data, are seen as an important field of study in the 
future [4], [5]. Since the data produced on these platforms is 
within the scope of big data [6], it is necessary to work with a 
structure where the data is constantly updated. For this reason, 
the data is structured and analyzed first. Artificial intelligence-
supported intelligent systems can be used to collect data and 

provide meaningful inferences. In addition, appropriate 
mechanisms are applied to detect anomalies in the visualized 
information [7].  

When we look at the studies in the field of data 
visualization, it is seen that various visualization libraries are 
used. However, there is no specific standard for which 
libraries to be used in which situations. This article seeks to 
address the gap in existing literature by examining 
visualization libraries across various programming languages, 
emphasizing their advantages and limitations in the context of 
specific use cases. For this purpose, it is aimed to guide the 
library and purpose matching in future visualization studies by 
classifying the visualization libraries according to their years 
and usage purposes. As far as we are aware, no such study has 
been conducted previously. The process from obtaining the 
data to producing the image outputs is shown in Figure 1 
below. The first step is carried out by analyzing the raw data 
from different sources. The data that needs to be worked on is 
filtered and sorted out from the prepared data. After matching 
the data to be focused on with each other with meaningful 
relationships, the image data is produced by processing the 
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geometric data obtained on the graph. These processes can 
also be used as a common workflow that can be used in all 
data visualization steps [8], [9], [10].  

This study consists of four main parts. In Section 2, data 
visualization tools/libraries that are used extensively in 
programming languages are presented. Comparisons of the 
advantages and disadvantages of these tools are also presented 
in tables. In Section 3, the findings from the literature review 
with application examples of visualization tools are presented. 
In Section 4, the analysis of visualization tools and possible 
future directions are presented and discussed. 

2. DATA VISUALIZATION TOOLS 
 
This section discusses libraries used for visualization 

based on programming languages. Visualization libraries are 

used in industrial/academic fields and continue to be 

developed depending on the changing data structure. It is seen 

in the literature that visualization libraries are applied in very 

different disciplines such as health, economy, finance, cyber 

security [11], social media, and construction [12]. It can be 

used to analyze social networks [13] within the scope of big 

data, as well as for real-time modeling [14]. Visualization 

libraries in programming languages used in visualization 

processes are shown in Figure 1. On the other hand, studies 

are also being carried out to realize solutions related to all 

these steps with generative artificial intelligence [15]. 

Interactive visualization with generative artificial intelligence 

is one of these areas [16]. 

 

2.1. Javascript Based Tools 
 

When we look at the studies conducted in the field of data 

visualization, there are many tools based on programming 

languages. These languages include JavaScript, R, Python, 

Java, Scala, Perl, Julia. The overwhelming majority of 

programming language-based visualization tools, particularly 

those that are most commonly used, are built on JavaScript. 

For this reason, tools based on JavaScript will be presented 

first in this section. JavaScript allows users to design their 

charts and graphs flexibly by processing raw data with their 

own style of code, but these design steps can be time-

consuming for those new to programming languages. Some 

visualization tools are integrated with JavaScript, whereas 

others rely on programming languages like Python, Java, PHP 

and R. Visualization libraries in JavaScript are explained 

below. 

 

 

 

 

 

 

 

 

  

Figure 1. Distribution of graphics libraries by programming languages 
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TABLE 1 Javascript graphics libraries 

 

References Year Tool Features Advantages Disadvantages 

[17] 2002 FusionCharts 
Basic chart types, indicators, maps, 
custom visualization features 

Rich chart options, easy 
integration 

Paid license, some 
features limited 

[18] 2004 Dojo 
Charts, form elements, animations, data 

management 

Versatile library, wide range of 

features 

Performance issues 

with large data sets 

[19], [20] 2005 Prototype.js 
DOM manipulation, AJAX, form 
elements 

Simple DOM manipulation, 
good performance 

Limited chart and 
visualization support 

[21] 2006 MooTools 
Charts, animations, form elements, data 

management 

Flexible and extendable, modern 

API 

More complex 

configuration 

[22] 2009 Protovis Line charts, stacked bar charts, pie charts 
Powerful data visualization, open 

source 

Limited modern 
features, less up-to-

date 

[23] 2009 ZingChart 
Various chart types, maps, network 
graphs, custom visualization features 

Wide chart types, strong 
customization 

Paid license, some 
features limited 

[24] 2010 Flot Basic chart types (line, bar, area, etc.) Simple to use, good performance 
Limited chart types 

and customization 

[25] 2011 D3.js 
Data visualization, animations, 

interactive charts, maps, network graphs 

High customization, large 

community support 

Learning curve, 

complex configuration 

[26] 2013 Chart.js 
Basic chart types (line, bar, pie, radar, 

etc.) 
Easy to use, lightweight 

Fewer customization 

options 

[26] 2013 EChart.js 
Various chart types, maps, network 

graphs, custom visualization features 
Strong chart features, extensible 

Performance 
limitations with large 

data sets 

[27] 2014 C3.js 
Built on D3.js, provides a simple API 
interface, line charts, bar charts, pie 

charts 

Simple API, D3.js support 
Does not support all 

D3.js features 

[28] 2015 Vega 
Data visualization, declarative charts, 

interactive charts, customization 
Modern API, strong interaction 

Learning curve, some 

performance issues 

[29] 
2010 Highcharts Interactive charts (line, bar, pie, scatter, 

etc.), 3D charts, maps 

Easy to integrate, rich features, 

good documentation 

Paid license for 

commercial use 

2.1.1. Protovis 
 

Protovis enables the creation of custom data visualizations 
using basic markers such as bars and dots. It defines these 
markers through dynamic properties that represent the data, 
and incorporates inheritance, scales, and layouts to streamline 
the structure. Protovis is free and open-source, licensed under 
the BSD License. It utilizes JavaScript and SVG for web-
based visualizations, requiring no plugins, though a modern 
web browser is necessary. Protovis is no longer in active 
development. The last version of Protovis was v3.3.1. The 
Protovis team has been developing the visualization library 
D3.js since June 28, 2011. D3 is based on many concepts from 
Protovis [22], [30], [31]. 

2.1.2. D3.js 
 

D3.js is an open-source JavaScript library that combines 
HTML and CSS techniques to create dynamic, interactive data 
visualizations [32]. It leverages HTML, CSS, and SVG to 
generate visual representations of data, accessible in any 
browser. Moreover, the study [30] detailing the development 
of D3 demonstrates that it outperforms Protovis, achieving at 
least twice the speed in performance benchmarks. The D3.js 
website provides numerous examples, which can either 
inspire users to create their own visualizations or be used 
directly as templates [33]. 

2.1.3. Chart.js 
 

Chart.js, launched in 2013, is an open-source library 

licensed under the MIT license and is actively maintained by 

a dynamic community. It includes built-in TypeScript support 

and is compatible with major JavaScript frameworks, such as 

React, Vue, Svelte, and Angular. The library is well-suited for 

handling large datasets, which can be efficiently retrieved in 

its native format, eliminating the need for data parsing and 

normalization. Alternatively, users can configure data 

sampling to reduce the size of the dataset before rendering 

[34]. In one paper, the JSTrace application designed to 

identify error sources in web applications evaluated Chart.js 

as the JavaScript library with the fewest errors [35]. 

 

2.1.4. Dojo 
 

It is an open source, modular JavaScript library, launched 

in 2004, designed for developing cross-platform Ajax-based 

applications and websites [36]. Dojo's components, known as 

widgets, combine HTML, JavaScript, and CSS. They provide 

a wide range of interactive features, including menus, tabs, 

tooltips, tables, dynamic charts, 2D and 3D vector graphics, 

and tree-like widgets with drag-and-drop functionality. 
A key feature of Dojo is its support for asynchronous 

communication between the browser and the server, a critical 
aspect of Ajax applications. Dojo provides an abstracted 
wrapper (dojo.xhr) for different web browser 
implementations, enabling seamless data communication 
between the client and server. This facilitates the storage of 
user input from forms on the server, with the server returning 
JavaScript code that dynamically updates the content of the 
page [37]. Additional capabilities of Dojo include both client- 
and server-side data storage, along with support for the Adobe 
Integrated Runtime (AIR) environment. The toolkit is 
officially supported by major companies such as IBM, Sun 
Microsystems (now Oracle), and Zend Technologies, the 
creators of PHP. 

2.1.5. Prototype.js 
 

The Prototype JavaScript framework was developed by 
Sam Stephenson in February 2005 to provide Ajax support for 
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Ruby on Rails. Typically implemented as a single JavaScript 
file, prototype.js, it is designed to simplify the development of 
dynamic web applications. Prototype, as an object-oriented 
framework, offers extensive support for Ajax, sophisticated 
programming components, and efficient DOM manipulation, 
thereby simplifying the process for developers to build 
interactive and responsive web interfaces [38], [39], [40]. 

 

2.1.6. Echart.js 
 

Echart.js is a JavaScript library for charting and data 

visualization, designed to create intuitive, interactive, and 

highly customizable charts. It can run on PC and mobile 

devices. It depends on ZRender, a charting engine. It is 

compatible with web browsers such as Safari, IE8-11, Firefox, 

Chrome, etc. It supports charting in ECharts, Canvas, SVG 

(v4.0+) and VML formats [41]. 

2.1.7. FusionCharts 
FusionCharts is a proprietary JavaScript library that 

integrates multiple technologies, including JavaScript and 

ActionScript 3.0. The library is compatible with a diverse 

array of devices, browsers, and platforms. It provides over 90 

unique chart types and more than 1,000 maps, covering 

regions from every continent. FusionCharts supports the 

processing of data in .xml and .json formats and allows users 

to export the generated charts in .jpg, .png, and .pdf file 

formats. Furthermore, its functionality can be extended 

through various official plugins and wrappers, enabling the 

integration of interactive charts into applications built with 

technologies such as JSP, PHP, jQuery, and Django [42]. 

2.1.8. C3.js 
C3 is a reusable D3-based charting library that enables the 

integration of charts into web applications [43]. C3 makes it 
easy to create D3-based charts by packaging the code required 
to create the entire chart. C3.js is a JavaScript library that 
enables the creation of visualizations through the use of 
HTML, SVG, and CSS. It proposals a vast  range of APIs and 
callbacks, allowing users to interact with and access the state 
of the chart [44]. 

2.1.9. Flot 
Flot is a JavaScript library for jQuery that emphasizes ease 

of use, customizable styling, and interactive chart features. It 
supports HTML5-based charts, leveraging Canvas and VML 
technologies. The library distinguishes the functional logic 
from the HTML structure, leveraging DOM elements to 
generate the charts. Flot includes pre-built components for 
four fundamental chart types: bar charts, line charts, point 
charts, and segment charts. Additionally, users can easily 
customize and extend these charts by modifying a wide array 
of configuration options [45]. 

2.1.10. ZingChart 
 

ZingChart integrates seamlessly with various frameworks 
such as Angular, React, jQuery, PHP, Ember, and Backbone 

within its JavaScript library, allowing for a declarative 
approach to chart creation and management. ZingChart 
supports over 35 chart and model types. It allows users to 
export visualization graphs in .png, .jpg, and .pdf formats. It 
offers integrated graph editing capabilities. It has a drill-down 
function where users can select a data element within the 
graph [23]. 

2.1.11. Vega 
 

Vega is a declarative language used to define, store, and 
share interactive visualization designs. With Vega, data 
visualizations are defined using a JSON style, allowing for the 
creation of interactive views through HTML5 Canvas or 
SVG.Vega-Lite, a higher-level language built upon Vega, 
enables the rapid creation of statistical graphs. [28]. If the 
working environment is Python instead of JavaScript, the 
Altair Python API is used for Vega-Lite [46]. 

2.1.12. Highcharts.js 
 

Highcharts.js is a powerful and flexible data visualization 
library for modern web applications. It can process large 
datasets efficiently, thanks to its robust feature set and high 
performance. Its ability to generate interactive graphs makes 
it widely applicable in the fields of data science and software 
development. 

 The library offers a wide range of graph types. It offers a 

wide range of data visualization opportunities, from basic line 

and bar charts to complex financial and geographic maps. The 

dynamic and interactive charts it offers, especially Highcharts' 

Highstock and Highmaps add-ons, offer special solutions in 

the fields of financial data analysis and geographic data 

visualization. Thanks to these features, it is ideal for large data 

analysis and global data sets. Its extensible API and 

customizable building blocks allow users to control every 

aspect of the charts in detail. In addition, thanks to its mobile-

friendly design and high-performance processing capabilities, 

it offers data visualizations seamlessly on every platform. 

Highcharts' commercial license model offers a suitable option 

for projects that require advanced features and support. These 

advantages make the library attractive for large-scale and 

commercial data visualization solutions [47]. 

 

2.2.  Tools Based on Other Programming Languages 
 

Besides JavaScript, there are a wide variety of data 
visualization tools and libraries available in other 
programming languages. There are widely used libraries in 
Java (Table 2), PHP (Table 3), R (Table 4), Julia (Table 5) and 
Python (Table 6), Scala, and Actionscript. These libraries are 
listed according to their production dates and the languages 
they belong to. Some of the most widely used libraries in 
different languages are described below. 
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TABLE 2 Java graphics libraries 

Ref Year Tool Features Advantages Disadvantages 

[48] 1996 TeeChart for Java Rich chart types, interactive 

visualization 

Wide variety of chart types, high 

performance 

Paid license, complex 

configuration 

[49] 2005 JChartFX Customizable charts, user-friendly 

interface 

Easy to use, good performance Limited customization options 

[50] 2008 JPlot Basic chart types, fast performance Lightweight and fast Few chart types and features 

[51] 2000 JFreeChart Wide range of chart types, good 
documentation 

Widely used, open-source, large 
community support 

Performance limitations with 
large data sets 

[52] 2003 JavaPlot Simple charts, mathematical 

functions 

Simple and lightweight Limited chart types and features 

[53] 2004 JChart2D 2D charts, fast performance Easy to use, fast rendering Limited chart types and 
customization 

[54] 2003 JGraphT Focused on graph theory, supports 

weighted graphs 

Strong graph theory processing, 

open-source 

Limited visualization support 

[55] 2004 JUNG Network analysis, various graph 
algorithms 

Comprehensive network analysis 
features 

Complex usage, limited 
visualization 

[56] 2005 Prefuse Data visualization, dynamic 

interactions 

Good visualization and interaction Inadequate documentation, 

complex configuration 

[57] 2007 JPlotter Basic 2D and 3D charts, speed Simple and fast Limited features and chart types 

[58] 2007 JMathPlot Mathematical charts, 2D drawings Suitable for mathematical data, 
easy to use 

Few chart types and 
customization options 

[59] 2008 JavaFX Rich user interfaces, 2D and 3D 

charts 

Modern interfaces, rich 

visualization 

Performance issues with large 

data sets 

[60] 2008 Jzy3d 3D charts, high performance Impressive 3D charts, fast 

rendering 

Complex configuration, learning 

curve 

[61] 2011 XChart Simple, lightweight charts Easy to use, low memory usage Few chart types and 

customization 

[62] 2012 Orson Charts 2D and 3D charts, high-quality 

rendering 

High-quality charts, flexible 

customization 

Smaller community support 

[63] 2013 MPAndroidChart Rich chart types, interactive 

features 

Optimized for Android 

applications 

Only available for the Android 

platform 

TABLE 3 

Php graphics libraries 

Ref Year Tool Features Advantages Disadvantages 

[64] 2004 PHPLot Basic 2D charts, various chart types Simple and lightweight, easy 

integration 

Limited chart types and 

customization 

[65] 2001 jpGraph Rich chart types, high customization Wide range of chart types, strong 

customization 

Paid license, complex configuration 

[66] 2005 pChart Dynamic charts, various data formats Strong visualization, good 

performance 

Learning curve, some features are 

paid 

[67] 2009 TeeChart 

PHP 

Wide range of chart options, 

interactive charts 

Wide variety of chart types, user-

friendly 

Paid license, complex configuration 

[68] 2009 Sparkline Small, minimalist charts Lightweight, fast rendering Limited chart types and features 

[69] 2008 Open Flash 
Chart 

Flash-based charts, interactive 
features 

Web-based interaction, various chart 
types 

Flash-based, limited mobile 
compatibility 

[70] 2001 JpGraph Rich chart types, high customization Wide range of chart types, strong 

customization 

Paid license, complex configuration 

TABLE 4  R graphic libraries 

Ref Year Tool Features Advantages Disadvantages 

[71] 2004 lattice Multiple 2D charts, multidimensional 

data 

Strong multidimensional data 

visualization 

Learning curve, sometimes 

complex configuration 

[72] 2008 rgl 3D charts, interactive visualization Interactive 3D visualization, powerful Performance issues with large 

data sets 

[73] 2011 latticeExtra Extra chart types, compatible with 

lattice 

Additional features for lattice charts More complex configuration 

[74] 2005 ggplot2 Grammar of Graphics, rich chart types Widely used, powerful customization Performance limitations with 

large data sets 

[75] 2010 googleVis Google Charts integration, interactive 

charts 

Web-based interaction, easy to use Dependency on Google 

services 

[76] 2013 plotly Interactive charts, multi-language 

support 

Rich interaction features, multi-

language support 

Paid plans and some features 

are limited 

[77] 2014 rCharts Various JavaScript libraries, 

interactive charts 

JavaScript integration, interactive 

charts 

Steeper learning curve, some 

features are paid 

[78], 

[79] 

2012 shiny Web app development, interactive data 

visualization 

Dynamic web applications, powerful 

interaction 

Performance issues with large 

data sets 

[80] 2014 circlize Circular charts, complex data 

visualization 

Advanced circular charts, 

customizable 

Complex configuration, 

learning curve 

[74] 2015 ggvis Interactive charts, Grammar of 

Graphics 

Interactive visualization, modern API Advanced features are limited, 

some performance issues 

[81] 2013 dygraphs Time series charts, interactive Strong time series visualization, 

interactive 

Customization options are 

limited 
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TABLE 5  Julia graphic libraries 

Ref Year Tool Features Advantages Disadvantages 

[82] 2015 Plots.jl Multiple backend support (GR, PyPlot, Plotly, 

etc.), interactive and static charts 

Easy to use, many backend supports, 

large user community 

Performance can be limited 

in some cases, limited 

features for complex charts 

[83] 2015 Gadfly.jl Uses the Grammar of Graphics approach, 

offers extensive data visualization capabilities 

Powerful and flexible, creates 

aesthetic charts 

Performance can be low in 

some cases, setup and 

configuration can be complex 

[84] 2018 Makie.jl 2D and 3D charts, high performance, 

interactive visualization 

High performance, a wide variety of 

chart types, interactive capabilities 

Learning and usage 

difficulty, potential library 

compatibility issues 

[85] 2017 VegaLite.jl Compatible with Vega-Lite, uses the Grammar 

of Graphics approach 

High customization, ability to create 

interactive charts 

Customization and 

performance limitations 

[86] 2016 UnicodePlots.jl Creates charts with ASCII and Unicode 

characters 

Lightweight, fast, terminal-based 

visualization 

Visually limited, lacks 

advanced chart features 

 

TABLE 6  Python graphics libraries 

Ref Year Tool Features Advantages Disadvantages 

[87] 2003 Matplotlib 2D charts, extensive customization options Strong community support, wide 

range of chart types 

Performance limitations, some 

features may be complex 

[88] 2004 Networkx Graph theory and network visualization Strong network analysis tools, well 

documented 

Not for general data 

visualization, network-focused 

[89] 2006 PyGraphviz Graph theory and network visualization, 

Graphviz interface 

Graphviz integration, strong network 

visualization 

Setup and dependencies may be 

complex 

[90] 2010 ggplot Grammar of Graphics approach, 2D charts Strong and aesthetic charts, easy to use Performance limitations, limited 

3D support 

[91] 2013 Glumpy Fast 2D and 3D charts, uses OpenGL High performance, interactive charts Difficult to use, limited 

community support 

[92] 2013 Plotly Interactive charts, multiple chart types Highly interactive, web-based 

visualization 

Limited features in free version 

[93] 2012 Seaborn Statistical data visualization, built on 

Matplotlib 

Aesthetic and understandable charts, 

easy to use 

Limited customization options, 

dependency on Matplotlib 

[94] 2012 Pygal Web-based SVG charts, easy to use Lightweight, aesthetic, and dynamic 

charts 

Limited chart types and 

customization options 

[95] 2013 Bokeh Interactive charts, large data support Web-based interactions, high 

performance 

May have a learning curve, 

complex setup 

[96] 2014 Vispy High-performance 2D and 3D charts, uses 

OpenGL 

Performance, large data, and 

interactive charts 

Learning curve, limited 

community support 

[97] 2015 Bqplot Interactive charts for Jupyter Notebooks Jupyter-compatible, interactive 
visualization 

Limited chart types, low 
community support 

[98] 2015 Cufflinks Integrated with Pandas DataFrames, Plotly-

based 

Integration with Pandas, interactive 

charts 

Limited customization, 

dependent on Plotly 

[99], 
[100] 

2014 Folium Map visualization, based on Leaflet.js Map-focused, web-based visualization Not for general data 
visualization, map-focused 

[101] 2016 Altair Declarative data visualization, based on 

Vega-Lite 

High-level API, aesthetic charts Limited 3D and interactive chart 

support 

[102] 2017 Missingno Missing data visualization, simple charts Specialized for missing data analysis 
and visualization 

Limited chart types, only for 
missing data analysis 

[103] 2016 Yellowbrick Machine learning visualizations, integrated 

with Scikit-learn 

ML model evaluation tools, easy to 

use 

Limited data visualization, ML-

focused 

[104] 2018 Plotnine Grammar of Graphics-based, similar to 
ggplot2 

Strong and aesthetic charts, ggplot2-
like in Python 

Performance limitations, some 
features missing 

[105] 2018 Pyvis Interactive network visualization, integrated 

with Networkx 

Easy interactive network graphs, good 

visualization 

Limited data types, performance 

limitations 

[106] 2014 Holoviews Interactive and large data visualization Easy to use, powerful interactive 
charts 

Performance limitations, learning 
curve 

[107] 2016 Datashader Optimized for large data visualization Fast large data visualization, effective 

rendering 

Limited interactivity, integration 

issues with other libs 

[108] 2012 Geopandas Geographic data visualization, Pandas-based Integration with geographic data, 
powerful features 

Not for general data 
visualization, geography-

focused 
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2.2.1. Gephi 
 

Gephi is a free, open-source software developed for the 
purpose of network visualization and analysis. It is developed 
in Java, utilizing the NetBeans platform. Gephi can display the 
spatialization process in real time. The default layout algorithm 
employed is ForceAtlas2, a continuous force-directed layout 
method. Users have the option to import .csv data files or 
directly input their data into the Gephi spreadsheet. The data 
file is structured into two sections: the edge table and the node 
table. Consequently, users must prepare and organize their data 
into these two components in advance. It supports up to one 
million edges and nodes. Once the data is imported, the 
visualization is automatic. Users can choose an algorithm 
(ForceAtlas, ForceAtlas2, Fruchterman Reingold, Noverlap, 
etc.) to analyze the network. The generated network graph can 
be exported directly in .svg or .pdf formats [25], [109], [110]. 

2.2.2. jpGraph 
 

jpGraph is an object-oriented library for creating graphs. If 
server-side graphs need to be generated, the library is ready to 
be used in any language. The library, which has free and paid 
(pro) versions, is based on PHP5 (versions above 5.1) and 
PHP7. It was written for PHP by Asbjørn Ulsberg. The 
commercial professional version of jpGraph supports 
additional chart types such as odometer, wind rose (a special 
diagram representing the distribution of meteorological data, 
wind speeds by class and direction, also known as a polar rose 
chart), and barcodes [111]. 

2.2.3. Matplotlib 
 

Matplotlib is an extensive library in Python used for 
generating static, animated, and interactive visualizations. 
Some of the visualization libraries written in Python include 
Plotly [112], Seaborn [113], Altair [114], Pygal [115], Bokeh 
[116], Gleam [117], and Matplotlib  [118]. Matplotlib allows 
you to visualize data interactively and prepare high-quality 
outputs suitable for publication. Both two-dimensional and 
three-dimensional charts can be produced. It is also a popular 
data visualization package that works well, including ipython 
shell, web application server, graphical UI toolkit, and Jupyter 
notebook [119], [120]. 

2.2.4. Folium 
 

Folium is a library for interactive map drawing based on 
leaflet.js module in JavaScript language, but performs data 
manipulation in Python. Folium simplifies the process of 
visualizing data manipulated in Python on an interactive leaflet 
map. The library offers several built-in tile sets from sources 
like OpenStreetMap, Mapbox, and Stamen, and it also supports 
custom tile sets using Mapbox or Cloudmade API keys. 
Additionally, Folium accommodates various textures, 
including image, video, GeoJSON, and TopoJSON formats 
[121]. It is built with simplicity, performance, and utility in 
mind. It is highly performant, has a user-friendly API, and can 
be enhanced with various plugins [99], [100]. 

2.2.5. GraphX in Spark 
Apache Spark is an open source library developed in Scala 

language that enables parallel processing on large data sets. 
Spark can run faster than Apache Hadoop in big data 
applications with its in-memory data processing feature. 

Therefore, it is possible to say that Spark's analytics engine can 
perform faster operations by keeping data in memory while 
processing instead of reading or writing data from disk. Apache 
Spark has various libraries for visualization, machine learning, 
and streaming operations. One of these libraries, GraphX, is a 
built-in library for graph analytics and graph parallel 
computing in Apache Spark [13], [122]. 

2.2.6. Plotly 
 

Developed by a company called Plotly Inc. It is a Python 
library designed for generating interactive visualizations. It is 
also a free and open source library compatible with JavaScript 
and R. Its source can be viewed on GitHub [123]. Plotly Inc. is 
a technology company specializing in the development of 
online data analytics and visualization tools. The company 
offers online tools for graphing, analytics, and statistics, along 
with scientific graph libraries for various programming 
languages including Python, R, MATLAB, Perl, Julia, 
Arduino, and REST [76]. 

2.2.7. Prefuse 
 

Prefuse is a Java-based tool for creating interactive 

information visualization applications. It supports a rich feature 

set for data modeling, visualization, and interaction. It provides 

support for tables, graphs, trees, animation, dynamic queries, 

integrated search and database connectivity, and optimized 

data structures. It is written in Java 1.4 using the Java 2D 

graphics library. It can be easily integrated into Java Swing 

applications or web applications. Prefuse is a product of the UC 

Berkeley Visualization Lab and is licensed under the terms of 

the BSD license. It may be used freely for both commercial and 

non-commercial purposes [124]. 

2.2.8. Flare 
 

Flare is an ActionScript-based visualization library, built on 
the Prefuse framework, designed to create a diverse range of 
interactive visualizations that operate within the Adobe Flash 
Player. Flare, developed by the UC Berkeley Visualization 
Lab, is an ActionScript 3-based toolkit designed to support data 
management, visual coding, animation, and interaction 
techniques [125]. It enables the creation of a wide range of 
visualizations, from basic tables and charts to intricate 
interactive graphics [126]. Created by Jeff Heer, Flare is used 
to produce everything from simple charts and complex 
animations to network diagrams, tree maps, and more.  

2.2.9. Weave 
 

The Web-based Analysis and Visualization Environment 
offers a range of visualization tools that enable users to rapidly 
and effectively expand their analysis. It is open sourced by the 
OIC (Open Indicators Consortium). It is maintained in 
partnership with the Institute for Visualization and Perception 
Research (IVPR) at the University of Massachusetts Lowell. 
Weave is designed to enable users to analyze, visualize, and 
disseminate data and indicators at geographically nested levels, 
from anywhere, at any time [127] [128]. It presents data in 
multiple formats as an intuitive application. This feature 
enables users to easily observe the relationships between 
datasets. When a user selects a data value in one of the 
visualization windows, the corresponding value is highlighted 
on the map, as well as in other tables and visualizations. Users 
can also incorporate additional data, access a range of tools, 
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and save Weave sessions for future use or sharing with other 
users [129], [130]. 

2.2.10. Ggplot2 
 

Ggplot2 is an open-source R language software package for 
statistical data visualization and graphics. It is grounded in the 
concepts of the "Grammar of Graphics [131]," a framework 
developed by Hadley Wickham. This approach defines the 
building blocks of data visualization and makes the graphic 
creation process modular and reusable. Graphics are a 
combination of components such as aesthetics (aes), geoms, 
stats, coordinates, and facets in ggplot2 [132]. 

2.2.11. Seaborn 
 

Seaborn is a highly influential data visualization library in 

the Python ecosystem, playing a key role in the visualization of 

statistical analysis. It is built on top of Matplotlib and offers a 

high-level API that facilitates the creation of more complex and 

aesthetically superior plots. It provides comprehensive tools for 

deep understanding of the internal structure and relationships 

of data sets. Functions such as pairplot, heatmap, violin plot 

provide advanced capabilities for multidimensional data 

analysis and pattern discovery. Since pairplot allows 

multidimensional visualization of relationships and 

distributions between variables, it provides a critical advantage 

in modeling and anomaly detection processes. The heatmap 

function is used to visualize dense data structures such as 

correlation matrices, allowing visual analysis of relationships 

between data [133]. 

2.2.12. Ggvis 
 

ggvis is a library that can create interactive and dynamic 

graphics among the data visualization tools in the R language. 

While ggvis is built on the Grammar of Graphics [131] 

principles established by ggplot2, it enhances the visualization 

functions by making them interactive, enabling users to engage 

with the data in real time. The ability to integrate with shiny 

[79] offered by ggvis provides a great advantage in web-based 

data analysis and visualization applications. In addition to 

creating interactive graphics in data visualization processes, it 

offers a powerful API that supports user interactions and 

dynamic data updates. ggvis's high-performance and fast 

graphics using WebGL and SVG technologies in the 

background provide a significant performance advantage when 

working with large data sets. The dynamic features of ggvis 

offer data scientists the ability to explore the internal structure 

of datasets and conduct more detailed analysis by receiving 

immediate feedback during decision-making. This makes ggvis 

a powerful tool, particularly for exploratory data analysis and 

user-focused data visualization projects [74]. 

 

 

TABLE 7 Types supported by visualization libraries 

Library Bar Line Pie Radar Scatter Bubble Heatmap 3D Other Graphic Types WebGL 

Support 

FusionCharts ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ Fuzzy Charts, Fast Data Visualization ✔ 

Dojo ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ Conditional Labeling ✔ 

Prototype.js ✔ ✔ ✔ ✔ ✔ ✔ ✔   Data Binding   

MooTools ✔ ✔ ✔ ✔ ✔ ✔ ✔   Animations   

Protovis ✔ ✔ ✔ ✔ ✔ ✔ ✔   Clustering, Hierarchy ✔ 

ZingChart ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ Fast Data Binding ✔ 

Flot ✔ ✔ ✔   ✔ ✔ ✔   Live Data Loading   

D3.js ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ Network Charts, Maps ✔ 

Chart.js ✔ ✔ ✔   ✔ ✔ ✔   Innovative Animations   

ECharts ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ Map Visualization ✔ 

C3.js ✔ ✔ ✔   ✔ ✔ ✔   Hierarchical Data   

Vega ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ Conditional Data Visualization ✔ 

Plots.jl ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

Gadfly.jl ✔ ✔ ✔ ✔ ✔   ✔   Conditional Data   

Makie.jl ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 3D, Interactive Data ✔ 

VegaLite.jl ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

AlgebraicGraph.jl         ✔       Network Charts   

UnicodePlots.jl ✔ ✔ ✔   ✔       Time Series   

Plots.jl ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

Gadfly.jl ✔ ✔ ✔ ✔ ✔   ✔   Conditional Data   

Makie.jl ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 3D, Interactive Data ✔ 

VegaLite.jl ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

AlgebraicGraph.jl         ✔       Network Charts   

UnicodePlots.jl ✔ ✔ ✔   ✔       Time Series   

lattice ✔ ✔ ✔ ✔ ✔   ✔   Conditional Data   

rgl ✔ ✔ ✔   ✔     ✔ 3D, Interactive Data ✔ 

latticeExtra ✔ ✔ ✔   ✔       Conditional Data   

ggplot2 ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

googleVis ✔ ✔ ✔ ✔ ✔ ✔ ✔   Map Visualization   

plotly ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 3D, Map Visualization ✔ 

rCharts ✔ ✔ ✔ ✔ ✔ ✔ ✔   Map Visualization   

shiny ✔ ✔ ✔   ✔       Real Time Data   
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circlize ✔ ✔ ✔   ✔       Pie Charts   

ggvis ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

dygraphs ✔ ✔ ✔   ✔   ✔   Time Series   

TeeChart for Java ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 3D, Network, Hierarchy ✔ 

JChartFX ✔ ✔ ✔ ✔ ✔ ✔ ✔   3D, Fast Data ✔ 

JPlot ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

JFreeChart ✔ ✔ ✔ ✔ ✔ ✔ ✔   3D, Network, Hierarchy   

JavaPlot ✔ ✔ ✔   ✔ ✔     Conditional Data   

JChart2D ✔ ✔ ✔   ✔       Conditional Data   

JGraphT         ✔       Network Chart Types   

JUNG         ✔       Network Chart Types   

Prefuse ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

JPlotter ✔ ✔ ✔   ✔       3D, Animation   

JMathPlot ✔ ✔ ✔   ✔       Hierarchy Visualization   

JavaFX ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 3D, Network, Hierarchy ✔ 

Jzy3d ✔ ✔ ✔   ✔   ✔ ✔ 3D, Fast Data ✔ 

DynamicReports ✔ ✔ ✔ ✔ ✔ ✔     Conditional Data   

XChart ✔ ✔ ✔   ✔       Conditional Data   

Orson Charts ✔ ✔ ✔   ✔     ✔ 3D, Fast Data ✔ 

MPAndroidChart ✔ ✔ ✔   ✔ ✔ ✔   Fast Data, Real Time   

Matplotlib ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

Networkx         ✔       Network Charts   

PyGraphviz         ✔       Network Charts   

ggplot ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

Glumpy ✔ ✔ ✔   ✔     ✔ 3D, Fast Data ✔ 

Plotly ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 3D, Map Visualization ✔ 

Seaborn ✔ ✔ ✔   ✔ ✔ ✔   Time Series   

Pygal ✔ ✔ ✔   ✔       Conditional Data   

Bokeh ✔ ✔ ✔ ✔ ✔ ✔ ✔   Map Visualization   

Vispy ✔ ✔ ✔   ✔     ✔ 3D, Interactive Data ✔ 

Bqplot ✔ ✔ ✔   ✔       Time Series   

Cufflinks ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

Folium     ✔   ✔       Map Visualization   

Altair ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

Missingno ✔ ✔ ✔   ✔   ✔   Data Cleaning   

Yellowbrick ✔ ✔ ✔   ✔       Machine Learning   

Plotnine ✔ ✔ ✔   ✔       Conditional Data   

Dexplot ✔ ✔ ✔   ✔       Time Series   

Pyvis         ✔       Network Charts   

Holoviews ✔ ✔ ✔ ✔ ✔ ✔ ✔   Conditional Data   

Datashader ✔ ✔ ✔   ✔       Big Data Visualization   

Geopandas     ✔   ✔       Map Visualization   

3. DATA ANALYTIC APPLICATION EXAMPLES 
In this section, studies using visualization libraries are 

examined. As seen below, these results are presented in Table 

8. When these studies are examined, it is seen that these 

visualization libraries are used in many different disciplines 

and for various purposes. Application articles have been 

produced in areas such as computer systems, web page design, 

web security, chemistry, astronomy, data science, smart 

systems, smart cities, biology, agriculture, microbiology, 

psychology, big data, network security, health, and mobile 

applications. It can be said that Python, R, and Julia tools have 

been used more intensively in these studies in recent years. It 

can also be seen that Java libraries are used for mobile 

applications.

TABLE 8. Application examples of visualization tools  

Ref. Date Library Application Field Conclusion 

[1] 2012 FusionCharts Mainframe performance analysis system The degree of regression has been improved to more than 97% 

correlation 

[2] 2011 
Dojo 

Dynamic tree menus and categorical 
classification 

Tree nodes can have dynamic effects such as adding, deleting, and 
dragging. 

[19] 2015 
Prototype.js 

Open online courses (MOOCs) and semantic web 

technologies 

A MOOC management system prototype powered by semantic 

technologies has been developed 

[20] 2011 MooTools Web security and digital rights management Development of anti-hotlinking framework 

[22] 2009 Protovis Data visualization Production of the Protovis tool 
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[23] 2022 
ZingChart 

Astronomy and astrophysics A system for finding the recorded flux at a particular sky position 

for X-ray observations. 

[24] 2014 
Flot 

Fusion science and remote control systems Remote access to a web-based user interface, solving the problem 

of high network latency 

[26] 2018 
EChart.js 

Web-based interactive visualization tools and 

visualization development frameworks 

Development of ECharts framework 

[27] 2019 
C3.js, D3.js 

Developing web-based applications for honeybee 

colony monitoring and data visualization 

Development of the Beemon system 

[28] 2017 Vega-Lite Interactive data visualization Evaluation of the visualization grammar Vega-Lite 

[29] 2017 Highcharts Visualization of micro video big data Visualizing micro video data with Highcharts 

[64] 2016 PHPLot Forecasting water levels, currents and waves for 

web-based information systems and coastal 
management 

Development of Jeddah CIS system 

[65] 2006 jpGraph Electronic logbook and experimental data 

management 

The web based logbook and run information interface  

[66] 2012 pChart Analysis and visualization of multivariate health 
data with geographic information systems 

Development of the web application Community Health Map 

[67] 2015 TeeChart PHP Water pollution control and environmental 

decision support systems (EDSS) 

Integration of EDSS environmental simulation models into the 

Beiyun River 

[68] 2015 Sparkline Smart grid data visualization and analysis of 
electrical grid data 

Effective visualization of large data sets with Sparklines 

[69] 2021 Open Flash 

Chart 

Genomic analysis Analyses on the Sorghum genome and transcriptome 

[70] 2012 JpGraph Graphical web presentation of thermochemical 
properties 

Two auxiliary functions have been developed for solving graphics 
courses with Jpgraph support. 

[48] 2018 TeeChart for 

Java 

Sentiment analysis and comparison of Lexicon-

based approach and Supervised Machine 
Learning approaches in analysis 

The accuracy of Urdu Sentiment Analyzer is 89.03% with 0.86 

precision, 0.90 recall and 0.88 F-measure 

[49] 2019 JChartFX Smart cities Drafting a suitable Enterprise Architecture (EA) for Mauritius 

Fire Rescue Services (MFRS) 

[50] 2019 JPlot Internet of Things (IoT) Images taken with Raspberry Pi Zero and Raspberry Pi Camera 
were processed with artificial neural networks (ANN) to estimate 

blood glucose levels with mean absolute error (10.37%) and 

Clarke Grid error (90.32% Region A). 

[62] 2016 JFreeChart Relational databases and tabular data 
 

Introduces a new software called Thoth that facilitates the 
visualization and analysis of data in various ways 

[52] 2012 JavaPlot Medical electronics and ECG analysis Non-linear transformations and artificial neural networks are used 

for ECG signal recognition and classification 

[53] 2014 JChart2D Examining the accuracy of SLOC (source lines of 
code) prediction models 

The prediction model provides the highest accuracy (average 
MMRE = 0.19 and average Pred(25) = 0.74) 

[54] 2022 JGraphT Protection against phishing threats Proposes a fake site detection method that checks domain 

similarity using the Levenshtein metric 

[55] 2009 JUNG Analysis of semantic networks Semantic network analysis with graphOnt library and JUNG 
framework 

[56] 2012 Prefuse Interactive visualization of academic research It offers an information visualization system developed using 

XML and Java. 

[57] 2019 JPlotter Analyze nonlinear constraint optimization 
problems 

Provides a visual representation of the evolution of the 
optimization process 

[58] 2015 JMathPlot Toxicity of nanomaterials Development of nano-QSAR modeling software 

[59] 2019 JavaFX Framework for forensic investigation of drone-
related crimes 

Framework for forensic investigation of drone-related crimes 

[60] 2017 Jzy3d Modelling flow dynamics in lowlands Development of Two-Scale Cellular Automation 

[61] 2023 XChart Operation and maintenance (O&M) processes of 

urban underground pipe networks 

It presents a mobile augmented reality (MAR) based visualization 

framework. 

[62] 2016 Orson Charts To query, display, visualize and analyze tablesal 
data stored in relational databases and data files 

It offers an easy-to-use data visualization and statistics software 
called Thoth 

[63] 2023 MPAndroidChart Collection of patient -induced health data 

(PGHD) and integration of these data into the 
hospital information system 

It provided easy integration of patient data by establishing a two-

way connection between the mobile application and the hospital 
information system via QR code. 

[71] 2009 lattice Represent biological data Generalized lattice –like graph approach 

[72] 2020 rgl Investigation of the structural features of open 

source software package ecosystems using 
complex network analysis (CNA) methods 

Complex network analysis tools provide an effective method for 

evaluating software package ecosystems. 

[73] 2024 latticeExtra Mapping of the water status of citrus gardens to 

determine field -based management zones in 

precision agriculture. 

By reliably estimating the spatial variability of water potential in 

orchards, scientifically based classification has been shown to be 

important for precise irrigation strategies and decision support 
processes. 

[74] 2024 ggplot2, ggvis Data visualization The developed VisAhoi library supports the creation of placement 

elements for different visualization types and datasets. 

[75] 2017 googleVis Modeling and analyzing the interactions between 
intestinal microbiota and its surroundings 

The developed compuGUT simulation tool offered an effective 
calculating approach to examine the intestinal microbiota 

dynamics 

[76] 2023 plotly Developing web -based interfaces in order to 
facilitate data visualization processes of users 

with limited programming knowledge. 

The developed web-based application allowed users to easily 
visualize data sets and analyze correlations between variables, 

providing an accessible and effective solution, especially for users 

with limited programming knowledge. 
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[77] 2022 rCharts Performing daily global solar radiation estimates 

for different cities in Europe and creating future 

projections according to climate change 

scenarios. 

Six different machine-learning algorithms were generally able to 

estimate global solar radiation with high accuracy. 

[78] 2024 shiny Developing an indicator panel that associates 

academic programs with career and income data 

Detailed explanation of how to program and publish a dashboard 

that correlates academic programs with career and income data 

using R and Shiny 

[80] 2022 circlize Analysis of the molecular structure of consumed 

carbohydrates 

An open-access database called the "Davis Food Glycopedia 

(DFG)" was created by determining the monosaccharide 

compositions of more than 800 foods commonly consumed in 
complementary foods and adult diets. 

[81] 2022 dygraphs Measurement and verification of building energy 

efficiency and energy savings 

A web application has been developed that continuously monitors 

and documents energy savings. 

[82] 2023 Plots.jl Modeling the growth dynamics of Bio-Film 

communities, biotechnology, environmental 

engineering, and microbial ecology 

A Julia-based software called Biofilm.jl was developed for 
simulation and analysis 

[84] 2024 Makie.jl Lithium-ion Battery (LIB) Research, Machine 

Learning (ML) Applications 

Evaluating the applicability of the Variational Autocoder (VAE) 

model helps identify dataset features for data preprocessing 
planning and discusses the interpretability of the ML model 

[86] 2024 UnicodePlots.jl Programming languages, scientific calculation, 

software engineering, performance analysis. 

Compares the potential of Julia and Rust languages in scientific 

computing 

[87] 2024 Matplotlib Artificial intelligence, health informatics, eye 

movement tracking, autism spectrum disorder 

(ASD) diagnosis, neurological disorders 

It offers an efficient, low-cost solution for ASD diagnosis using the 
Convolutional Neural Network (CNN) model. 

[88] 2023 Networkx Electricity transmission networks planning, 
network analysis 

It presents a methodology with the NetworkX library to reduce the 
number of connection options of electrical transmission 

networks.[17] 

[89] 2025 PyGraphviz Cybersecurity, malware analysis A new analysis technique is proposed for malware analysis using 

graph embedding networks. 

[90] 2018 ggplot Cyber security, malware detection (malware), 

graphic neural networks 

The detection model developed by combining deep neural network 

and graph embedding methods gives 97.7% accuracy, 96.6% 

sensitivity, 96.8% recall and 96.4% F1-score. 

[91] 2014 Glumpy Parallel Calculation, High Performance 

Calculation 

With the use of local memory, it aimed to improve performance by 

eliminating global memory access delay and analyzed the 

performance differences between local memory and global memory 
on eight different calculation devices. 

[92] 2024 Plotly The spread of sound waves, material science Provides information such as phase and group velocities, power 

flow angle, enhancement factors, and polarization vectors based on 

elastic moduli and density of the material with the Python code 

SEISMIC 

[93] 2024 Seaborn Psychology, Machine Learning (ML) Techniques Decision trees, random forests, gradient boosting, stochastic 

gradient boosting and XGBoost algorithms and their applications 
in psychology are explained and visualized in the Python 

environment. 

[94] 2020 Pygal Materials science, thermochemistry Converting data into thermochemical properties and performing 

thermodynamic analyses with the Python-based pMuTT 
(multiscale thermochemistry toolbox) software library 

[95] 2023 Bokeh Decision support systems, fuzzy cognitive 

mapping 

An open source web-based application called In-Cognitive has 

been developed using Bokeh, which guarantees solution 
convergence and is capable of performing Monte Carlo uncertainty 

analysis. 

[96] 2022 Vispy Structural analysis, modeling of historical 

structures 

The software, Cloud2FEM, has been developed as an open source 

Python-based tool that automatically generates finite element 
meshes (FEM) from point cloud data of historical and existing 

structures. 

[97] 2021 Bqplot Hydrology, water resources management, 
reservoir modeling and optimization 

Python-based tool called iRONS (Interactive Reservoir Operations 
Notebooks and Software) was developed for reservoir modeling 

and optimization. 

[98] 2022 Cufflinks Road safety, winter road maintenance 
management (WRM), data envelopment analysis 

A method to estimate road surface temperature using data 
envelopment analysis (DEA) and machine learning techniques is 

proposed to improve the effectiveness of winter road maintenance 

management (WRM). [18] 

[120] 2022 Folium Big data analytics, data visualization, exploratory 
data analysis (EDA) 

Data visualization and analysis techniques were examined with 
Python, and exploratory data analysis (EDA) methods were 

applied. [19,20] 

[100] 2021 Folium Human mobility analysis, social media data 
mining, big data analytics 

The spread of Covid-19 from China and neighboring East Asian 
countries to the world has been studied using real-time travel data 

from social media platforms. 

[101] 2022 Altair Hydrology and climate change, water resources 

management 

It shows that the Autocorrelation Function (ACF) method has the 

highest accuracy rate and especially the Boosted Decision Tree 
Regression (BDTR) model provides high R² values in all scenarios. 

[102] 2023 Missingno Network Security and intrusion detection, 

detection of DDoS attacks 

Random Forest algorithm showed the best performance with 97.6% 

accuracy rate, K-Nearest Neighbors (KNN) and Logistic 
Regression with 97% and 91.1% accuracy rate respectively. 

91



EUROPEAN JOURNAL OF TECHNIQUE, Vol.15, No.1, 2025 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

[103] 2024 Yellowbrick Waste plastic management and energy production It shows that the Random Forest model exhibited the best 

performance on the test data, obtaining an R2 value of 0.941, an 

RMSE value of 14.69 and an MAE value of 8.66 

[104] 2021 Plotnine Heart rate (HR) detection and bioengineering The CWT (derivative Gaussian) method achieved superior results 
compared to MODWT-MRA, CWT (frequency B-spline) and 

CWT (Shannon) methods. 

[105] 2024 Pyvis Health data analysis, interactive visualization and 
data analytics 

Proposes a disease monitoring and impact analysis methodology 
based on 71,849 patients 

[106] 2024 Holoviews Genomic research and neuroscience Presented transcriptomic analysis of 5-HT receptors, revealing 

differential distribution and prevalence of each Htr subtype across 

cell classes 

[107] 2024 Datashader Proteomic data analysis and visualization An open source software package called AlphaRms has been 

developed to process high-resolution MS data. 

[108] 2023 Geopandas Human mobility analysis and data modeling Provides the open source Trackintel Python library for human 

mobility analysis that adapts to different tracking data types 

The integration capabilities of data visualization libraries 

are essential, particularly in the context of big data processing 

and interdisciplinary projects, as they facilitate seamless data 

analysis, enhance collaboration across diverse platforms, and 

support the synthesis of complex information from multiple 

domains. Future research should focus on developing solutions 

that enable libraries in languages like Python, Julia, and R to 

achieve greater integration with other data processing and 

analytical platforms, such as Apache Spark and TensorFlow. 

Such integrations can make ETL processes, data processing 

and visualization processes more fluid. Therefore, in this study, 

data visualization libraries that are widely used in the literature 

were examined. Thus, it is anticipated that more efficient data 

analysis can be achieved. Python libraries such as Matplotlib, 

Seaborn and Plotly are quite effective in data visualization 

thanks to their user-friendly interfaces and wide community 

support. Matplotlib's customization flexibility, Seaborn's 

powerful analysis capabilities on statistical data and Plotly's 

interactive graphics make Python a versatile tool. However, 

there are some limitations in terms of performance on large data 

sets. The ggplot2 library in the R language draws attention with 

the aesthetic and flexible design options it offers in data 

visualization. ggplot2's "Grammar of Graphics" approach 

allows users to easily create complex visualizations. However, 

R's adaptation process may take longer than Python. JavaScript 

libraries such as D3.js, Chart.js, and Three.js offer very 

convenient options for web-based interactive visualizations. 

The powerful data binding and dynamic visualization 

capabilities of D3.js, the simplicity of Chart.js, and the 3D 

visualization features of Three.js allow JavaScript to find a 

wide range of use, especially in web applications. However, 

JavaScript libraries usually require more technical knowledge 

and coding. Julia's Plots.jl and Makie.jl libraries are 

recommended for high-performance computing and working 

with large data sets. Plots.jl's wide format support and 

Makie.jl's advanced visualization capabilities make Julia a 

powerful tool in data science and scientific computing. 

However, Julia's ecosystem is not as mature as other languages, 

and community support is considered more limited.  

 

Improving the user experience of visualization tools and 

increasing accessibility will support their adoption by a wide 

range of users. This requires libraries to be equipped with more 

user-friendly interfaces and to make visualizations accessible 

to individuals at different levels. In particular, studies should 

be conducted on the integration of visualization and interactive 

graphic design that comply with accessibility standards. 

Integrating visualization libraries with artificial intelligence 

and machine learning can enhance the presentation of data 

analysis and model outcomes, making it easier to interpret and 

communicate complex insights. For example, libraries can be 

enriched with visualization tools that can automatically identify 

trends and anomalies within the data set. Such integrations can 

enable users to obtain data insights more quickly and 

accurately. Data security and privacy are important issues in 

visualization processes.  

 

4. CONCLUSION 

 

Studies on ergonomic improvements for the user-side use 

of visualization tools, providing interactive data analysis 

opportunities, and integrating different data sources are 

important. More work needs to be done on the performance and 

scalability of visualization libraries to cope with large data sets 

and real-time data streams. In particular, future research could 

focus on optimizing the implementation of interactive and 

dynamic visualizations for large datasets. Developing 

algorithms and techniques that enable faster rendering and 

minimize latency will be essential to improving the efficiency 

and responsiveness of these visualizations. 

 

This paper provides critical comparisons of visualization 

libraries based on programming languages to researchers, data 

analysts, and data scientists working on data visualization 

libraries, and it is also anticipated that it will contribute to 

future studies. 
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1. INTRODUCTION 

Energy plays a critical role in shaping modern societies as 

a key driver of economic growth and technological 

development. In particular, access to fossil resources such as 

oil and natural gas is of strategic importance for energy-

dependent countries. In this context, energy has become not 

only an economic but also a geopolitical issue, triggering 

political and economic competition over energy resources. In 

this context, energy geopolitics, as a sub-branch of the 

discipline of energy geography, has emerged as a field that 

examines the balance of power and interest relations arising 

from the geographical distribution of energy resources and 

states' access to these resources [1]. 

With the rise of renewable energy sources and the decline 

in dependence on traditional sources, the global energy 

structure is undergoing a transformation. However, this 

transition also brings conflict risks due to energy supply 

security and geographical inequalities [2]. Most recently, the 

Russia-Ukraine War has destabilized energy supply, fluctuated 

energy prices, and caused countries to reshape their energy 

policies [3]. The crisis caused disruptions in the import and 

export of oil and natural gas and weakened the security of the 

energy supply. Consequently, this situation has led to 

difficulties in meeting global energy demand, increased energy 

prices, increased costs, and hampered economic growth [4]. 

These developments have also disrupted the process of 

achieving the goals of the Paris Climate Agreement; carbon 

emissions have continued to increase outside the pandemic 

period [5]. In this context, energy policies are now being 

managed through political and strategic processes that include 

not only environmental but also geopolitical and economic 

dynamics. At this point, Türkiye is considered a key actor in 

energy transit due to its geostrategic position and shapes its 

policies, such as energy security and resource diversity, 

accordingly. 

The transformation process of energy systems is also 

shaped by international agreements and climate commitments 

in the context of both supply security and economic 

development. In this context, the United Nations Sustainable 

Development Goals (particularly SDG 7 and 13), the Paris 

Agreement, and the Net Zero targets announced after COP26 

have become decisive in determining the direction, pace, and 

technological preferences of energy investments. In this 

context, scenarios developed by the IEA, IRENA, and the 

European Commission propose transformations on the energy 

supply and demand sides with the aim of limiting global 

temperature increase to 1.5°C by 2050, emphasizing the need 
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to integrate energy efficiency, electrification, carbon removal 

technologies, and green financing tools [6]. In this context, it is 

evident that energy policies are beginning to take shape within 

a framework that transcends national borders, and that Türkiye 

must critically consider this multi-layered context in its energy 

transition process. 

With the adoption of the Paris Agreement at COP21, the 

relationship between energy policies and climate diplomacy 

has become more visible [7]. In this context, countries are 

committing to both emission reductions and energy production 

transformation through their Nationally Determined 

Contributions (NDCs), which they update every five years. At 

the COP26, 27, and 28 summits, the goal of limiting global 

temperature increase to 1.5°C was clearly stated scientifically, 

but data as of 2023 showing that this limit has been exceeded 

demonstrates how fragile these goals are [8]. The scenarios 

developed to overcome this fragility divide the energy 

transition into different strategic paths; some focus on 

electrification and efficiency, while others propose solutions 

based on carbon removal technologies. This diversity 

highlights that energy policies encompass technical, normative, 

and geopolitical dimensions. 

This study aims to contribute to the literature by examining 

Türkiye's energy policies not only in terms of transit routes and 

access to resources but also in a comprehensive manner within 

the context of the energy transition process, sustainability 

goals, and foreign policy. In this regard, the overlapping 

objectives between Türkiye's energy projects and foreign 

policy strategies have been analyzed using thematic content 

analysis, and the interaction between energy security, 

environmental sustainability, and regional diplomacy has been 

evaluated in a multidimensional manner. 

In this study, the historical process of energy geopolitics, 

energy policies, Türkiye's place in this field, and the policies it 

pursues will be discussed in general terms. The historical 

development of energy geopolitics will be examined 

comprehensively, starting from the Industrial Revolution, 

through the Cold War period, to the present day, especially in 

the 21st century, when renewable energy resources have come 

to the fore. Energy geopolitics will be evaluated within the 

framework of basic topics such as energy security, resource 

diversity, and geographical distribution of energy resources. In 

the case of Türkiye, energy geopolitics and policies will be 

discussed in detail; the country's geopolitical position, its role 

in energy corridors, its existing and potential energy resources, 

and its relations and cooperation in the field of energy will be 

analyzed. In addition, this study will provide a broad view from 

the Turkish perspective and include policy evaluations in the 

context of ensuring energy security, increasing renewable 

energy investments, and regional and international 

cooperation. 

 

2. HISTORICAL DEVELOPMENT OF ENERGY 
GEOPOLITICS 

 
The indirect relationship between energy and national 

power has been an important element of state policies since the 

Industrial Revolution. The success of England and Germany in 

the industrialization process, thanks to their coal resources, 

constitutes one of the important examples of the link between 

energy resources and economic and military power [9, 10]. By 

the 20th century, oil had replaced coal and assumed a key role 

in energy production thanks to its advantages, such as high 

energy density and easy portability [11]. During this period, the 

United States considered access to overseas oil resources as one 

of its main geopolitical priorities [12]. 

After the Second World War, the US increased its regional 

influence through energy by making oil deals with countries 

such as Saudi Arabia and Iran. The US also strengthened its 

military presence in the region to ensure the security of oil 

resources [13]. In fact, it can be said that the post-World War 

II period was characterized by relatively abundant and cheap 

oil. This stimulated global economic growth and enabled the 

development of new industries and markets. Highway 

construction, suburban housing, and air travel are some of the 

important trends that helped increase oil consumption during 

this period. In addition, the petrochemical industry - plastics, 

synthetic fibers, and other petroleum-based products - 

expanded greatly during this period. Continued oil discoveries 

and relatively low extraction costs made it possible for oil to be 

widely used and for new industries and markets to emerge [14]. 

However, the OAPEC (now OPEC) embargo in response to 

the Yom Kippur War in 1973 triggered the global oil crisis and 

brought energy security to the forefront of the agenda in 

Western countries [15]. In terms of major industrial powers 

such as the US, Japan, and Western Europe, the fact that these 

countries meet a significant portion of their energy needs from 

the Persian Gulf has increased their dependence on the region. 

The US, in particular, has adopted establishing close relations 

with the oil-rich states in the Middle East as a strategic priority 

to sustain its economic growth and ensure energy supply 

security [16].  In this context, strategic gateways such as the 

Strait of Hormuz began to play a critical role in global energy 

security [17]. 

During the Cold War, access to oil resources became one of 

the determining factors in the balance of power that ideological 

blocs tried to establish. The importance of the oil reserves of 

the Middle East and the Gulf countries increased even more 

during this period. The decline in domestic production in the 

US and nationalist movements in the Middle East led to supply 

disruptions and price hikes [18].  

The crises of the 1970s reshaped US energy strategies; 

energy policies against the Soviet Union became a priority. 

Even if the oil crises were not directly caused by the conflict 

between the US and the Soviet Union, they had a significant 

impact on the Cold War. The US withdrawal from Vietnam, the 

Watergate crisis, the wave of revolutions in the Third World, 

the Soviet Union's nuclear parity with the US, and the decline 

in US oil production due to increased competition from 

Western Europe and Japan coincided with the period of oil 

crises [18].  

The post-1990s period, after the end of the Cold War, 

established a clearer and more visible link between access to 

energy resources and security, and energy became one of the 

main elements of the new security paradigm [11]. In this 

process, the possession of energy resources began to be 

perceived as a direct reflection of economic and military 

power. Indeed, when we look at the energy geopolitics of the 

20th century, it can be seen that the struggles over the control 

and distribution of oil resources were the main factors 

determining the strategic and economic dynamics of this 

period. In the post-Cold War era, Russia consolidated its 

geopolitical power by controlling energy resources in Central 

Asia and the Caucasus, while China's Belt and Road Initiative 

reshaped the economic and energy balances in the region [19, 

20]. This competition has increased the geopolitical value of 
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energy transmission lines and made energy diplomacy a key 

strategic tool in foreign policy [21]. 

By the 21st century, the importance of renewable energy 

sources had increased, and energy policies had begun to take 

shape in line with goals of environmental sustainability and 

carbon neutrality. Geopolitical crises such as the Ukraine War 

brought the question of the reliability of fossil fuels to the 

agenda and accelerated the shift towards technologies such as 

zero emission [22, 23]. On the other hand, OPEC's influence on 

the market continues to shape global energy balances with 

volatility in energy prices and supply-demand imbalances [24]. 

3. GLOBAL ENERGY GEOPOLITICS 

The concept of geopolitics was first used by Rudolf Kjellén 

in 1905 and is characterized as an approach to explain the 

position of nation-states in the international balance of power 

through geographical, historical, and social factors [25]. 

Kjellén's views were later developed by theorists such as 

Ratzel, Mackinder, and Mahan, creating new areas of analysis 

through the political effects of energy resources [26]. In this 

context, geopolitics evaluates the effects of geography on both 

domestic and foreign policy through elements such as borders, 

resources, and population [25, 27]. 

The increasing competition over energy resources during 

the Cold War and decolonization periods reinforced the 

importance of energy geopolitics [28]. The crises in the Middle 

East brought energy-based political strategies to the forefront; 

factors such as geographical location, administrative structure, 

and natural resources have been decisive in energy geopolitics 

[29]. The oil-rich Persian Gulf and Caspian Basin have become 

one of the main lines of regional instability and military 

tensions [27]. 

Today, the ownership of energy resources is considered a 

major indicator of geopolitical power. While the US, Saudi 

Arabia, and Russia are the largest producers, the US, China, 

and India are among the largest consumers [30, 31]. This 

situation creates the need for two opposite concepts, such as 

“competition” and “cooperation” over energy resources at the 

same time. In this context, the impact of energy geopolitics on 

the balance of power in the international system becomes 

inevitable. However, since the positioning of the great powers 

in the global system varies according to the geographical 

distribution of energy resources, it can sometimes encourage 

cooperation and sometimes bring about polarization and 

conflict. In this process, states are observed to act according to 

their geostrategic goals. 

The fact that control over energy resources and 

transportation routes plays such an important role in global 

power struggles is embodied in the intense interest in the 

Middle East. Similarly, geopolitical and geostrategic struggles 

over the Caspian Basin and Central Asia constitute one of the 

main lines of energy competition in the 21st century [14]. 

While the weakening of US hegemony has led to 

fundamental changes in the international oil system, the decline 

in America's production capacity has also limited its “capacity 

to provide energy to allies” that it maintained throughout the 

post-Cold War period [32]. Keohane sees this development as 

“a widening of the space for international cooperation” and 

characterizes crises as incentives for cooperation. Indeed, the 

economic summits of 1975 were born in response to events 

such as the oil crisis and the collapse of Bretton Woods, and 

ultimately aimed to increase coordination among major 

economies [32]. Similarly, the transition from coal to synthetic 

oil from the oil crises of the 1970s to the current “golden age 

of gas” has been shaped by cooperation between states and 

energy companies  [33]. In this context, the $100 billion oil deal 

between Russia and China in 2009 and the $400 billion natural 

gas deal in 2014 deepened the strategic partnership in the 

energy field. The ultimate outcome of this cooperation was to 

increase China's energy security while providing economic and 

political advantages to Russia [34]. 

In conclusion, from a realist perspective, it can be said that 

the struggle for access to energy resources and energy security 

is often accompanied by competition and power struggle. In 

particular, the fact that most of the hydrocarbon reserves are 

concentrated in regions such as the Middle East, Russia, and 

Venezuela increases the competition for access to resources 

among energy-importing countries (See Table I). Developing 

countries such as Brazil, Indonesia, Malaysia, South Korea, 

and Türkiye are also participating in this competition, both to 

meet their energy needs and to have a greater say on a global 

scale [14]. 
TABLE I 

    TOP 10 COUNTRIES WITH THE LARGEST OIL RESERVES IN 2024 

 

Rank 

 

Country 

 

Oil Reserves  

(billion barrels) 

Share of 

Global 

Reserves 

1 Venezuela 303.8 %17.6 

2 Saudi Arabia 297.5 %17.3  
3 Canada 168.1 %9.8 

4 Iran 157.8 %9.2 

5 Iraq 145.0 %8.4 
6 Russia 107.8 %6.3 

7 Kuwait 101.5 %5.9 

8 United Arab Emirates  97.8 %5.7 
9 United States 68.8 %4.0 

10 Libya 48.4 %2.8 

    

However, some views question the classical understanding 

of energy geopolitics. According to them, traditional factors 

such as energy resources have become less influential, while 

relatively new factors such as technology, ideology, and 

economics have become more decisive [35]. Indeed, several 

paradigmatic shifts such as nuclear deterrence, the end of 

colonialism, and environmental concerns, support this view. 

However, fossil fuels continue to meet the bulk of energy 

demand. Although the share of renewable energy in electricity 

generation is increasing, it is still far from meeting the total 

energy supply. After all, even in the most affluent countries of 

the world, the proportion of electricity provided by wind and 

solar energy combined in their electricity sectors has not 

reached more than one-third of the total [23]. 

In addition, the other side of energy geopolitics puts 

pressure on fossil fuel industries with demands for 

environmental sustainability. In this context, governments and 

NGOs are focused on developing solutions to reduce carbon 

emissions [2]. Technologies such as LNG, shale gas, and 

integrated refineries increase energy efficiency, while 

strategies supported by technologies such as artificial 

intelligence, blockchain, and the Internet of Things provide a 

significant competitive advantage in the sector [22, 36]. 

3.1. Diversity of Energy Resources 

Diversifying energy sources is of strategic importance for 

energy supply security, cost reduction, and mitigation of 

geopolitical risks. This diversification includes renewable 

energy (solar, wind, hydro), nuclear, and fossil fuels (oil, 
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natural gas, coal). Renewable resources are critical for 

sustainable development in the long term as they can be 

continuously replenished. However, costs, technical barriers, 

and lack of infrastructure can make their utilization difficult. 

Technological advances and government support can mitigate 

these problems [37]. 

Nuclear energy offers an environmentally friendly 

alternative with low carbon emissions, but poses challenges 

such as the risk of radioactive waste and plant safety [38]. 

Fossil fuels still meet most of the world's energy needs. In 

2020, oil and natural gas met 31.2% and 24.7% of energy 

demand, respectively. By 2040, oil and natural gas demand are 

expected to increase by 34% and 70%, respectively. On the 

other hand, while the share of coal is decreasing, the 

importance of renewable energy sources is increasing [39]. 

 

 

Figure 1. Global Natural Gas Demand Growth in the 2020-2025 [40]. 

According to BP projections, energy demand is expected to 

increase by up to 25% by 2050, and energy resource diversity 

will play an important role in managing this demand. In the 

Rapid scenario, the share of fossil fuels falls to 18%, natural 

gas rises to 21%, and the share of renewable and non-fossil 

sources rises to 60% [41]. According to the Net-Zero 

Emissions scenario, global energy expenditures will shift 

towards electricity and renewables, while spending on oil 

products is projected to decline dramatically (See Figure 2). 

 

Figure 2. Global Energy Spending by Fuel in the Net-Zero Emissions [42]. 

 

The concentration of energy resources in certain countries 

forces energy importers to establish strategic alliances, which 

increases geopolitical risks based on energy imports [33]. In 

particular, Russia's invasion of Ukraine has reshaped Europe's 

energy policies, forcing them to increase investments in 

renewable resources and energy efficiency [3]. This could lead 

to an increase in energy costs, disruption of industrial activities, 

and public discontent. Such a crisis may encourage 

governments to use more coal and nuclear energy as a short-

term solution [43]. 

3.2. Geographical Distribution of Energy Resources 

Geography and natural resources have historically been the 

main determinants of states' foreign policies and international 

strategic orientations. A country's strategic location - for 

example, its proximity to important sea routes, energy reserves, 

or transmission lines - directly affects its capacity for economic 

growth, security, and geopolitical influence. In this context, 

access to and control over energy resources have become a 

decisive factor shaping international power relations. Countries 

form alliances or engage in conflicts to maintain or increase 

access to these resources. 

Russia-Iran relations are a concrete example that can be 

considered within this framework. Russia, which has distanced 

itself from Western actors since the 2000s, has deepened its 

strategic cooperation with non-Western countries such as Iran. 

While the geo-economic interests of both countries in the 

Caspian Sea reinforce this relationship, this partnership, which 

has developed in a geographical and historical context, 

coincides with Russia's “near abroad” strategy [44, 45]. This 

dynamic shows that geopolitical relations are shaped by the 

balance of power as well as regional history and spatial 

configurations.  

This approach, integrated with Kjellén's definition of 

geopolitics, redefines the power and influence of states in the 

international arena with access to energy resources. In 

particular, strategic infrastructures such as pipelines, ports, and 

energy corridors, coupled with the economic and political value 

of this access, provide states with a significant advantage.  

In this context, it can be said that classical geopolitical 

theories still retain their explanatory power. Halford 

Mackinder's Heartland Theory defined the natural resource-

rich interior regions of Eurasia as the axis of the global power 

struggle [46, 47]. This idea was reinterpreted in Brzezinski's 

“Grand Chessboard” metaphor, emphasizing the decisive 

influence of whoever dominates Eurasia on Western Europe, 

East Asia, and the Middle East [48]. While traditional 

geopolitical approaches are still valid, new layers such as 

technology, energy infrastructure, and economic integration 

have been added to this framework. 

The geographical remoteness of energy resources increases 

both logistical costs and national security risks. Most oil and 

natural gas reserves are concentrated in the Middle East, North 

Africa, and Russia, while Europe, the US, and Asia, which are 

major consumers, are geographically distant from these 

resources [33] (See Figure 3).  

 

Figure 3. Oil Reserves by Country [49]. 

 

This situation is known to lead to cost increases and 

political tensions in energy trade. In addition, many of the 
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regions where energy reserves are concentrated face political 

and social instability. Civil wars in the Middle East, 

infrastructure deficiencies in Africa, and harsh natural 

conditions in Central Asia directly and indirectly affect energy 

production and transportation [33]. Such geographical and 

political barriers create uncertainty in energy supply and 

complicate energy-based foreign policies. 

 

3.3. Global Energy Policies 

Today's global energy policies are driven by a number of 

actors with different interests and priorities. Their decisions are 

decisive on key issues such as energy security, resource 

management, prices, infrastructure investments and combating 

climate change [12]. As such, energy policies can often become 

a negotiation process characterized by bargaining, 

interdependence and conflicts of interest. 

The advantage of holding energy resources can elevate 

states to an important position in energy policies. Especially the 

oil and natural gas-rich countries in the Middle East owe their 

strong position in the energy markets to these resources. 

According to BP data, 93.5% of the world's proven oil reserves 

are under the control of only 14 countries [50]. However, 

political instability in these countries brings with it more 

complex factors that shape their energy policies. International 

relations theories often consider this situation within the 

framework of multifactorial cause-and-effect relationships and 

argue that political stability is as decisive as the availability of 

energy resources [51]. 

Energy geopolitics lies in the so-called “gray area” between 

power politics and markets. This space is highly sensitive to 

conjunctural shifts. For instance, Russia, which was a reliable 

energy partner for Europe before the Ukraine Crisis, started to 

use energy as a tool of pressure after the crisis. This has 

contributed to the positioning of energy not only as a market 

but also as a power. Russia used the power of its energy to 

influence the European economy and politics. This 

development has created the necessity to embrace energy as an 

instrument of economic and geopolitical power. In the face of 

this situation, European countries have resorted to diversifying 

their imports by developing alternative policies to reduce their 

energy dependence on Russia [52]. 

In this context, energy security has become a 

multidimensional phenomenon. Factors such as resource 

diversity, reducing external dependence, strengthening 

infrastructure, and environmental sustainability are among the 

main components of energy security. In recent years, the main 

drivers of the energy transition that countries have been trying 

to realize, such as reducing the use of fossil fuels and achieving 

net-zero carbon targets, have also become priorities in energy 

policies. This transformation in energy policies can be said to 

be related to the concept of the “energy trilemma”, which 

combines three factors: security, accessibility, and 

sustainability [53]. 

Energy transition is a structural and long-term 

transformation process that refers to the shift from fossil fuel-

based systems to low-carbon, sustainable, and digitized energy 

infrastructures. This transformation is not merely a technical 

change; it also involves economic, administrative, and social 

restructuring. While only a limited number of countries had set 

renewable energy targets at the beginning of the 2000s, these 

targets have nearly reached a universal level in the post-2020 

period, with global public support for clean energy investments 

exceeding USD 2 trillion. However, the majority of these 

resources are concentrated in developed economies such as 

China, the EU, and the US, while developing countries still face 

structural and financial barriers [54, 55]. 

Despite some progress, it can be said that this transition 

process faces many structural challenges. In particular, factors 

such as infrastructure dependence on fossil fuels, the high costs 

of renewable technologies, and insufficient energy storage 

capacity are slowing down and hindering this process. On the 

other hand, the fact that the transformation of the energy system 

requires changes at the technical, political, economic, and 

social levels further complicates this process [16]. 

The International Energy Agency (IEA) predicts that the 

world's population will increase by around 2 billion by 2040, 

leading to a 50% increase in electricity consumption as living 

standards rise. Currently, 66% of energy demand is met by 

fossil fuels, a proportion that is projected to remain largely 

unchanged until 2050. In the same period, a 28% increase in 

natural gas demand and a 17% increase in oil demand are 

expected [56]. 

As of 2021, daily oil production is around 93 million 

barrels, while consumption is over 100 million barrels. The 

pressure on the global energy market caused by increasing 

energy demand in large countries such as China is a harbinger 

that this ratio will increase day by day [3]. The Energy 

Information Administration (EIA) estimates that if current 

policies continue, global energy consumption will increase by 

50% by 2050 [57]. 

Some experts argue that these risks can be mitigated by 

developing accessible energy sources, even if they are more 

expensive. Some, such as Daniel Yergin, argue that this 

approach will both increase political cooperation and 

encourage R&amp;D for more sustainable energy solutions 

[33]. 

In this case, sustainability has become a key element not 

only of environmental policies but also of development 

strategies. At this point, it is essential that the energy transition 

of countries takes place without completely disconnecting from 

fossil fuels. Ultimately, while the demand for oil and natural 

gas will continue to persist in this process, the countries that 

control resources will also maintain their influence on global 

policies. Moreover, the rise of actors such as Russia, China, and 

India is redefining the position of actors such as the US and the 

European Union (EU) in the international system, while 

regional powers such as Türkiye continue to increase their 

geopolitical importance [12]. 

This global energy geopolitical framework provides a 

meaningful backdrop for assessing Türkiye's energy strategies 

and foreign policy preferences. Türkiye is one of the few 

countries where global dynamics directly influence local 

policy-making processes, due to both its geographical location 

and its dependence on energy imports. In the following section, 

we will analyze how global trends are reflected in Türkiye's 

energy security, energy supply diversity, and green 

transformation strategies. With this transition, we will explain 

how the transnational effects of the geopolitical energy 

conjuncture play a transformative role in Türkiye's domestic 

policy-making. 

4. TÜRKİYE’S ENERGY POLICIES 

Daniel Yergin traces the root causes behind the conflicts over 

the Middle East's oil reserves throughout the 20th century to 

the birth of the oil industry. According to Yergin, the complex 
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and complicated relations between the Ottoman Empire, 

Britain, and Germany outlined the framework of energy 

competition in the region. The “Treaty of Foreign Affairs” 

signed in 1914 on the initiative of one of the prominent figures 

in this context, the Armenian-born businessman Calouste 

Gulbenkian (known as “Mr. Five Percent” due to his 5% share 

in international oil deals), distributed important oil concessions 

among the Anglo-Persian Group, Deutsche Bank and Shell, 

limiting the influence of external actors in energy production 

in the Ottoman territories (except for Egypt, Kuwait and some 

areas on the Turkish-Iranian border). Yergin argues that this 

agreement shaped the development and control of the Middle 

East's energy resources and set the stage for conflicts that 

would last throughout the 20th century  [2]. 

Although this agreement is considered one of the turning 

points in the regional energy struggle, it should not be forgotten 

that the new political structures that emerged after the First 

World War and the dissolution of the Ottoman Empire also 

affected this process. In this process, the reshaping of the 

Middle East and the sharing of energy resources became one of 

the most important issues in international politics. Today, 

dynamics such as the shift towards renewable energy, the 

discovery of new reserves, and the changing balance of power 

continue to influence the course of energy policies in the 

region. Nevertheless, it can be said that oil continues to be the 

main determinant of strategic struggles in the Middle East. 

Although Türkiye is not directly related to the energy 

wealth of the Middle East in historical and geographical terms, 

it has a critical position in regional energy equations. Although 

Türkiye does not have rich hydrocarbon reserves within its 

borders, its geographical location has made it an important 

energy transit country. The fact that the logistical transit routes 

of oil and natural gas transported from the Middle East to 

Europe and other markets pass through Türkiye increases the 

country's geostrategic importance. Türkiye's energy policies 

are built on ensuring the security of these transit routes and 

directing energy diplomacy. 

At the turn of the 20th and 21st centuries, Türkiye started 

to shape its energy geopolitics more actively in line with the 

transformations taking place at the international level. With the 

end of the Cold War, the replacement of military-oriented 

policies with economic-based strategies in the global system 

has led to some transformations in the energy policies of states. 

In particular, the rise in importance of neoliberal economic 

policies has brought along the process of evaluating strategic 

areas such as energy outside the security axis. In this context, 

states have started to evaluate energy not only within the 

framework of security, but also on the axis of economic 

development. Within the framework of these developments, 

developing countries such as Türkiye have also sought to 

utilize their existing natural and geographical resources more 

effectively for development purposes by keeping pace with the 

conjunctural change [29]. 

As a country that is aware of this economic and geopolitical 

transformation, Türkiye aims to play an active role in regional 

and international energy agreements and thus both maintain 

and strengthen its geopolitical position (See Table II). Türkiye's 

energy strategies are shaped in parallel with organizations such 

as the IEA and the International Atomic Energy Agency 

(IAEA), prioritizing issues such as energy security, resource 

diversity, and sustainability [58]. 

In addition, Türkiye has pioneered important pipeline 

projects, aiming to become a central country in energy trade. 

Projects such as the Baku-Tbilisi-Ceyhan (BTC) oil pipeline 

and the Trans-Anatolian Natural Gas Pipeline (TANAP) have 

strengthened Türkiye's role in energy transportation and have 

been a driving force in increasing the country's domestic energy 

supply security and influence in foreign markets. In this 

context, Türkiye transports oil from Azerbaijan and Northern 

Iraq to the Mediterranean Sea through the port of Ceyhan, and 

Russian and Azerbaijani oil to Europe through the Straits. As 

for natural gas, Türkiye imports most of its needs from Russia, 

Iran, and Azerbaijan [46] (See Figure 4). 

 

Figure 4. Türkiye's Natural Gas Imports by Source Countries in 2021 (%) [59]. 

Türkiye's natural gas outlook shows that Russia is the 

largest supplier of natural gas to Türkiye, followed by Iran and 

Azerbaijan. Although there are periodic variations in this 

distribution, the general trend is largely constant [60] (See 

Figure 5). Türkiye supplies about half of its natural gas 

consumption from Russia, one of the largest natural gas 

producers in the world energy market. At this point, it can be 

said that Russia is a vital supplier for Türkiye [3]. Although 

political relations between the two countries are strained from 

time to time, the interdependence established through the 

energy sector stabilizes this relationship. Economic integration, 

especially in the energy sector, is one of the main reasons why 

the two countries continue to cooperate despite their foreign 

policy differences. However, all these factors aside, it can be 

said that Türkiye's energy dependence on Russia forms the 

basis of the strategic energy partnership between the two 

countries [61]. 

 

Figure 5. Changes in the Shares of Türkiye's Import Sources Between 2011-

2021 [59]. 

Türkiye also aims to strengthen its energy relations with 

Europe and to integrate with Europe in the energy sector [58]. 

At this point, Türkiye needs to diversify its natural gas 

Russia
44,87%

Iran
16,07%

Azerbaijan
13,60%

Algeria
10,20%

Nigeria
2,13% Other

13,13%

0% 20% 40% 60% 80% 100%

2011

2013

2015

2017

2019

2021

Russia Iranian Azerbaijan

Algeria Nijeria Other**

102



EUROPEAN JOURNAL OF TECHNIQUE, Vol.15, No.1, 2025 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

resources and create alternative supply lines to Russia in the 

process of EU membership. In this framework, the Nabucco 

Project, which was planned in 2009, was considered a strategic 

initiative for the EU's energy security. Although this project 

was cancelled in 2013, the subsequent realization of TANAP 

within the scope of the Southern Gas Corridor is promising 

[46]. This project aims to reduce dependence on Russia by 

transporting gas resources from Central Asia and the Middle 

East to Europe. 

In response to these developments, Russia brought the 

South Stream Project to the agenda to have a greater say in 

energy exports, but when this project failed, it launched the 

TurkStream Project, which aims to transport natural gas to 

Türkiye via the Black Sea. However, the crisis in Turkish-

Russian relations following an airspace violation in 2015 

disrupted cooperation in this area, but relations were 

normalized again in 2016, and the TurkStream process was 

continued [62]. 

Intending to diversify its natural gas sources and increase 

its influence in the energy market, Türkiye has been developing 

strategic cooperation with both major producing countries, 

such as Russia, and neighboring actors such as Iran. While 

ongoing energy relations with Iran create economic 

interdependence, the potential threats stemming from Iran's 

nuclear activities can be a concern for Türkiye. Despite this, 

Türkiye has preferred to develop its economic and energy 

relations with Iran and has adopted a cautious policy on 

sanctions. However, the trade balance with Iran is unfavorable 

to Türkiye, which weakens the economic dimension of this 

relationship. To overcome this imbalance based on energy 

imports, it is important to diversify export items [63]. 

Finally, Türkiye's energy partnership with Azerbaijan is of 

great importance not only for both countries but also for 

regional energy security. Thanks to the TANAP Project, 

Türkiye has concretized its ambition to become an energy hub 

rather than an energy terminal. While increasing Europe's gas 

supply security, this project has also further strengthened the 

energy relations between Türkiye and Azerbaijan [64]. 

Countries with energy resources are in an advantageous 

position in terms of economic and political power, while 

countries that are energy importers are more vulnerable [3]. 

Although Middle Eastern countries have the potential to be 

energy hubs, they have to undertake the challenging task of 

ensuring regional stability to maintain this role. Otherwise, it 

can be said that security vulnerabilities could become 

defenseless against foreign interference. Türkiye, too, needs to 

utilize its geopolitical advantage in line with its strategic 

interests by maintaining stability in its domestic and foreign 

policies. Although Türkiye today serves as a bridge between 

energy-rich regions such as the Middle East, the Caucasus, and 

the Caspian Sea basin and regions with high energy 

consumption such as Europe, external dependence is a serious 

risk factor for Türkiye. 

Energy self-sufficiency refers to the capacity of a country 

to meet its energy demand with its resources. This ratio is 

calculated based on production over total primary energy 

supply (TPES), and any ratio below 100% indicates import 

dependency [65]. According to the International Energy 

Agency, Türkiye imports 93% of its oil and 99% of its natural 

gas (See Figure 6). This dependency is one of the main factors 

increasing the foreign trade deficit and debt [66]. As a matter 

of fact, it is known that the increase in demand and exchange 

rate fluctuations after the COVID-19 pandemic have also 

negatively affected prices. In particular, the significant 

depreciation of the Turkish lira in 2022 increased imported 

energy costs, while wholesale natural gas prices reached record 

highs in 2023 [67]. This problem is exacerbated by the fact that 

households, industry, and power plants, which are the main 

users of natural gas, cannot be brought under control [68]. 

 

Figure 6. Shares of Sources of Total Natural Gas Supply in 2021 (%) [59]. 

According to data from the IEA, Türkiye's energy trade 

balance was consistently negative between 2000 and 2023 [69]. 

As can be seen from the graph above, during this period, the 

volume of imports (blue columns) remained well above exports 

(dark blue), and the energy trade deficit (orange line) continued 

to deepen (see Figure 7). It is observed that imports increased 

significantly until 2015, and although there has been a partial 

balance since then, Türkiye remains a net importer as of 2023. 

This situation makes it necessary to address Türkiye's energy 

policies not only through new investments but also in terms of 

structural external dependence. Supply security, economic 

vulnerabilities, and foreign policy risks are directly affected by 

the energy trade deficit and limit the pace of the energy 

transition process. Therefore, when evaluating the 

sustainability and impact of energy investments, the balance of 

trade and import structure must be considered. 

 

Figure 7. Türkiye’s Energy Trade Balance (2000–2023) [69]. 

Despite significant investments in Türkiye's energy policies 

over the past 20 years, domestic production capacity remains 

limited in terms of meeting total energy demand. According to 

IEA data (see Figure 8, 9), the most notable increase in 

domestic energy production between 2000 and 2023 has been 

in coal-based production [69]. While this situation provides 

short-term relief in terms of energy supply security, it has led 

to serious debates regarding environmental sustainability. This 

is because production from other sources such as hydroelectric, 

natural gas, and biomass has been inconsistent, while 

production levels in innovative areas such as biofuels and 
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waste-based production have remained low. This production 

structure indicates the instability of renewable energy 

investments and the slow pace of transition away from fossil 

fuel infrastructure. Therefore, the impact of the investment-

policy relationship on reducing energy import dependency 

should be evaluated not only based on the existence of 

investments but also in conjunction with structural 

transformations in production capacity. 

 

Figure 8. Development of Domestic Energy Production in Türkiye (2000–

2023) [69]. 

 

Figure 9. Share of Modern Renewable Energy in Final Energy 
Consumption in Türkiye (2000–2021) [69]. 

When evaluated in the context of energy supply security, it 

is clear that simply increasing supply is not enough. In addition, 

the source structure must be diversified, and environmental 

risks must be reduced. In 2020, 42.85% of global CO₂ 

emissions originated from electricity and heat production; this 

data highlights the need to consider energy investments in 

conjunction with climate and security policies. In this context, 

renewable energy investments have become elements that 

contribute not only to low-carbon targets but also directly to 

supply security. As of 2021, the global capacity of wind and 

solar energy has exceeded 1,700 GW, while microgrid systems 

have enabled the integration of these investments into the 

distributed production infrastructure [70]. In this context, it can 

be said that Türkiye continues to face supply security risks and 

a structure that supports external dependency. 

Such structural problems are a call for Türkiye to accelerate 

its search for alternative energy policies. Increasing 

investments in renewable resources and nuclear energy will 

have a positive impact on energy dependence in the long run. 

Considering Türkiye's potential in wind, geothermal, and 

hydroelectric resources, it can be said that investments in these 

areas will further increase their strategic importance in terms of 

energy security and sustainable development [71]. 

In this transformation process, Türkiye is focusing its 

strategic priorities on three main areas in line with its Net Zero 

2053 target: ensuring energy supply security, increasing energy 

independence, and managing the decarbonization process in 

line with the net-zero target. These three main objectives, 

clearly outlined in the Ministry of Energy and Natural 

Resources' 2024 Launch Report, are supported by multi-

dimensional sub-priorities ranging from digitalization to 

hydrogen technologies, and from institutional restructuring to 

market reforms [72]. 

The process, which began with the adoption of the 

Renewable Energy Law in 2005, gained momentum in the 

post-2010 period with policy tools such as the YEKDEM 

application, YEKA tenders, and unlicensed production 

systems. Türkiye's renewable installed capacity was 33% in 

2005, and this ratio has reached 59% as of 2024. Investments 

in wind and solar energy, which stood at 250 MW in 2013, have 

exceeded 31 GW in 2024; the overall target is to reach 120 GW 

of installed capacity by 2035. This growth demonstrates 

Türkiye's commitment to institutionalizing its energy 

transition, but it also highlights that the country is still in the 

“infrastructure alignment” and “grid transformation” phases. 

For example, an investment of $28 billion is projected for 

transmission infrastructure, a key component of the green 

energy transition, by 2035, including plans for a 14,700 km 

HVDC network [72].  

Türkiye's Green Deal Action Plan, published in 2021, 

strengthens the institutional foundation of energy 

transformation with 81 actions covering carbon border 

adjustment, sectoral roadmaps for green transformation, 

environmental labeling, circular economy, clean energy, and 

green finance. The plan envisages critical steps such as a green 

bond/sukuk guide, green OSB certification, emission reduction 

roadmaps, and a national carbon pricing mechanism [73]. 

These structural targets show that Türkiye is striving to rapidly 

increase its technical capacity in the energy transition; 

however, when compared to European countries, the transition 

process has not yet reached a “fully synchronized” point. 

On the other hand, the success of the energy transition 

depends not only on technological developments but also on 

long-term financing and international policy alignment. In the 

post-2021 period, the European Green Deal, CBAM, 

REPowerEU, and the global climate agenda have created 

increasing pressure for transformation on Türkiye's foreign 

trade and investment structure. In this context, the World Bank 

CCDR and Türkiye's Updated National Contribution Statement 

(NDC) set a target of reducing greenhouse gas emissions by 

41% by 2030, while also highlighting the need for at least an 

additional USD 165 billion in investments for green 

transformation between 2022 and 2040. However, while half 

of these investments are expected to be covered by the private 

sector, the current green finance capacity falls significantly 

short of this need [74]. 

Green financing in Türkiye still relies heavily on short-term 

loans; the share of institutional investors, such as long-term 

capital market instruments, insurance, and pension funds, is 

well below the OECD average. Green bond issuance is limited, 

and private sector capital investments are risky due to exchange 

rate fluctuations. This situation both increases the burden on 

the banking system and hinders companies' long-term green 
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transition investments [74]. Therefore, a national green 

taxonomy, transparency standards, and the strengthening of 

secondary capital markets are priority reform areas for ensuring 

the financial sustainability of Türkiye's energy and climate 

policies. 

5. THE CENTER OF ENERGY: TÜRKİYE 

Türkiye's energy policies are determined by factors such as 

increasing energy demand, dependence on imports, and 

geopolitical proximity to reserves. These strategies are shaped 

under basic headings such as ensuring diversity of sources and 

routes, aiming to become a hub in regional energy trade, 

promoting sustainable development, reducing environmental 

impacts, and shifting towards renewable and nuclear energy. In 

this context, Türkiye is pursuing comprehensive policies to 

reduce import dependency, expand the use of domestic and 

renewable resources, and diversify its energy portfolio. In 

terms of renewable energy capacity, Türkiye ranks 5th in 

Europe and 12th in the world [58]. Since most of the energy 

resources are located in the east and consumer countries in the 

west, Türkiye's position as a natural energy bridge between 

these two axes gives it a strategic advantage [29]. 

Türkiye's current oil reserves are approximately 1.2 billion 

tons. Of this, 239 million tons are suitable for production. So 

far, 170 million tons of production have been realized, and 

about 71 million tons of producible reserves remain [75]. As of 

2021, onshore reserves are set at 412 million barrels of oil and 

3.1 billion cubic meters of natural gas. In the same year, an 

average of 69 thousand barrels of crude oil was produced daily, 

while 631 thousand barrels of crude oil and 260 thousand 

barrels of processed products were imported [39, 76]. 

The Thrace region is home to Türkiye's largest domestic 

natural gas reserves. Tekirdağ stands out in this area, while the 

Southeastern Anatolia region (Adıyaman, Batman, Diyarbakır) 

stands out in oil production [77, 78]. However, current 

production is far from meeting Türkiye's total demand. This is 

because access to the deep geographical layers where the 

reserves are located requires advanced technology and high 

costs [75]. 

Oil production has gained momentum in recent years, 

especially with the discovery of 150 million barrels of reserves 

in Gabar Mountain. Starting with a daily production of 5 

thousand barrels, the number of wells in this field is planned to 

be increased, and its annual economic contribution is expected 

to be 2.9 billion dollars. This discovery is expected to increase 

Türkiye's total oil reserves to 1.2 billion barrels  [57, 79]. 

Lignite coal has a significant share among domestic 

resources. Although there has been a general increase in energy 

production since the 1990s, lignite and hard coal production 

have declined. Coal, hydroelectricity, and other renewable 

resources are important in Türkiye's energy production. These 

include wood, plant and animal waste, geothermal, and solar 

energy [80]. 

According to the International Energy Agency, 54% of 

Türkiye's electricity generation in 2021 was from renewable 

sources [81]. In 2022, coal accounted for 34.6%, natural gas 

22.2%, hydroelectric 20.6%, wind 10.8%, solar 4.7%, 

geothermal 3.3%, and other sources 3.7% of electricity 

generation. By the beginning of 2023, the installed electricity 

generation capacity reached 104,038 MW [82]. 

            TABLE II 

            PRIMARY ENERGY: CONSUMPTION BY FUEL [5]. 

 

Fuel Type 

 

 

2020 

 

2021 

 

Oil 1.84 1.89 

Natural Gas 
 

1.66 2.06 

Coal 1.70 1.74 

Nuclear Energy – – 

Hydroelectric 0.74 0.52 

Renewable 0.50 0.61 

Total 6.44 6.83 

   

In 2020, Türkiye's primary energy supply reached 147.2 

million tons of oil equivalent. Of this supply, 24.6% was used 

in industry, 22.7% in the conversion sector, 18.3% in 

transportation, 17.5% in housing, and 7.8% in the service 

sector. In terms of sources, 28.7% of the supply came from oil, 

27.7% from coal, and 27% from natural gas. In the period 2009-

2019, primary energy supply increased, but the total share of 

oil and natural gas decreased to 55.7% in 2020 [39]. This 

distribution reveals the resource diversity of Türkiye's energy 

system and the balance between imports and domestic 

production. 

Türkiye's National Energy Efficiency Action Plan 

(NEEAP), prepared to increase energy efficiency, covers the 

period 2017-2023 and includes 55 actions in six different areas 

[83]. In the 2017-2021 period, energy efficiency investments 

reached USD 6.4 billion, resulting in energy savings of 4,473 

ktoe and economic benefits of USD 1.56 billion. It was 

observed that the targets of NEEAP for this period were 

realized with a 109% success rate [84]. 

6. CONCLUSION 

In the simplest terms, energy constitutes one of the 

cornerstones of modern life and economic activities. Even the 

smallest price fluctuations in this cornerstone can have global 

effects. These fluctuations make energy security one of the 

important agenda items of international politics. In this context, 

countries are turning to strategies such as promoting domestic 

production, ensuring diversity in energy production, and 

increasing investments in advanced technologies. On the other 

hand, countries with large energy reserves use these resources 

as a strategic power tool in international relations and have an 

impact on the global balance of power [85]. 

Energy geopolitics, on the other hand, is a multidimensional 

field that calls for greater cooperation and dialogue in the 

international system. Stabilizing or effectively managing 

competition and conflicts of interest in this field seems 

essential for lasting and final solutions. In this context, policies 

that encourage cooperation are vital for both sustainability and 

the development of environmentally friendly and innovative 

energy technologies. However, chronic competition over 

energy resources makes tensions inevitable. Therefore, while 

energy competition may be inevitable, managing it through 

sustainable and peaceful mechanisms would constitute a more 

stable and long-term approach [14]. 

Likely, the struggle for power and dominance over energy 

and raw material resources will remain among the main issues 

occupying the international agenda for the rest of the 21st 

century. Therefore, it is important to keep international 

cooperation and approaches based on common norm-building 
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efforts on the agenda. While the current crises increase the 

pressure on energy geopolitics, this may also act as a parallel 

pressure tool on international organizations and agreements. 

Consequently, this may lead to a process of updating these 

organizations and agreements. 

From a historical perspective, energy crises seem to have 

“recurrent” effects. For example, some parallels can be drawn 

between the oil crises of the 1970s and some of today's energy 

crises. The obvious difference is that the causes behind the 

crises at the time were clearly identifiable, and the search for 

solutions was mostly focused on reducing dependence on 

imported oil. Today's crises, on the other hand, are much more 

complicated. This is because this process is now a 

comprehensive phenomenon that involves not only traditional 

energy sources, but also natural gas, coal, electricity, and 

climate change. Therefore, the solution strategies to be 

determined are expected to address this wide range of areas and 

factors. 

In the case of Türkiye, the country's energy policies are 

mostly geared towards meeting its growing energy needs and 

ensuring security of supply. The increase in energy demand, 

which is a natural consequence of Türkiye's rapidly growing 

economy and growing population, makes policies to reduce 

dependence on imports more urgent. 

In this context, the most fundamental finding of this study 

is that Türkiye's energy investments are positioned to increase 

both supply security and foreign policy effectiveness. In 

particular, the projects developed are considered to be tools for 

strengthening Türkiye's position as a regional power, beyond 

energy security and economic benefits. The acceleration of 

renewable energy investments and the trend toward alignment 

with EU energy policies reveal that the energy transition is 

progressing in sync with foreign policy. In this regard, the 

study examines the energy transition not merely as a technical 

process but as a strategic whole in which geopolitical, 

economic, and environmental factors are intertwined. 

In the energy transition process, Türkiye has adopted the 

2053 Net Zero target as a strategic orientation; in this direction, 

it has defined its policy priorities in three main axes: ensuring 

energy supply security, increasing energy independence, and 

accelerating decarbonization. These pillars focus on sub-

headings such as digitalization, energy efficiency, hydrogen 

and new technologies, market reforms, institutional 

restructuring, and the carbon market. In the current structure, 

where 59% of installed capacity is provided by renewable 

sources, project and distributed production investments are 

particularly noteworthy. However, the low share of modern 

renewable energy in final energy consumption indicates that 

transformation is still limited in areas such as grid integration, 

energy storage, and financial sustainability. Therefore, 

Türkiye's energy transition process is still in the “technical 

capacity development and regulatory compliance” phase and 

requires stronger structural steps to be taken in practice. 

The relationship between the targets set out in policy 

documents and investment behavior has been evaluated based 

on concrete outputs during the implementation process. Energy 

projects carried out in Türkiye and the incentives provided 

directly affect the investment environment, leading to an 

increase in investment intensity and expansion of renewable 

energy capacity. Incentive policies are reflected in the field in 

terms of the number of new investments and increases in 

installed capacity. Within the scope of energy efficiency 

strategies, certain levels of energy savings are achieved as a 

result of the applications, greenhouse gas emissions decrease, 

and application models based on public-private sector 

cooperation are becoming widespread. Despite Türkiye's 

continued high levels of energy import dependency, gradual 

improvements in energy supply security are being observed 

thanks to increasing renewable energy investments; this 

development is creating a relative balancing effect on the 

energy trade balance. 

Accordingly, Türkiye's energy policies should be evaluated 

along three main axes: (i) increasing the exploration and 

production of domestic resources, (ii) ensuring diversity in 

energy imports (iii) increasing renewable energy investments. 

To accelerate energy transition and contribute to sustainable 

development goals, a series of policy steps can be proposed in 

the short, medium, and long term. In the short term, simplifying 

legislation and incentive mechanisms, establishing regular 

feedback channels to make the developed systems investor-

friendly, and introducing microfinance applications that 

support entrepreneurship are priorities. In the medium term, it 

is necessary to gradually implement a national carbon pricing 

mechanism (carbon tax or emissions trading system), integrate 

the green finance taxonomy and sustainable investment 

guidelines into the legal framework, and implement green 

infrastructure projects such as smart grids and energy storage 

through public-private partnerships. In the long term, the 

establishment of technology R&D centers based on domestic 

production to reduce energy dependence, the implementation 

of mandatory emission standards across all sectors, and 

educational curriculum reforms centered on energy and climate 

literacy are among the key strategic priorities. 

In conclusion, it can be said that Türkiye's energy 

transformation process involves a comprehensive policy that 

cannot be addressed from a single perspective. It is clear that 

this transformation process requires long-term strategies, 

strong investments, and infrastructure efforts. However, the 

gains to be achieved in the end will be able to meet both today's 

needs and the stability of the future. 
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1. INTRODUCTION

Slopes become unstable when the shear stresses required 

to establish equilibrium on a given potential sliding surface 

reach or exceed the available shear resistance [1]. Although 

slope stability is an interdisciplinary subject, it has become 

one of the main problems of geotechnical engineering, 

differing from others in terms of the causes, effects and 

numerical explanation of the phenomenon. In the event that 

adequate drainage is not provided, i) the increase in pore water 

pressures caused by surface and rainwater, ii) disruption of 

natural drainage as a result of heavy rainfall, iii) careless 

excavations during road widening, iv) accumulation of load-

forming material on sloping land, and v) earthquakes and 

volcanic events are the most important factors that cause 

stability problems that distrupt the structure of sloping lands. 

In Turkey and elsewhere in the world, landslides have 

occurred in the past and continue to in the present time both 

because they are natural events that shape the world and 

because appropriate measures have not been taken, and they 

subsequently have caused serious loss of life and property and 

agricultural damages. The first reliable record of a historical 

landslide is on the one that occurred in the Romance river 

valley in 1219, during which a landslide mass formed a dam 

on the river, which subsequently collapsed, killing thousands 

of people [2]. In 1960, 116 students at a school in Wales, 

England, were killed when piles of slag slid into residential 

areas following a mining excavation [3].  According to 2018 

Natural Disaster Statistics Report of Disaster Management in 

Turkey, landslides ranked second to earthquakes among 

natural disasters between 1980-2017[4].  

When we look at the causes of landslides occurring 

along the highways in our country, the main reasons can be 

listed as morphological structure including mountainous areas 

and crossing points, being located in active earthquake zones, 

having high slope gradients and unfavorable geological 

conditions. When landslides are considered as a soil 

mechanics problem, attention should be paid to surface and 

groundwater as well as the shear strength parameters of the 

soil. Knowledge on these parameters plays an important role 

in determining the collapse mechanism. Analyses performed 

in regard to shear strength parameters of the soil are defined 

as the slope stability analyses [5]. Slope stability analyses first 

appeared in 1773 when Coulomb focused on parameters such 

as shear strength angle and cohesion. At the same time, 

Coulomb's development of the equilibrium state of the forces 

in the shear wedge in the soil mass was examined in detail [6]. 

When the stability of a slope failed, the factor of safety of the 

slope is considered to be one (1.0). Among many methods 

used by researchers, the two most widely used ones are the 

finite element and the limit equilibrium methods. In limit 

equilibrium method, a potential shear surface is defined as an 

inclined surface and the soil shear strength is calculated by 

considering the equilibrium state of the forces and moments 
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acting on the soil mass on the shear surface according to the 

“Coulomb” collapse criterion [1]. The finite element method, 

on the other hand,  is a method in which the stress and strain 

behavior of the soil is taken into account. This method, 

considering the soil geometry and boundary conditions, 

provides the closest results to the reality. A review of the 

literature also shows that the finite element and the limit 

equilibrium  are the most widely used analysis methods in 

slope stability problems.  

Keskin and Laman (2007) determined that 

displacement and stress states can be obtained by using the 

finite element method in slope stability problems and pointed 

out the advantages of this method over the limit equilibrium 

method [7]. Moudabel (2013) analyzed a slope case using the 

finite element and limit equilibrium methods and concluded 

that the factor of safety obtained was higher in the finite 

element method than the limit equilibrium method [8]. Bol et 

al. (2017) used the limit equilibrium and finite element 

methods to ensure the safety of a highway slope that lost its 

stability due to excessive rainfall and developed appropriate 

solutions [9]. Huvaj and Oğuz (2018) compared the safety and 

collapse surface factors with deterministic and probabilistic 

approaches using the limit equilibrium and finite element 

methods for a landslide in Norway [10]. Büyükağnıcı and Işık 

(2019) studied stability analysis in three slope cases and 

compared the success of TS 8853, Eurocode 7 and BS 8006 

standards. In another study, the finite element and limit 

equilibrium methods were used in the analyses and it was 

determined as a result of the study that the TS 8853 and limit 

equilibrium methods were more reliable than the Eurocode 7 

for stability analysis [11]. Gör (2021) addressed a slope 

stability problem observed on a highway in Van province with 

the limit equilibrium method and developed appropriate 

solution proposals with static and earthquake analysis [12]. 

Mburu et al. (2022) studied two cases of landslides due to 

rainfall infiltration and obtained different results in terms of 

margins of error by using the slip surface search method 

utilizing a software that included the finite element and limit 

equilibrium methods for the stability of unsaturated slopes 

[13]. Ullah et al. (2020) investigated slope stability analysis 

using five methods: finite element method, limit equilibrium 

method, artificial neural network method, limit analysis and 

vector method. The study showed that the finite element 

method gave the most realistic result [14].  

In this study, during the highway construction works 

carried out by the 9th Regional Directorate of Highways in 

Aktaş Village of Siirt Province, the stability problems 

observed in the cut section were analyzed by the finite element 

and limit equilibrium method in static and earthquake 

conditions and were compared in terms of collapse surfaces 

and factor of safety. 

2. MATERIAL AND METHOD 
 

2.1 Study Area and Its Geological Framework 
 

In 2019 during the highway construction work in 

Aktaş Village, Kurtalan District, Siirt Province a movement 

was observed on the cut and fill slope and the work was 

stopped. It was anticipated that weakness of the geological 

units, weather conditions and precipitation triggered the 

landslide and in 2021 the movement repeated itself at 

Km:13+600-14+600 of the Siirt-Kurtalan Road. The study 

area falls within the borders of Siirt province and is included 

in the span of authority of the 9th Regional Directorate of 

Highways as shown in Fig. 1. 

 
Figure 1 Location map of the study area [15] 

 

As seen on a 1/500.000 scale geological map (Fig. 2) the study 

area and its immediate vicinity is covered by Late Eocene-

Oligocene Germik Formation. The residual soil observed at 

the higher elevations of the area where the slope instability is 

observed consists of a clayey gravel - silty clay unit which can 

be defined as light brown - brown, grayish - grayish green, 

beige in color and very firm to hard, solid to very solid, with 

medium to high plasticity, and moist. The rock units in the 

area are consisted of shale, anhydrite and gypsum. These 

rocks are mostly light brown - brown, grayish green, grayish 

white colored, and are generally moderately to very but 

sometimes completely weathered. They are weak, very weak, 

but sometimes extremely weak in strength. In some places 

these rocks are strong to moderately strong, generally very 

fractured - fractured, and fragmented. Fractures are filled by 

clay, joint surfaces are generally slippery, sometimes rough, 

sometimes friable to dispersible. Cracks along the joint planes 

are filled by clay and gypsum. 

 

 
Figure 2 General geology map of the study area [16] 

 
2.2 Field and Laboratory Studies  

 

In order to detail the geological-geotechnical aspects 

of the geological units in the study area, to determine the 

groundwater level, to determine the engineering properties of 

the units observed in the study area and to examine the 
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existing and potential geotechnical problems, exploratory 

boreholes (267.00 m in total) were drilled in ten locations, and 

in four of the boreholes inclinometers were used (Fig. 3), and 

observations were made at different locations in the study area 

(Fig. 4). During the drilling of the boreholes, parallel to the  

progress, SPT in-situ tests were carried out, and core samples 

(RC) and undisturbed samples (UD) were collected. During 

the drilling works groundwater was encountered at different 

levels in different locations (Table 1)  because groundwater 

changes the shear strength of the soil and therefore may 

adversely affect the slope stability. Soil and rock samples were 

collected according to the methods recommended in the 

relevant standards, namely TS 1900-2/T1 [17], ISRM [18], TS 

EN ISO 17892-1 [19], TS EN ISO 17892-2 [20], TS EN ISO 

17892- 8 [21], ASTM D2487 [22], AASHTO T88 [23], 

AASHTO T89 [24], AASHTO T90 [25].  

 
Figure 3 Drilling plan 

 

 
Figure 4 Bird’s-eye view of the landslide area 

 
TABLE 1  

 SHOWING GROUNDWATER LEVEL AT DRILLING LOCATIONS 

Drilling 

Number 

Locat

ion of 

Drilli

ng 

De

pth 

Ground

water 

Level 

Coordinates 

 (Ed50 3°) 

Elevation 

(m) (m) North East (m) 

1 SK-

13+
810 

C
u
t/

L
an

d
sl

id
e 

21,

00 

2,00 420287

6,39 

483688,

34 

631,17 

2 SK-

13+
810 

Sol 

35,

00 

- 420281

0,5 

483656,

16 

659,57 

3 SK-
14+

000 

(IN
K) 

21,
00 

1,90 420296
6,05 

483520,
85 

626,79 

4 SK-

14+
000 

Sol 

(IN
K) 

39,

00 

 - 420289

1,28 

483479,

49 

659,90 

5 SK-

14+
140 

18,

00 

1,70 420303

3,63 

483398,

25 

620,26 

6 SK-
14+

140 

Sol 

35,
00 

2,00 420296
6,34 

483361,
17 

649,00 

 

Groundwater status of the ground and the existing 

soil layers in the study area were evaluated as a result of the 

studies. Critical embankment section was determined to solve 

the stability problem in the cut section along the road. 

According to Technical Specifications of  K.G.M Research 

Engineering, slope stability analyses should be performed to 

determine the slope ratios safely when the cut height is h≥15 

m [26]. In this case, the cut section with a height of 39 m was 

determined as the critical section. For the Km:14+000 cut 

section, drilling data from SK-14+000 (INK) and SK-14+000 

Sol (INK) were utilized as indicated in Figs. 5 and 6.  

 
Figure 5 Critical geological cut section Km:14+000 

 

 
Figure 6 Core samples collected during the study 

 

Parameters were calculated for the soil and rock mass 

to be used in the analysis by using literature, field and 

laboratory data. These parameters are summarized in Table 2. 

 
TABLE 2 

ENGINEERING PARAMETERS OF SOIL AND ROCK MATERIALS TO 

BE USED IN THE ANALYSIS 

Material Material 

Model 

Material 

Behavior 

c' 

kPa 

 


' 

° 

 

E 

kN/

m2 

 

 Ψ 

° 

 

γ dry 

 

kN/

m3 

 

γsat 

 

kN

/m3 

 

Clay-Silt Mohr 

Coulomb 

Drained 7 3

0 

496

00 

0.

3
5 

- 17 20 

Gypsum-

Shale-

Anhydrit

e 

187 3

7 

207 

010 

0.

2
5 

7 20 22 

 
2.3 Numerical Modeling 

In this part of the study, slope stability analyses were 

investigated by deterministic methods, finite element and 

limit equilibrium methods, in order to provide the closest 

solution to the stability problem. The purpose of the limit 

equilibrium method is to determine the static or seismic 

equilibrium conditions at the assumed critical sliding surface 

with a factor of safety. The limit equilibrium method is a 

frequently used method in slope stability analyses because it 

is applicable to soils and weathered rocks that acquired soil 

111



EUROPEAN JOURNAL OF TECHNIQUE, Vol.15, No.1, 2025 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

properties, and shear stresses can be determined along the 

sliding surfaces assuming that a slope is collapsing. In the 

analyses carried out with the limit equilibrium method, the 

Simplified Bishop Method, which deals with the equilibrium 

of a circular sliding surface, where a sliding mass can be 

divided into slices and equilibrium equations can be written 

for each of slice is used. This method, first developed in its 

general form by Bishop [27], which is based on the 

assumption that the shear stresses between the circular shear 

slices are assumed to be zero and the normal stress and weight 

exerted on the center of the slice. When the forces in the 

vertical direction of a slice in Fig. 7 are split into their 

components, they contribute to determination of a factor of 

safety and the relation (1) in Fig. 7 is obtained in terms of total 

stresses. The factor of safety provides information about 

whether or not a slope is stable, or to what extent it is stable. 

 

 
Figure 7 Forces acting on the slice according to the Simplified Bishop 

Method 

 

      F =
Σ[

c∗∆l∗cosa+W∗tanΦ

cosa+(sinα∗tanΦ)/F
]

ΣW∗sinα
                 (1)                                                 

 

One of the methods developed to investigate the 

behavior of soils is the finite element method. In addition to 

the factor of safety, information such as displacement, change 

in pore water pressure and determination of the location of 

failure zones in the soil are also needed. In such cases, stress-

deformation analysis of the soil is also required. In the slope 

and slope environment, these calculations can be performed 

numerically by the finite element method under the 

assumption of a continuous medium in two or three 

dimensions. The most important feature of the finite element 

method is that the stress-strain properties of the soil can be 

represented by models such as linear-elastic, hyperbolic-

elastic and elasto-plastic models based on the results of 

laboratory tests [2]. This method was described by 

Zeinkiweicz (1977) as a method to mathematically model and 

analyse a continuous system [28]. Since the total stress is 

divided into pore water pressure and effective stress in soil 

mechanics problems, the material behavior is expressed as 

effective stress. By finite element analysis, vertical and lateral 

movements, stresses, pore water pressure and water flow 

status can be determined. Although many software programs 

have been developed for the limit equilibrium method and 

finite element methods, in this study, Slide2 software was 

used for the limit equilibrium method and Plaxis V24 2D 

software was used for the finite element method and stability 

analyses were performed for both static and seismic 

conditions. Stability analysis in case of earthquakes can be 

performed as pseudo-static analysis. This approach was first 

applied to seismic slope stability by Terzaghi (1950). Pseudo-

static accelerations produce inertial forces and the magnitude 

of acceleration is related to the magnitude of ground motion. 

Terzaghi (1950) suggested that these coefficients can be taken 

as in Table 3 [29]. 

 
TABLE 3 

SEISMIC COEFFICIENTS OF  EARTHQUAKES (TERZAGHI,1950). 

Explanation Seismic coefficient 

In severe earthquakes (Rossi-Forrel IX) kh = 0.10 

In destructive earthquakes (Rossi-Forrel IX) kh = 0.20 

In catastrophic earthquakes kh = 0.50 

 

The ground acceleration coefficient for Siirt - 

Kurtalan Divided Road (Aktaş Variant) Km: 13+700 - 14+600 

was determined as 0.237 g by using the “Earthquake Hazard 

Map of Turkey” which was prepared by AFAD (2018) to 

indicate the earthquake zones in the country (Fig. 8). 

However, the value for ground acceleration is taken as 0.1185 

g, half of the maximum ground acceleration value (0.237 g) to 

include the increasing or decreasing effects of the quasi-static 

coefficient [30]. 

 

 
Figure 8 Earthquake hazard map of the study area [31] 

 

Local Soil Class and Earthquake Ground Motion 

Level were determined as ZD and DD-2, respectively. The 

model of the slope for the Km:14+000 section, which was 

determined as the critical section, is shown in Figs. 9 and 10.  

 

 
Figure 9 Slope model of Km:14+000 cut section used in the analysis (Slide2) 

[32]  
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Figure 10  Geometric model and finite element mesh of Km:14+000 cut 
section                (Plaxis V24 2D) [33] 

In the design calculations, the Mohr-Coulomb Model was 

used for the silty-clay unit specified as residual soil whereas 

the Generalized Hoek Brown soil behavior model was used 

for the gypsum-shale-anhydrite unit. Standard boundary 

conditions were assumed in both Plaxis and Slide programs. 

Default boundary conditions, all displacements are limited at 

the bottom of the soil section. Lateral displacements are 

limited on the left and right boundaries. The most suitable 

mesh structure was investigated in the finite element network 

and analyzed by selecting the medium (mesh). 

 

3. RESEARCH FINDINGS  
 

Since the slope height is 39 m, Km:14+000 cut section is 

of critical importance and for this cut section the analysis was 

carried out in two stages. Accordingly, slope stability analysis 

was performed according to the limit equilibrium and finite 

element methods, and the factor of safety obtained is given in 

Table 3. In the factor of safety analyzes made with Plaxis, 

calculations were made using the strength reduction method. 

In this method, the shear strength parameters, cohesion and 

friction angle are gradually reduced until the slope collapses 

and factor of safety at the moment of collapse is determined. 

Since the model geometry is not horizontal, the “weight 

loading” calculation was made in Plaxis at the first stage 

before starting the analysis. 
 TABLE 4 

 RESULTS OF FACTOR OF SAFETY ANALYSIS FOR KM:14+000 CUT 

SECTION 

Method Conditions 
Initial 

Status 

Design 

Status 

Specification 

Criteria 

Finite Element 

Method (Plaxis 

V24) 

Static 1,444 2,01 1,5 

Earthquake 1,068 1,921 1,1 

Limit Equilibrium 

Method  

(Slide2 ) 

Static 1,431 1,706 1,5 

Earthquake 1,126 1,436 
1,1 

 

 

As shown in Fig. 11, first of all, it is seen that the 

slope is stable but does not meet the specification criteria in 

the analyses performed using the finite element and limit 

equilibrium methods under static loads in sloping terrain 

conditions. When earthquake loads are applied, it is seen that 

the slope is in equilibrium but again does not meet the 

specification criteria.  

 

 
Figure 11 Km: 14+000 section in the initial state factor of safety analysis 

 

When the safety coefficient was evaluated in terms of the 

method used, the calculation results of the two methods are 

oberved to be similar. However, the finite element method 

(Plaxis) concludes the slip circle at a single point giving the 

smallest safety coefficient. Although this may seem useful to 

stay on the safe side, it should be taken into account that slip 

circles may occur in other parts of the section. In the limit 

equilibrium method (Slide2), the slip circle can be determined 

anywhere in the ground. The slip plane determined by the 

finite element and limit equilibrium methods in the slope 

stability analysis under static and earthquake loading for 

Km:14+000 section is shown in Figs.12 and 13. 

 

 
Figure 12 The slip plane determined by the finite element method in the initial 

state of Km:14+000 section (Plaxis V24 2D) 

 

 
Figure 13 Slip plane determined by the limit equilibrium method in the initial 

state at Km:14+000 section (Slide2) 

 

In the initial condition, the slope was found to be 

unsafe according to the specifications, so the cut slope was 

tilted at a slope ratio of 3/2 (horizontal/vertical) and supported 

with a shoring wall. As shown in Fig. 14, the safety coefficient 

of the slope supported by the shoring wall shows values above 

the specification criteria. Thus, the slope has been made safe.  
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Figure 14 Km: 14+000 section factor of safety analysis in design condition 

 

With the shoring wall design, the problem on the left 

slope has been eliminated and the new slip circle is seen on 

the right cut slope but it is safe. Figs. 15 and 16 show the slip 

plane in the design case. 

 
Figure 15 Slip plane determined by the finite element method in the design 

condition of Km:14+000 section (Plaxis V24 2D) 

 

 
Figure 16 Km: 14+000 section design case slip plane determined by the limit 
equilibrium method (Slide2) 

 

Vertical and horizontal displacements may occur in 

the ground during a mass movement. In order to determine the 

displacement of the slope section at Km:14+000, deformation 

analysis was performed by the finite element method. These 

analyses were performed using Plaxis V24 2D software. Fig. 

17 show the total displacement values at initial and design 

state for static and seismic conditions. 

 

 

 
Figure 17 Total displacements at Km:14+000 slope section  

 

In Fig.17, it is observed that the displacement value 

in the ground decreases with the wall design when both static 

and earthquake loads are applied. The deformations in the 

shear plane in the initial state are shown in Fig.18. 

 
Figure 18 View of total displacements in the initial state by the finite element 
method (PLAXİS V24 2D) 

 

The deformations in the shear plane after wall design are 

shown in Fig.19. 

 
Figure 19 View of the total displacements in the design state by the finite 
element method (PLAXIS V24 2D). 

 

In Fig. 19, no slippage or deformation of the slope is 

observed with the wall design in the static case. In the case of 

earthquake, the deformations decreased significantly. It can be 

said that the stability problem on the slope has been solved 

significantly with the wall design. 

 

4. CONCLUSION AND RECOMMENDATIONS 
 

In this study, by applying the limit equilibrium analysis 

and the finite element methods, static and earthquake analysis 

of a mass movement occurred during excavation works on the 

highway were performed and were compared in terms of 

factor of safety and collapse surfaces. In the initial condition, 

it is observed that the Km:14+000 cut section is stable under 

static and earthquake load but does not meet the limit of the 

Specification for Highways Research Engineering Works. For 

this reason, the cut slope was tilted at a slope ratio of 3/2 

Design Status 
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horizontal/vertical) and supported with a shoring wall. Stability 

analysis of the design condition shows that the slope is safe and 

meets the specification criteria. When the coefficient of safety 

was evaluated in terms of the method used, the calculation 

results of the two methods were similar. However, the finite 

element method (Plaxis) concluded that the slip circle at a 

single point giving the smallest coefficient of safety. Although 

this seems useful to stay on the safe side, it should be taken into 

consideration that the slip circles may occur in other parts of 

the section. In the limit equilibrium method (Slide2), the slip 

circle can be determined anywhere in the soil. Plaxis stays on 

the safer side in terms of the safety factor and helps to take 

precautions in advance to avoid any problems in the future. It 

can be said that the slip plane in the slope passes through the 

same region in the analyses performed by both methods. In 

addition, it is possible to determine the lateral and vertical 

displacements in the slope and to obtain the stress-deformation 

graph with the finite element method. It helps to understand the 

slope stability problem in a better way. It can be said that the 

finite element method, which depends on the unit deformation 

affecting the safety coefficient of the slope, is superior to the 

limit equilibrium method. 
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1. INTRODUCTION  
 

Today, educational technologies have become one of the 

elements that reshape learning processes [85]. This 

digitalization process in education transforms traditional 

teaching methods and makes learning processes more 

interactive [1]. Therefore, social media platforms are at the 

center of this process and provide students with access to 

information, sharing and interaction [2-4]. In this way, these 

platforms can allow students to actively and creatively 

participate in learning processes [86]. Because, according to 

the Constructivist approach, the development of virtual 

learning can be facilitated by developing materials on 

educational devices or organizing media with the use of social 

networks in education [5]. In addition, [6] have drawn attention 

to the role of social media as a learning environment that 

provides potential contributions to entertainment, satisfaction, 

professional and personal gains and success. In this context, 

Instagram, one of the widely used social media platforms, 

provides an interactive and dynamic learning environment for 

students and educators and allows the enrichment of the 

learning process [7]. 

 

Instagram can be defined as an application that allows several 

users to come together in a community to interact with each 

other or allows a user to take, edit and share photos with other 

users [8, 9]. Instagram is a social network that has evolved 

significantly since its establishment only ten years ago [10] and 

stands out as the third most important social network platform 

growing with 2 billion monthly active users in 2024 [11]. In 

addition, according to the report published by We Are Social 

in early 2024, the number of social media users in our country 

constitutes 66.8% of the country's population [12], while 

DATAREPORTAL revealed in its report published in 2025 

that 85.5% of these users are Instagram users [13]. Due to this 

situation, it can be said that the number of Instagram users in 

our country is a considerable number. Instagram [14], one of 

the most used networks worldwide, where users share photos 

or short videos that can be accompanied by up to 2,200 

characters, includes analysis of audiences, profiles and users, 

brands, companies and marketing, political communication and 

education [10]. In addition, Instagram introduced "reels", 

short-form videos that can be uploaded or created within the 

application, in August 2020 [15] and announced that all 
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uploaded videos will be converted to reels as of July 2022 [16]. 

This means that users will be able to create their own videos to 

a limited extent using videos uploaded to reels [17]. These 

videos are categorized differently from images and multimedia 

posts by the Instagram algorithm [18]. It can be said that these 

opportunities provided by Instagram in the context of video 

content can provide important opportunities for users in 

educational environments [19, 87]. In addition, Instagram 

offers easily accessible and engaging platforms for educational 

content [19]. The visually appealing and interactive nature of 

these platforms can attract students' attention and motivate 

them to learn educational materials [20]. In addition, 

Instagram's image and video editing tools can also be used to 

make educational posts [21]. Therefore, it can be said that 

Instagram is an important tool that can be used to facilitate 

educational processes [88]. 

Numerous studies have examined how Instagram use affects 
learning and how to address related issues. For example, [22] 
describes Instagram as a valuable teaching tool that can 
increase academic productivity, engagement, motivation, and 
performance. Therefore, the literature indicates that Instagram 
plays an important role both for social interaction and in 
developing and improving the quality of learning in the digital 
age. Instagram is seen to support language learning [23-28] and 
communication skills [29, 30]. In the study conducted by 
Maierová, Instagram was used to support English language 
teaching and it was seen that Instagram supported language 
learning, especially positively affecting student motivation and 
writing skills [28]. In the study conducted by González-Mohíno 
et al., it was concluded that the use of Instagram in the learning 
process increased students' motivation, communication, and 
engagement [30]. Al-Ali investigated the integration of 
Instagram as a mobile learning tool in foreign language classes, 
finding that it provided unique opportunities to create 
personalized learning experiences for language learners and 
was highly effective in creating a strong sense of community 
among students [31]. [32] stated that Instagram can be used as 
a teaching tool in language education with creative classroom 
activities, [33] while Instagram can be used to enhance English 
language learning in addition to formal teaching. [34] 
emphasized that Instagram offers unique opportunities for 
immersive language learning and can transform educational 
practices, especially in areas with limited resources. 

Instagram is also frequently used in the learning process of 
health professionals [5, 35-37]. In their study, Gutiérrez-Marín 
and colleagues used Instagram as a teaching tool in 
Orthodontics and Pedodontics courses [5]. Different Instagram 
accounts were created for each course and supportive 
information was shared on these accounts. As a result of this 
study, it was determined that using Instagram made the 
learning process more dynamic and increased student 
motivation. In the study of Hussain and colleagues, how the 
posts made using the #anatomynotes tag on Instagram were 
used in anatomy education and how they changed over time 
[36]. The study revealed that Instagram is a powerful tool 
especially for visual learning and that students actively 
participate in this area. [38] It was stated that Instagram can 
provide benefits to medical and dental anatomy education, but 
that limitations such as passive learning should be taken into 
consideration. 

The use of Instagram as a supportive tool in higher education 
can increase student learning outcomes and participation [39]. 
The use of Instagram in education is also noteworthy in terms 

of increasing students' digital literacy [89-90]. It is of great 
importance for individuals growing up in the digital age to gain 
critical thinking skills and to produce information rather than 
just consuming it [91-92]. In this context, Instagram helps 
students gain critical thinking skills and produce original 
content by supporting their digital literacy [40, 41]. The use of 
social media platforms such as Instagram in education enables 
students to develop their digital identities, create educational 
content, share their own projects, and gain different 
perspectives by examining their peers' work [40]. Comparative 
analysis of the literature review is presented in Table 1. 

TABLE I COMPARATIVE ANALYSIS OF LITERATURE REVIEW 

Study Purpose Method 
Type of 

Analysis 
Main Findings 

[5] 
Dentistry 
education 

Applied 

qualitative 

method 

Descriptive 

statistics + 

Chi-square 

Students who 

interacted 
heavily with the 

Story feature 

found 

Instagram 

useful. 

[22] 
Opinions on 
social media 

Survey-

based 
quantitative 

research 

Descriptive 
analysis 

Students found 
social media 

useful for 

communication 
and motivation. 

[28] 

Use of 

Instagram in 

English 
classes 

Mixed 

method 

Survey + 
observation 

+ interview 

Writing and 
creativity 

improved. 

[29] 

Measuring 
Instagram’s 

effect on 

speaking skills 

Quantitative 

case study 

Interactional 

model 
analysis 

66% 

improvement 
observed, 

participation 

and motivation 
increased. 

[30] 

Analyzing 

Instagram’s 

effect on 

student 

satisfaction 

Quantitative 

study 

Structural 

equation 

modeling 

Instagram had a 

positive effect 

in all 
dimensions. 

[31] 

Testing 

Instagram’s 

suitability as a 
mobile 

learning tool 

Action 

research 

Reflective 
diary + 

SAMR 

model 

Although initial 
reluctance was 

observed, 

creative 
production 

increased over 

time. 

[33] 

Investigating 

Instagram’s 

effect on EFL 
students’ 

language 

development 

Mixed 
method 

Survey + 

experimental 
t-test + 

interview 

Instagram 

improved 

writing skills, 
vocabulary, and 

self-confidence. 

Positively 
contributed to 

academic 

achievement. 

[36] 

Analyzing the 

use of the 

#anatomynotes 

tag in medical 
education 

Content 
analysis 

Time-based 

content 

analysis 

It was found to 

be a powerful 
tool supporting 

visual learning. 

[37] 

Evaluating the 

effect of 
Instagram in 

hematology-

oncology 
education 

Cross-
sectional 

quantitative 

study 

Descriptive 

statistics + t-
test 

Humorous and 

clinical content 

was effective, 
interaction 

increased. 

[38] 

Evaluating the 

role of 
Instagram in 

medical and 

dental 
anatomy 

education 

Literature 
review + 

Instagram 

account 
analysis 

Interpretive 

content 
analysis + 

table-based 

user and 
content 

comparison 

Visuality and 
the use of 

hashtags 

provided an 
advantage. 
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It can be said that Instagram has gone beyond being a 
socialization tool like other technologies and has become 
widespread in every area of life [93]. Therefore, studies on the 
use of Instagram in education show the role of this platform in 
supporting learning processes and its increasing acceptance 
[19, 39, 42, 43]. Due to this situation, it can be thought that the 
use of Instagram in education has become an interesting field 
of study and has increased the tendency to evaluate its impact 
in educational sciences [94]. However, studies conducted in 
this field should be examined from a broad perspective and it 
should be determined in which areas more research is needed 
[30, 95]. Because studies conducted have stated that 
bibliometric analysis studies are needed to develop a more 
comprehensive understanding of the effects of social media use 
in education [44-46]. In addition, in future studies, database 
searches should be expanded with newly determined keywords 
and existing technologies in education should be investigated 
[47]. Therefore, when previous studies are examined; although 
the trends in educational research on social media are examined 
with the bibliometric analysis method [46, 48, 49], it can be 
said that bibliometric research is needed specifically for 
Instagram. Because trend studies are considered useful in terms 
of revealing the current situation in the field, directing new 
research and determining changes in certain time intervals [50]. 
Therefore, it can be stated that this study has the potential to 
provide valuable contributions to the development of 
technology-based education using Instagram in the future, 
which has not yet been discovered. Therefore, this study aimed 
to determine the trends of the studies conducted on the use of 
Instagram in education by examining them through 
bibliometric analysis and to reveal which topics and 
researchers are prominent. It is expected that the findings 
obtained within the scope of the research will contribute to a 
better understanding of the potential use of Instagram in 
education by both educators and researchers and to the 
development of effective usage strategies. In line with the 
purpose of the research, the following questions were sought: 

1. What is the distribution of articles published on Instagram 
use in education by year? 

2. What is the distribution of articles published on Instagram 
use in education by country? 

3. What is the distribution of articles published on Instagram 
use in education by journals? 

4. What is the distribution of articles published on Instagram 
use in education by authors? 

5. What is the distribution of articles published on Instagram 
use in education by co-authorship status? 

6. What is the distribution of authors who published articles 
on Instagram use in education by citation networks? 

7. What is the distribution of countries by citation in articles 
published on Instagram use in education? 

8. What is the distribution of institutions by citation in 
articles published on Instagram use in education? 

9. What is the distribution of articles published on Instagram 
use in education by keywords used? 

 

2. METHODS 

 

Within the scope of the research, the articles selected by 

following the PRISMA (Preferred Reporting Items for 

Systematic Reviews and Meta Analyses) flow diagram [51] 

were performed using the bibliometric analysis method. 

Bibliometric analysis is a widely used approach to update the 

progress of published publications in the field [52]. In other 

words, the bibliometric analysis method can be expressed as 

the use of statistical and quantitative analysis methods to 

determine the general characteristics of studies published in a 

specific field or subject [54]. It can be said that this method 

allows visualization by looking at the studies in the literature 

from a broad perspective. On the other hand, thanks to the 

bibliometric mapping analysis, the scientific flow of 

institutions, researchers and studies on the determined subject 

can be followed [54]. 

In performing bibliometric analyses, some researchers use 

various software such as Bibliometrix [96], CitNetExplorer 

[97], CiteSpace [99], VisualBib [98], and VOSviewer [100]. 

However, in this study, we chose VOSviewer because it is user-

friendly, freely available, has extensive documentation and 

numerous online tutorials, and receives constant updates from 

its developers. VOSviewer can be accessed at 

https://www.vosviewer.com/ . In this study, the Web of Science 

(WoS) database was used because it provides easy access to 

databases and citation data [55] and is one of the most widely 

used databases [56]. WoS was chosen because it is considered 

a complete and comprehensive data source and contains 

reliable and high-quality publications [57]. In addition, WoS 

offers an independent and comprehensive editorial process, as 

well as the ability to provide a wide range of data from various 

fields and a reliable citation network thanks to its integration 

with Clarivate Analytics [58]. 

 

2.1. Data Collection 
In line with the purpose of the research, the WoS query text in 

Figure 1 was used on 13.02.2025 in order to access relevant 

studies from the WoS database. 

 

 
Figure 1 Search Parameters Used to Access Articles in WoS 

 

 
Figure 2. PRISMA Flow Diagram Followed in the Research of the Reviewed 

Articles 

In the selection process of the articles accessed from the WoS 

database using the query text in Figure 1, the PRISMA 

(Preferred Reporting Items for Systematic Reviews and Meta 

Analyses) flow diagram [51] was used. Therefore, the studies 

accessed from the WoS database were filtered in line with the 

purpose of the research. Therefore, when selecting the articles 

118



EUROPEAN JOURNAL OF TECHNIQUE, Vol.15, No.1, 2025 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

to be included in the analysis, articles with full-text access 

published in English between 2015 and 2024 were taken into 

consideration. The PRISMA flow diagram followed during the 

data collection process of the research is presented in Figure 2. 
 

2.2. Analysis of Data 
Bibliometric analysis is a widely used approach to update the 

progress of published publications in the field [52]. Initially, 

articles on Instagram usage in education were scanned from the 

WoS database for bibliometric analysis and the obtained data 

were examined with descriptive analysis. Then, the obtained 

articles were filtered according to the purpose of the research 

and a suitable data set was obtained for bibliometric analysis. 

The data set was reviewed separately by the researchers in the 

Microsoft Excel 2016 program and it was decided that all data 

were valid and usable. Bibliometric data of 836 publications 

examined in the research were analyzed using VOSviewer 

software. This program, developed by [59], is a free software 

that allows creating numerical and visual maps. The reason for 

choosing this software is that VOSviewer is quite functional for 

bibliometric analysis, both in functional visualization [60] and 

in directly viewing and interpreting images quantitatively [59]. 

On the other hand, the elements defined as objects in the 

VOSviewer program can represent journals, institutions, 

authors, countries and keywords and form clusters or networks 

with connections [61]. In the bibliometric analysis process, co-

occurrence analysis [61] was performed, which includes 

counting the data that appear together within a unit. When two 

elements occur together at the same time, there is a relationship 

between these elements [62] and the frequency of these two 

elements appearing together indicates that the relationship 

between them is strong [63]. A threshold value must be 

determined for bibliometric association and combination 

analyses. The threshold value indicates the minimum number 

of elements to be included in the analysis [61]. The threshold 

value, which determines the minimum number of publications 

per journal by bibliometric matching of journals by researchers, 

was determined as 2. In the study, citation (institution, country, 

author, publication and journal), co-citation (author), co-author 

(institution) and co-word analyses were performed with the 

VOSViewer software. 

 

3. FINDINGS 
 

In this part of the research, bibliometric data of articles on the 

use of Instagram in education were examined and findings 

regarding the distribution of articles according to the years they 

were published, the countries they were published in, the 

journals they were published in, their authors, their co-

authorships, the citations of the authors, the citations of the 

countries they were published in, the citations of the 

institutions and the keywords used were included. The 

distribution of articles published on the use of Instagram in 

education by year is given in Figure 3. 

When Figure 3 is examined; it is determined that the years with 

the largest areas in articles published are 2022, 2023 and 2024. 

It can be said that articles on the use of Instagram in education 

have increased in intensity in these years. In previous years, 

especially between 2015-2019, the number of publications 

remained at lower levels, but a significant increase has started 

as of 2020. In addition, it is seen that articles published on the 

use of Instagram in education have increased rapidly, 

especially since 2020. While the highest number of 

publications was reached in 2022, a significant increase was 

also observed in 2023 and 2024. It can be said that this situation 

reveals that there is an increasing interest in the academic field 

on the subject and that the research focus has intensified in 

recent years. The distribution of published articles by country 

is given in Tables 1-2 as the number of articles (N) and 

percentage (%). 

 

 
Figure 3 Distribution of Articles By Year 

 
TABLEII DISTRIBUTION OF ARTICLES BY COUNTRY 

Country N % 

USA 237 28,34 

Spain 98 11,72 

England 58 6,93 

India 53 6,34 

Saudi Arabia 49 5,86 

Brazil 44 5,26 

Germany 39 4,66 

Italy 31 3,70 

Australia 30 3,58 

Canada 29 3,46 

Turkey 29 3,46 

Indonesia 28 3,34 

China 28 3,34 

Netherlands 18 2,15 

Pakistan 18 2,15 

Switzerland 17 2,03 

Iran 16 1,91 

South Korea 16 1,91 

Malaysia 15 1,79 

Russia 15 1,79 

United Arab Emirates 14 1,67 

Poland 13 1,55 

Egypt 12 1,31 

Czech Republic 10 1,19 

 
When the findings in Table 1 are examined, it is seen that the 

articles published are mostly published in the USA (28.34%). 

It can be said that this country is followed by Spain (11.72%), 

England (6.93%) and India (6.34%). It was also determined 

that a significant number of articles were published in countries 

such as Saudi Arabia (5.86%), Brazil (5.26%) and Germany 

(4.66%). Turkey's share in the total publications is 3.34%, 

which is at a similar level to Indonesia. The countries with the 

least publications are Poland (1.55%), Egypt (1.31%) and the 

Czech Republic (1.19%). When the geographical distribution 

of the articles is examined in general, it can be said that the use 

of Instagram in education attracts global attention, but more 

research has been done in some countries. The distribution of 

articles according to the journals in which they were published 

is given in Table 3 as the number of articles (N) and percentage 

(%). 
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TABLE III DISTRIBUTION OF ARTICLES BY JOURNALS 

Journal N % 

Cureus Journal of Medical Science 27 3,23 

Journal of Medical Internet Research  23 2,75 

International Journal of Environmental Research and 
Public Health 

15 1,79 

IEEE Access 14 1,67 

Sustainability 13 1,55 

Plos One 11 1,31 

Social Media Society 11 1,31 

Applied Sciences Basel 10 1,19 

JMIR Formative Research 9 1,07 

Frontiers in Communication 8 0,95 

Heliyon 8 0,95 

JMIR Public Health and Surveillance 8 0,95 

Media and Communication 7 0,83 

Frontiers in Psychology 6 0,71 

Nutrients 6 0,71 

Frontiers in Education 5 0,59 

Healthcare 5 0,59 

Aesthetic Surgery Journal 4 0,47 

Arab World English Journal 4 0,47 

BMC Medical Education 4 0,47 

BMC Public Health 4 0,47 

Computational Intelligence and Neuroscience 4 0,47 

Education and Information Technologies 4 0,47 

JBJS Open Access 4 0,47 

Journal of Assisted Reproduction and Genetics 4 0,47 

 
TABLE IV DISTRIBUTION OF ARTICLES BY AUTHORS 

Yazar N % 

Li JW 6 0,718 

Mackey TK 6 0,718 

Unger JB 5 0,598 

Barroso-Moreno C 4 0,478 

Marsch LA 4 0,478 

Shah N 4 0,478 

Akdagli A 3 0,359 

Allem JP 3 0,359 

Carpenter JP 3 0,359 

Felix M 3 0,359 

Gabarron E 3 0,359 

Gil-fernandez R 3 0,359 

Hassanpour S 3 0,359 

Karayigit H 3 0,359 

Kim Y 3 0,359 

Mulcahey MK 3 0,359 

Panagopoulos M 3 0,359 

Rais-bahrami S 3 0,359 

Ranker LR 3 0,359 

Rayon-rumayor L 3 0,359 

Singh NP 3 0,359 

Vlachou S 3 0,359 

Wijaya D 3 0,359 

Wu JX 3 0,359 

Wynn R 3 0,359 

 

When the findings in Table 2 are examined, it is determined 

that the articles published are mostly published in the “Cureus 

Journal of Medical Science (%3.23)” journal. It is seen that this 

journal is followed by the “Journal of Medical Internet 

Research (%2.75)” and “International Journal of 

Environmental Research and Public Health (%1.79)” journals, 

respectively. In addition, it can be said that the journals in 

which the fewest articles on the use of Instagram in education 

are published include “Education and Information 

Technologies (%0.47)”, “JBJS Open Access (%0.47)” and 

“Journal of Assisted Reproduction and Genetics (%0.47)”. 

According to Table 2, it can be said that the articles published 

on the use of Instagram in education generally vary in terms of 

the journals in which they are published. The distribution of 

articles according to authors is expressed in Table 3 as the 

number of articles (N) and percentage (%). 

When Table 3 is examined, it is seen that among the authors of 

articles published, authors such as “Li JW” and “Mackey TK” 

stand out with 6 publications (0.71%) each. These authors are 

followed by “Unger JB” with 5 publications (0.59%) and 

“Barroso-Moreno C”, “Marsch LA”, “Shah N” and “Akdagli 

A” with 4 publications (0.47%). In addition, when the 

distribution in Table 3 is considered, it can be said that the 

authors who discuss the use of Instagram in education are 

diverse. The findings regarding the co-authorship analysis of 

the authors who published articles are presented in Figure 4. 

 

 
 

Figure 4. Co-Authorship Analysis of Authors 
 

When Figure 4 is examined, it is seen that among the 

researchers who published, only the “light brown” cluster 

occurred and in this case, there are connections between all the 

authors. While the nodes on the map represent individual 

authors, the lines between the nodes reveal the articles these 

authors wrote together. The network structure reveals that some 

authors collaborate with each other intensively, with 

researchers such as “Federica Raspa”, “Edlira Muca”, “Isa 

Fusaro” and “Damiano Cavallini” being at the center. 

According to Figure 4, it can be said that the authors who 

published articles on the use of Instagram in education 

collaborate to a large extent. The findings regarding the citation 

analysis of the authors of the articles are presented in Figure 5. 

 

 
Figure 5. Authors’ Citation Analysis 
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The author citation analysis map in Figure 5 visualizes the 

extent to which authors’ work has had an impact on articles 

published and how they cite each other. The colors on the map 

represent author groups or clusters in research themes. 

“Elizabeth R. Lyden” stands out as the author with the most 

citations and the widest collaboration network, being at the 

center of the network. On the other hand, authors such as “Julio 

De Matos Vettori”, “Isa Fusaro”, “Emanuela Valle” and 

“Giovanni Buonaiuto” also have important connection points 

and can be said to have high academic interactions. The 

distribution of authors who published articles in terms of the 

number of publications (NP), number of citations (NC) and link 

strength (LS) is given in the Table  5. 

 
TABLE V DISTRIBUTION OF AUTHORS PUBLISHING ARTICLES 

ACCORDING TO NUMBER OF PUBLICATIONS, NUMBER OF 
CITATIONS AND LINK STRENGTH 

Author Number of 

Publications 

(NP) 

Number of 

Citations 

(NC) 

Link 

Strength 

(LS) 

Calderon-Garrido, Diego 2 10 4 

Gil-Fernandez, Raquel 2 10 4 

Carpenter, Jeffery P. 2 31 0 

Otto, Thorsten 2 2 0 

Thies, Barbara 2 2 0 

Lyden, Elizabeth R. 1 17 18 

Nguyen, Vuvi H. 1 17 18 

Yoachim, Shayla D. 1 17 18 

Giroux, Catherine M. 1 6 7 

Moreau, Katherine A. 1 6 7 

Barsukova, Mariya 1 6 4 

Buonaiuto, Giovanni 1 40 3 

Cavallini, Damiano 1 40 3 

Colleluori, Riccardo 1 40 3 

De Matos Vettori, Julio 1 40 3 

 

When the findings in Table 4 are examined, “Giovanni 

Buonaiuto”, “Julio De Matos Vettori”, “Damiano Cavallini” 

and “Riccardo Colleluori” stand out as the most cited authors 

with high academic impact (NC=40). However, it can be said 

that authors such as “Elizabeth R. Lyden”, “Vuvi H. Nguyen” 

and “Shayla D. Yoachim” stand out in terms of both the 

strength of connections and the number of citations, despite 

being among the authors with the fewest number of articles 

published (NP=1; NC=17; LS=18). On the other hand, “Jeffrey 

P. Carpenter” draws attention in terms of the number of 

publications and the number of citations (NP=2; NC=31). 

Based on these findings, it can be said that the authors with the 

highest values in terms of strength of connections increase 

academic interaction by participating in extensive 

collaborations. The findings regarding the citation analysis 

according to the countries where the articles were published are 

presented in Figure 6, and the distributions in terms of the 

number of publications (NP), number of citations (NC) and link 

strength (LS) are presented in Table 6. 

 
 

Figure 6. Citation Analysis of Countries 

TABLE VI DISTRIBUTION OF ARTICLES BY COUNTRY IN TERMS OF 

NUMBER OF PUBLICATIONS, NUMBER OF CITATIONS AND LINK 

STRENGTH 

Country Number of 

Publications (NP) 

Number of 

Citations 

(NC) 

Link 

Strength 

(LS) 

Spain 14 70 2 

USA 8 81 3 

Saudi Arabia 4 18 2 

Germany 4 29 0 

Canada 2 6 2 

England 2 15 1 

Italy 2 43 1 

Afghanistan 2 10 0 

Egypt 2 10 0 

Russia 1 6 1 

Austria 1 1 0 

Bangladesh 1 10 0 

Kazakhstan 1 8 0 

Malaysia 1 2 0 

Pakistan 1 2 0 

 

According to Figure 6, while the USA, Spain and Saudi Arabia 

are in the central position in academic collaborations, countries 

such as the England, Italy, Canada and Russia also support the 

network with various connections. Spain is seen to be one of 

the strongest nodes. Saudi Arabia and Canada are bridge 

countries representing different research collaborations. This 

distribution shows that some countries are more involved in 

scientific production. 

 

When Table 5 is examined, it is seen that Spain (NP=14; 

NC=70) and the USA (NP =8; NC=81) are the countries with 

the highest academic impact. It can also be said that the USA 

plays an important role in international collaborations (LS=3). 

Italy, despite receiving particularly high citations, has more 

limited international collaborations (NP=2; NC=43). In 

addition, other countries have relatively lower citation and 

connection power and seem to have less impact in terms of 

academic collaboration. The findings regarding the citation 

analysis of the article authors according to their institutions are 

given in Figure 7, and their distribution in terms of the number 

of publications (NP), number of citations (NC) and link 

strength (LS) are given in Table 7. 

 
Figure 7. Citation Analysis of Institutions 
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TABLE VII DISTRIBUTION OF ARTICLES BY INSTITUTIONS IN 

TERMS OF NUMBER OF PUBLICATIONS, NUMBER OF CITATIONS 

AND LINK STRENGTH  
 

Institution Number of 

Publications 

(NP) 

Number 

of 

Citations 

(NC) 

Link 

Strength 

(LS) 

University of Barcelona 3 20 3 

Prince Sattam bin Abdulaziz 
University 

3 11 0 

European University of Madrid 2 5 1 

Elon University 2 31 0 

Technische Universität 

Braunschweig 

2 2 0 

University of Nebraska 

Medical Center 

1 17 7 

University of Texas School of 

Dentistry 

1 17 7 

International University of La 

Rioja 

1 2 3 

King's College London 1 1 2 

Orenburg State University 1 6 2 

Russian State Agrarian 
University 

1 6 2 

Russian State Social 

University 

1 6 2 

University of Bologna 1 40 2 

University of Ottawa 1 6 2 

University of Teramo 1 40 2 

 
According to Figure 7, which shows the citation links of the 

institutions in the examined articles, the “University of 

Nebraska Medical Center” is at the center of the network and 

has strong connections with other institutions. It can be said 

that institutions such as “University of Bologna”, “King's 

College London”, “University of Turin” and “University of 

Teramo” are directly related to this center. When Figure 7 is 

taken into consideration, it can be thought that certain 

universities and research centers have more academic 

interaction with each other and carry out joint studies at the 

international level. 

 

 
Figure 8. Co-occurrence of all keywords 

 

According to the findings in Table 6, “University of Barcelona 

(NP=3)” and “Prince Sattam bin Abdulaziz University 

(NP=3)” stand out as the institutions that stand out in terms of 

the number of publications. In addition, “University of Teramo 

(NC =4)” and “University of Ottawa (NC =40)” stand out as 

the institutions with the highest international academic impact 

in terms of the number of citations, while “University of 

Nebraska Medical Center (BG=7)” and “King’s College 

London (LS=7)” stand out as the institutions with the highest 

academic collaboration in terms of connection strength. 

Considering Table 6, it can be said that some institutions have 

high academic impact, while others are integrated into wider 

research networksThe findings regarding the keyword analysis 

of the articles are presented in Figure 8, and their distributions 

in terms of frequency (f) and link strength (LS) are presented 

in Table 8. 

 
TABLE VIII DISTRIBUTION OF KEYWORDS USED IN ARTICLES IN 
TERMS OF FREQUENCY AND LINK STRENGTH 

 

Keywords Frequency 

(f) 

Link Strength 

(LS) 

Social media 19 77 

Instagram 17 81 

Higher education 7 32 

Education 6 25 

Social networks 5 27 

Teaching 3 16 

EFL learners 3 15 

Medical education 3 11 

Pandemic 3 11 

Social networking 3 11 

Distance learning 2 11 

Undergraduate medical education 2 11 

Youtube 2 11 

Students 2 10 

Ict 2 10 

E-learning 2 9 

Gamification 2 9 

Nursing students 2 9 

Social networking sites 2 9 

Teaching english 2 9 

 

When Figure 8 is examined, it is seen that “Social media” and 

“Instagramın” are the most central words and have strong 

connections with the keywords “EFL Learner”, “Medical 

education”, “Higher education” and “Social media”. Concepts 

such as “Higher education”, “social networks”, “medical 

education” and “language learning” highlight how Instagram is 

used in the context of education. Terms such as 

“Gamification”, “technology” and “students” indicate areas 

related to educational technologies, while “EFL learners” form 

a distinct cluster, revealing the strong connection with language 

learning. This analysis shows that Instagram and social media 

are increasingly present in educational processes and are used 

as effective tools in different learning areas. 

When Table 7 is examined, it is seen that the keywords “social 

media (f=19; LS=77)” and “Instagram (f=17; LS =81)” are the 

most frequently used words and have the highest connection 

strength. In addition, considering the frequency of use and 

connection strength of the keyword “Higher education (f=7; 

LS=32)”, it can be said that the research mostly focuses on the 

use of Instagram in the education of higher education students. 

In addition, words such as “Education (f=6; LS=25)” and 

“Social networks (f=5; LS=25)” emphasize the importance of 

social media in the context of education. In addition, words 

such as “Teaching (f=3; LS=16)”, “EFL learners (f=3; LS=15)” 

and “Medical education (f=3; LS=11)” may suggest that the 

research focuses on the use of Instagram in foreign language 

teaching and medical education. 

 
4. RESULTS, DISCUSSION AND RECOMMENDATIONS 
Today, the digitalization process in learning-teaching 
environments is rapidly progressing and social media platforms 
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are increasingly taking place in this process. In this research, 
studies on the use of Instagram in learning-teaching 
environments were examined using the bibliometric analysis 
method. 

As a result of the analysis, it was seen that studies on the use of 
Instagram in education have increased significantly especially 
since 2020. This increase indicates that digital technologies and 
social media platforms are increasingly taking place in learning 
processes [64]. The reason for this can be shown as the transfer 
of learning-teaching environments to online environments due 
to the COVID-19 pandemic experienced in our country and the 
world in 2019 and later [65, 66].  In addition, Instagram's 
central role as social media in collaboration and professional 
development among teachers [101] may have led to an increase 
in these posts during the pandemic period. Despite this, in 
future studies, the reasons for the steady increase in research on 
the use of Instagram in educational environments after 2020 
can be examined in detail and educators and researchers can be 
guided. 

The research findings reveal that the USA plays an important 
role and is in a central position in articles on the use of 
Instagram in education, both in terms of the number of 
publications and the number of citations to publications. 
Because as technology develops, there has been a significant 
expansion in online course programs in the USA, allowing 
students to follow programs that provide completely online 
courses in various disciplines [67]. This situation has caused 
the research field of digital technology-based educational 
applications in the USA to enter a rapid development phase, 
especially with the impact of the Covid-19 pandemic, and the 
publications in this field have peaked [68]. Therefore, due to 
the efforts to integrate current technologies into learning 
environments in the USA, researchers may have focused on 
researching the use of current technologies such as Instagram 
in education. According to the research findings, it is 
considered noteworthy that Spain is one of the countries that 
comes to the fore after the USA, and that the “University of 
Barcelona”, which continues its educational activities in Spain, 
stands out in the examination made on the basis of institutions. 
It can be said that this situation is due to the effectiveness of 
the education policies implemented in line with the 2030 
Sustainable Development Goals in Spain [102]. Despite this, it 
can be said that the USA is quite prominent, as it is more than 
twice as many as Spain, which comes after it, in terms of the 
number of publications and citations (Table 1; Table 5). The 
concentration of academic output in the USA generally leads 
to increased investment in research and development, 
technological infrastructure, and the involvement of higher 
education institutions in cutting-edge research, as well as 
intensive links and collaborations with that country [103]. It 
can be said that many countries, including the USA and Spain, 
as well as our country, have turned to research in this area in 
recent years. However, considering that better education can be 
provided by using the best technologies in the process of 
adapting Education 5.0 in underdeveloped or developing 
countries [69], it can be said that more research is needed on 
the use of Instagram in education, especially in our country and 
other countries. 

Another prominent finding within the scope of the research is 
that the articles examined were mostly published in the journals 
“Cureus Journal of Medical Science”, “Journal of Medical 
Internet Research” and “International Journal of 
Environmental Research and Public Health”. It is noteworthy 
that the common feature of these journals is that they are 

journals that publish in the fields of medicine and health. 
Instagram, one of the social media applications, offers unique 
ways to disseminate medical promotion and educational 
information [70], which may have directed journals publishing 
in the field of medicine to such research. In addition, according 
to the findings obtained within the scope of the research, it was 
determined that the keyword Instagram has strong connections 
with the keywords “EFL Learner”, “Medical education” and 
“Higher education”. Based on this finding, it can be said that 
the use of Instagram in medical education in higher education 
institutions is widely researched. Because social media tools 
play an important role in facilitating education in different 
medical fields [71-73]. The strong connection of Instagram 
with foreign language teaching as well as medical education is 
also striking. Because Instagram has become one of the most 
researched social media tools due to its potential to make 
foreign language learning easy and interesting [74-76]. 
Because studies on the use of Instagram in education show that 
Instagram is used in different areas such as language learning 
[75], medical education [77, 78], learning motivation [79,80] 
and digital literacy [81]. It can be said that this situation is due 
to the interactive and visual-oriented structure of Instagram. In 
the study [28], it was concluded that Instagram supports writing 
skills in language learning and increases student motivation. 
Similarly, in the study conducted by [36], it was emphasized 
that Instagram used in medical education is a powerful tool that 
supports visual learning. In addition, Instagram is also seen as 
a tool that supports students to collaborate with their peers and 
create academic content [82]. However, considering that 
Instagram can be used as an effective teaching tool in different 
disciplines and education levels [83, 84], it can be suggested 
that future studies focus on research on the use of Instagram in 
different disciplines and education levels. 

As a result of the analysis conducted in the research, “Li JW 
(https://www.webofscience.com/wos/author/record/68323594
)”, “Mackey TK 
(https://www.webofscience.com/wos/author/record/504935)” 
and “Unger JB 
(https://www.webofscience.com/wos/author/record/29206102
)” stand out in terms of the number of publications, while 
“Elizabeth R. Lyden 
(https://www.webofscience.com/wos/author/record/25126897
)” stands out as the most cited author and the author in a central 
position with extensive collaboration. In addition, research on 
the use of technology in medical education draws attention as 
a common feature of these authors. While “Li JW” continues 
his research at a university in China, it is noteworthy that the 
other authors conduct research at universities in the USA. It can 
be said that these authors have made significant contributions 
to the use of Instagram in education with different researchers 
and have focused on this area. In conclusion, this research 
reveals the increasing academic interest in the use of Instagram 
in education and the main areas where research in this field 
focuses. It reveals that research on the use of Instagram in 
education has increased over the years and that it makes 
significant contributions especially in supporting language 
learning, medical education and higher education. In addition, 
it has been determined that countries such as the USA, Spain, 
England and India are the leaders in academic production in 
this field, that certain authors publish more on the subject and 
that certain journals publish these studies more. These findings 
show that the role of Instagram in education is increasingly 
accepted in academic circles and that it is used in different 
disciplines. In line with the findings obtained, in order to use 
Instagram more effectively in education, educators can 
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combine Instagram with interactive teaching strategies to 
provide students with easier access to course content. Student 
participation and interaction can be supported by using 
interactive features such as question-answer, live broadcast and 
survey. 

LIMITATIONS 

The data obtained on 13.02.2025 within the scope of this study 
is limited to the WoS database. Therefore, studies in other 
databases could not be examined within the scope of this 
analysis. In addition, Instagram, one of the social media 
platforms, was examined in the study. Another limitation is that 
the study only covers studies conducted between 2015-2024. 
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