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Abstract. In this study, we examined the formula of the regularized trace of the self-adjoint operator which is 

formed by 

ℓ(𝑦) = −𝑦′′ + 𝑝(𝑥)𝑦 

differential expression and 

𝑦(0) + 𝑦(𝜋) = 0 

𝑦′(0) + 𝑦′(𝜋) = 0   

anti-periodic boundary condition. 

Keywords: Regularized trace, Eigenvalues, Eigen functions. 

Ters Periyodik Sınır Koşulları İle Verilmiş İkinci Mertebeden 

Diferansiyel Denklemin Düzenli İz Formülü 

Özet. Bu çalışmada,  

ℓ(𝑦) = −𝑦′′ + 𝑝(𝑥)𝑦 

diferansiyel ifadesi ve  

𝑦(0) + 𝑦(𝜋) = 0 

𝑦′(0) + 𝑦′(𝜋) = 0   

ters periyodik sınır koşulları ile oluşturulmuş  kendine eş operatörün düzenli iz formülü incelenmiştir. 

Anahtar Kelimeler: Düzenli iz, Öz değer, Öz fonksiyon. 

 

1. INTRODUCTION  

 𝑝(𝑥) is a real valued, continuous function in[0, 𝜋], 𝐿0 and 𝐿 get  two self-adjoint operators generated by 

the following expressions 

ℓ0(𝑦) = −𝑦′′ 

and 

     ℓ(𝑦) = −𝑦′′ + 𝑝(𝑥)𝑦                                                          (1) 

https://orcid.org/0000-0003-4237-1072
https://orcid.org/0000-0002-7840-326X
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with the same boundary conditions 

𝑦(0) + 𝑦(𝜋) = 0 

    𝑦′(0) + 𝑦′(𝜋) = 0                                                                    (2) 

respectively, in the space 𝐿2[0, 𝜋].  The spectrum of operator 𝐿0 coincides with the set {(2𝑛 + 1)2}𝑛=0
∞ . 

Every point of the spectrum is an eigenvalue with multiplicity two. 

Let   

𝜇𝑘 = {
𝑘2, 𝑖𝑓 𝑘 𝑖𝑠 𝑜𝑑𝑑

(𝑘 − 1)2, 𝑖𝑓 𝑘 𝑖𝑠 𝑒𝑣𝑒𝑛
         (𝑘 = 1,2, … ) 

is the eigenvalues of operator 𝐿0 and  

𝜓1 = √
2

𝜋
sin 𝑥 , 𝜓2 = √

2

𝜋
cos 𝑥 , 𝜓3 = √

2

𝜋
sin 3𝑥, 𝜓4 = √

2

𝜋
cos 3𝑥, … 

are the orthonormal eigenfunctions corresponding to this eigenvalues.  

Also we showed the eigenvalues of operator 𝐿  by  𝜆1 ≤ 𝜆2 ≤ 𝜆3 ≤ ⋯ ≤ 𝜆𝑘 ≤ ⋯   and corresponding 

orthonormal eigenfunctions by 𝜑0, 𝜑1, 𝜑2, … , 𝜑𝑘 , … 

In this study, we obtained a formula for the sum of series by Dikii's method,                                                   

∑(𝜆𝑛 − 𝜇𝑛)

∞

𝑛=1

 

 which is called the formula of regularized trace of operator 𝐿. 

The regularized trace theory, which was first examined by Gelfand and Levitan and they derived the 

formula of regularized trace for the Sturm-Liouville operator [1], attracted the attention of many authors. 

Dikii [2] provided and developed Gelfand and Levitan's formulas by their own method. Later, Levitan [6] 

suggested one more method for computing the traces of the Sturm–Liouville operator. There are numerous 

investigations on the calculation of the regularized trace of differential operator equations [3-17]. 

2. CALCULATION 

Let us show the following equation 

lim
𝑁→∞

∑[(𝜑𝑛, 𝐿𝜑𝑛) − (𝜓𝑛, 𝐿𝜓𝑛)]

𝑁

𝑛=1

= 0                                                                    (3) 

which will be used later. For this we consider the transfer matrix (𝑢𝑖𝑘)𝑖,𝑘=1
∞  from the orthonormal basis 

{𝜑𝑘} to orthonormal basis {𝜓𝑘} as in [2] : 

𝜓𝑘 = ∑ 𝑢𝑖𝑘𝜑𝑖                      (𝑘 = 1,2, … )

∞

𝑖=1

      

785 
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where  𝑢𝑖𝑘 = (𝜑𝑖 , 𝜓𝑘) and (𝑢𝑖𝑘)𝑖,𝑘=1
∞   are the unitary matrix, that is 

∑ 𝑢𝑖𝑘
2

∞

𝑖=1

= 1              (𝑘 = 1,2, … )   

Let us give some limitations for 𝑢𝑖𝑘 . It is clear that 

        𝐿𝜓𝑘 = 𝜇𝑘𝜓𝑘 + 𝑝𝜓𝑘                                                                                               (4) 

If we multiply both side of equality (4) by 𝜑𝑖  we obtain 

(𝐿𝜓𝑘 , 𝜑𝑖) = (𝜇𝑘𝜓𝑘, 𝜑𝑖) + (𝑝𝜓𝑘, 𝜑𝑖) 

Or 

𝜆𝑖(𝜓𝑘 , 𝜑𝑖) = 𝜇𝑘(𝜓𝑘, 𝜑𝑖) + (𝑝𝜓𝑘 , 𝜑𝑖) 

 and  

(𝜆𝑖 − 𝜇𝑘)(𝜓𝑘, 𝜑𝑖) = (𝑝𝜓𝑘 , 𝜑𝑖) 

. 

With respect to [2] taking the square of both sides of the last equality and summing from 1 to ∞ respect 

to  𝑖  we obtain 

                  ∑(𝜆𝑖 − 𝜇𝑘)2(𝜓𝑘 , 𝜑𝑖)2

∞

𝑖=1

= ∑(𝑝𝜓𝑘 , 𝜑𝑖)

∞

𝑖=1

= ‖𝑝𝜓𝑘‖2 = ∫ [𝑝(𝑥)𝜓𝑘(𝑥)]2𝑑𝑥 ≤ 𝑝0
2

𝜋

0

                 (5) 

where  𝑝0 = 𝑚𝑎𝑥0≤𝑥≤𝜋|𝑝(𝑥)|. 

Suppose that the following conditions hold: 

1. For the eigenvalues and the eigenfunctions of the 𝐿 operator  holds the asymptotic formulas 

𝜆𝑘 = 𝜇𝑘 + 𝑂 (
1

𝑘
)   ,   𝜑𝑘 = 𝜓𝑘 + 𝑂 (

1

𝑘
)           [10].  

2. ∫ 𝑝(𝑥) 𝑑𝑥 = 0  .
𝜋

0
 

Hence 

                                                 ∑ (𝜆𝑖 − 𝜇𝑘)2𝑢𝑖𝑘
2

∞

𝑖=𝑁+1

< 𝐶            (𝐶 = 𝑐𝑜𝑛𝑠𝑡. )  (𝑘 < 𝑁)   .                              (6) 

We will use condition 1 in the inequalities we will obtain. 

Obviously, 

∑ (𝜆𝑖 − 𝜇𝑘)𝑢𝑖𝑘
2

∞

𝑖=𝑁+1

< 𝐶  ⇒   ∑ (𝜆𝑖 − 𝜇𝑘)(𝜆𝑖 − 𝜆𝑘)𝑢𝑖𝑘
2

∞

𝑖=𝑁+1

< 𝐶  

⇒ ∑ (𝜆𝑖 − 𝜆𝑘)2𝑢𝑖𝑘
2

∞

𝑖=𝑁+1

< 𝐶 

786 
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is obtained for all integer 𝑁  from equation (6) 

And we obtain  

                   ∑ (𝜆𝑖 − 𝜆𝑘)𝑢𝑖𝑘
2

∞

𝑖=𝑁+1

≤
𝐶

𝜆𝑁+1 − 𝜇𝑘
                                    (𝑘 < 𝑁).                                                   (7) 

Now let us prove the equation (3).  

(𝜓𝑘 , 𝐿𝜓𝑘) = (∑ 𝑢𝑖𝑘𝜑𝑖

∞

𝑖=1

, ∑ 𝜆𝑖𝑢𝑖𝑘𝜑𝑖

∞

𝑖=1

) = ∑ 𝜆𝑖𝑢𝑖𝑘
2

∞

𝑖=1

  

 If we take the sum  on k from 1 to 𝑁 on both sides of this equation we get  

∑(𝜓𝑘 , 𝐿𝜓𝑘)

𝑁

𝑘=1

= ∑ ∑ 𝜆𝑖𝑢𝑖𝑘
2

∞

𝑖=1

.

𝑁

𝑘=1

   

Since  ∑ 𝑢𝑘𝑖
2 = 1∞

𝑖=1   we get 

∑(𝜑𝑘 , 𝐿𝜑𝑘)

𝑁

𝑘=1

= ∑ 𝜆𝑘

𝑁

𝑘=1

= ∑ ∑ 𝜆𝑘𝑢𝑘𝑖
2  

∞

𝑖=1

𝑁

𝑘=1

 

So now we need to prove 

                   lim
𝑁→∞

(∑ ∑ 𝜆𝑖𝑢𝑖𝑘
2

∞

𝑖=1

𝑁

𝑘=1

− ∑ ∑ 𝜆𝑘𝑢𝑘𝑖
2

∞

𝑖=1

𝑁

𝑘=1

) = 0.                                                                                       (8) 

 

                 ∑ ∑ 𝜆𝑖𝑢𝑖𝑘
2

∞

𝑖=1

𝑁

𝑘=1

− ∑ ∑ 𝜆𝑘𝑢𝑘𝑖
2 = ∑ ∑ (𝜆𝑖 − 𝜆𝑘)𝑢𝑖𝑘

2

∞

𝑖=𝑁+1

𝑁

𝑘=1

+

∞

𝑖=1

𝑁

𝑘=1

∑ ∑ 𝜆𝑘(𝑢𝑖𝑘
2 − 𝑢𝑘𝑖

2 ).

∞

𝑖=𝑁+1

𝑁

𝑘=1

              (9) 

Let us calculate first sum on the right side of equality (9). For convenience while let  𝑁 + 1 be even 

number then we have 

 

∑ ∑ (𝜆𝑖 − 𝜆𝑘)𝑢𝑖𝑘
2

∞

𝑖=𝑁+1

𝑁

𝑘=1

= ∑ ∑ (𝜆𝑖 − 𝜆𝑘)𝑢𝑖𝑘
2

∞

𝑖=𝑁+1

𝑁−1

𝑘=1

+ (𝜆𝑁+1 − 𝜆𝑁)𝑢(𝑁+1)𝑁
2 + ∑ (𝜆𝑖 − 𝜆𝑁)𝑢𝑖𝑁

2

∞

𝑖=𝑁+2

     (10) 

 Let us calculate first and third sum on the right side of equality (10) by inequality (7), for 𝑁 → ∞ 

            ∑ ∑ (𝜆𝑖 − 𝜆𝑘)𝑢𝑖𝑘
2

∞

𝑖=𝑁+1

𝑁

𝑘=1

<
1

4𝑁
+

1

2(𝑁 + 1)
[ln

𝑁2 + 𝑁

𝑁 − 1
] → 0                                                            (11) 

 and 

787 
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             ∑ (𝜆𝑖 − 𝜆𝑁)𝑢𝑖𝑁
2

∞

𝑖=𝑁+2

≤
𝐶

𝜆𝑁+2 − 𝜇𝑁
≤

𝐶

4𝑁 + 4
 → 0                                                                             (12) 

Now we shall calculate the second term on the right side of equality (10) when 𝑁 → ∞. Suppose that  

𝑁 + 1  is even , we have 

            (𝜆𝑁+1 − 𝜆𝑁)𝑢(𝑁+1)𝑁
2 ≤ 𝑁2 + 𝑂 (

1

𝑁 + 1
) − 𝑁2 − 𝑂 (

1

𝑁
) → 0       (𝑁 → ∞)                                (13) 

In this way, for even number  𝑁 + 1 from the expressions (10), (11), (12) and (13) we have 

                  lim
𝑁→∞

∑ ∑ (𝜆𝑖 − 𝜆𝑘)𝑢𝑖𝑘
2

∞

𝑖=𝑁+1

𝑁

𝑘=1

= 0.                                                                                                       (14) 

Formula (14) can also calculated for odd number  𝑁 + 1. 

Now we shall calculate second sum on the right side of equality (9).  

 

                   𝑢𝑖𝑘 + 𝑢𝑘𝑖 = (𝜑𝑖, 𝜓𝑘) + (𝜑𝑘 , 𝜓𝑖) = −(𝜑𝑖 − 𝜓𝑖, 𝜑𝑘 − 𝜓𝑘)                                                         (15) 

 By equality (15) and condition 1., we have 

                  |𝑢𝑖𝑘 + 𝑢𝑘𝑖| ≤ ‖𝜑𝑖 − 𝜓𝑖‖ ‖𝜑𝑘 − 𝜓𝑘‖ <
𝐶

𝑖𝑘
 .                                                                                  (16) 

According to Cauchy-Schwarz inequality we have 

∑ (𝜆𝑖 − 𝜇𝑘)

∞

𝑖=𝑁+1

|𝑢𝑖𝑘
2 − 𝑢𝑘𝑖

2 | = ∑ (𝜆𝑖 − 𝜇𝑘)

∞

𝑖=𝑁+1

|𝑢𝑖𝑘 − 𝑢𝑘𝑖||𝑢𝑖𝑘 + 𝑢𝑘𝑖| 

                ≤ √ ∑ |𝑢𝑖𝑘 − 𝑢𝑘𝑖|
2

 

∞

𝑖=𝑁+1

√ ∑  (𝜆𝑖 − 𝜇𝑘)2|𝑢𝑖𝑘 − 𝑢𝑘𝑖|
2

∞

𝑖=𝑁+1

 

       <
𝐶

(𝑘 − 1)√𝑁 + 1
 .                                                                                              (17) 

 

Hence 

                  ∑ |𝑢𝑖𝑘
2 − 𝑢𝑘𝑖

2 |

∞

𝑖=𝑁+1

<
𝐶

(𝑘 − 1)√𝑁 + 1[𝑁2 − (𝑘 − 1)2]
                                                                  (18) 

Now we shall evaluate the second sum on the right side of equality (9),                                                                                                       

∑ 𝜆𝑘 ∑ |𝑢𝑖𝑘
2 − 𝑢𝑘𝑖

2 |

∞

𝑖=𝑁+1

𝑁

𝑘=1

= 𝜆𝑁 ∑ |𝑢𝑖𝑁
2 − 𝑢𝑁𝑖

2 |

∞

𝑖=𝑁+1

+ ∑ 𝜆𝑘 ∑ |𝑢𝑖𝑘
2 − 𝑢𝑘𝑖

2 |

∞

𝑖=𝑁+1

𝑁−1

𝑘=1
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                   = 𝜆𝑁|𝑢𝑁+1𝑁
2 − 𝑢𝑁𝑁+1

2 | + 𝜆𝑁 ∑ |𝑢𝑖𝑁
2 − 𝑢𝑁𝑖

2 |

∞

𝑖=𝑁+2

+ ∑ 𝜆𝑘 ∑ |𝑢𝑖𝑘
2 − 𝑢𝑘𝑖

2 |

∞

𝑖=𝑁+1

𝑁−1

𝑘=1

           (19) 

By inequality (16) we have 

 

𝜆𝑁|𝑢𝑁+1𝑁
2 − 𝑢𝑁𝑁+1

2 | = 𝜆𝑁|𝑢𝑁+1𝑁 − 𝑢𝑁𝑁+1||𝑢𝑁+1𝑁 + 𝑢𝑁𝑁+1|                                 

                                  

                                                         <
𝐶𝑁2

𝑁2(𝑁 + 1)2 |𝑢𝑁+1𝑁 − 𝑢𝑁𝑁+1| → 0       (𝑁 → ∞)                              (20) 

By the expression (18) we evaluate the second and third sum on the right side of equality (19) 

                    

𝜆𝑁 ∑ |𝑢𝑖𝑁
2 − 𝑢𝑁𝑖

2 |

∞

𝑖=𝑁+2

<
𝐶𝑁2

(𝑁 − 1)√𝑁 + 2[(𝑁 + 2)2 − (𝑁 + 1)2]
→ ∞ (𝑁 → ∞)                               (21) 

and 

∑ 𝜆𝑘 ∑ |𝑢𝑖𝑘
2 − 𝑢𝑘𝑖

2 |

∞

𝑖=𝑁+1

𝑁−1

𝑘=1

<
𝐶𝑁

√𝑁 + 1
∑

1

𝑁2 − (𝑘 − 1)2

𝑁

𝑘=2

~𝐶
ln 𝑁

√𝑁
→ 0 (𝑁 → ∞).                              (22) 

From the expressions (19), (20),(21) and (22) we have 

lim
𝑁→∞

∑ ∑ 𝜆𝑘(𝑢𝑖𝑘
2 − 𝑢𝑘𝑖

2 )

∞

𝑖=𝑁+1

=

𝑁

𝑘=1

0                                                                                                      (23) 

Thus from the expressions (9), (14), and (23) we obtain formula (8). Therefore formula (3) have proved. 

3. CONCLUSION  

(𝜑𝑘 , 𝐿𝜑𝑘) = 𝜆𝑘            and                 (𝜓𝑘 , 𝐿𝜓𝑘) = 𝜇𝑘 + (𝜓𝑘 , 𝑝𝜓𝑘). 

 

If we use these into formula (3) then we obtain 

 

              ∑[(𝜓𝑘 , 𝐿𝜓𝑘) − (𝜑𝑘 , 𝐿𝜑𝑘)] =

𝑁

𝑘=1

∑(𝜇𝑘 − 𝜆𝑘)

𝑁

𝑘=1

+ ∑(𝜓𝑘 , 𝑝𝜓𝑘)

𝑁

𝑘=1

→ 0 ,            (𝑁 → ∞).         (24) 

 

Now we shall calculate 

lim
𝑁→∞

∑(𝜓𝑘, 𝑝𝜓𝑘).

𝑁

𝑘=1

 

 

According to condition 2. we have for even number  𝑁   
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                ∑(𝜓𝑘 , 𝑝𝜓𝑘)

𝑁

𝑘=1

=
1

𝜋
∫ 𝑝(𝑥)

𝜋

0

 𝑑𝑥 +
𝑁

𝜋
∫ 𝑝(𝑥)

𝜋

0

 𝑑𝑥 = 0                                       (25) 

 

Similarly we have for odd number  N 

                         

∑(𝜓𝑘, 𝑝𝜓𝑘)

𝑁

𝑘=1

= −
1

𝜋
∫ 𝑝(𝑥)

𝜋

0

cos 2𝑁𝑥  𝑑𝑥 → 0 ,                                       (𝑁 → ∞) .                   (26) 

 

From the expressions (25) and (26) we have 

 

lim
𝑁→∞

∑(𝜓𝑘, 𝑝𝜓𝑘)

𝑁

𝑘=1

= 0    

Hence from the expressions (24) and (26) we have 

lim
𝑁→∞

∑(𝜆𝑘 − 𝜇𝑘)

𝑁

𝑘=1

= 0. 

So we have proved the following theorem. 

 

THEOREM : The following formula is true when we considered 𝑝(𝑥) is a continuous function and 

conditions 1.,2. are fulfilled 

 

∑(𝜆𝑛 − 𝜇𝑛)

∞

𝑛=1

= 0  .                                                                                (27) 
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Abstract. Let 𝐿 be a multiplicative lattice and 𝑧 be a proper element of 𝐿. We introduce the 3-zero-divisor 

hypergraph of 𝐿 with respect to 𝑧 which is a hypergraph whose vertices are elements of the set 

{𝑥1 ∈ 𝐿 − {𝑧}|
𝑥1𝑥2𝑥3 ≤ 𝑧 ⇒ 𝑥1𝑥2 ≰ 𝑧, 𝑥2𝑥3 ≰ 𝑧 𝑎𝑛𝑑 𝑥1𝑥3 ≰ 𝑧 

𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑥2, 𝑥3 ∈ 𝐿 − {𝑧}
} where distinct vertices 𝑥1, 𝑥2 and 𝑥3 are 

adjacent, that is, {𝑥1, 𝑥2, 𝑥3} is a hyperedge if and only if 𝑥1𝑥2𝑥3 ≤ 𝑧 ⇒ 𝑥1𝑥2 ≰ 𝑧, 𝑥2𝑥3 ≰ 𝑧 𝑎𝑛𝑑 𝑥1𝑥3 ≰ 𝑧. 

Throughout this paper, the hypergraph is denoted by 𝐻3(𝐿, 𝑧). We investigate many properties of the hypergraph 

over a multiplicative lattice. Moreover, we find a lower bound of diameter of 𝐻3(𝐿, 𝑧) and obtain that 𝐻3(𝐿, 𝑧) 

is connected. 

Keywords: 3-Zero-Divisor Hypergraph, Complete n-partite Hypergraph. 

Çarpımsal Kafeslerde Bir Eleman ile İlgili 3-lü Sıfır Bölen Hipergrafı 

Özet. 𝐿 bir çarpımsal kafes ve 𝑧, 𝐿 nin bir has elemanı olsun. 𝑧 ile ilgili 𝐿 nin 3-lü sıfır bölen hipergrafını tanıttık 

öyle ki bu hipergrafın köşeleri{𝑥1 ∈ 𝐿 − {𝑧}|
𝑥1𝑥2𝑥3 ≤ 𝑧 ⇒ 𝑥1𝑥2 ≰ 𝑧, 𝑥2𝑥3 ≰ 𝑧 𝑣𝑒 𝑥1𝑥3 ≰ 𝑧 

ℎ𝑒𝑟ℎ𝑎𝑛𝑔𝑖 𝑥2, 𝑥3 ∈ 𝐿 − {𝑧} 𝑖ç𝑖𝑛
} kümesinin 

elemanlarıdır ki burada 𝑥1, 𝑥2 ve 𝑥3 komşudur, yani, {𝑥1, 𝑥2, 𝑥3} bu hipergarfın bir hiperkenarıdır ancak ve 

ancak 𝑥1𝑥2𝑥3 ≤ 𝑧 ⇒ 𝑥1𝑥2 ≰ 𝑧, 𝑥2𝑥3 ≰ 𝑧 𝑣𝑒 𝑥1𝑥3 ≰ 𝑧. Bu çalışma boyunca, bu hipergrafı 𝐻3(𝐿, 𝑧) ile 

göstereceğiz. Çarpımsal bir kafes üzerinde bu hipergrafın birçok özelliğini araştırdık. Ayrıca, 𝐻3(𝐿, 𝑧) nin 

diametresinin bir alt sınırını bulduk ve bu hipergrafın bağlantılı olduğunu gösterdik. 

Anahtar Kelimeler: 3-lü Sıfır Bölen Hipergraf, n-parçalı Tam Hipergraf. 

 

1. INTRODUCTION  

A complete lattice 𝐿 is called multiplicative lattice if there exists a commutative, associative, 

completely join distributive product on the lattice with the compact greatest element 1𝐿, which is 

the multiplicative identity, and the least element 0𝐿. It can be easily seen that 𝐿/𝑎 = {𝑏 ∈ 𝐿|𝑎 ≤

𝑏} is a multiplicative lattice with the product 𝑥 ∘ 𝑦 =  𝑥𝑦 ∨ 𝑎 where 𝐿 is multiplicative lattice and 

𝑎 ∈ 𝐿. Note that 0𝐿/𝑧 = 𝑧. D.D. Anderson and the current authors have studied on multiplicative 

lattices in a series of articles [1-4]. An element 𝑎 ∈ 𝐿 is said to be proper if 𝑎 < 1𝐿. A proper element 

𝑝 ∈ 𝐿 is called a prime element if 𝑎𝑏 ≤ 𝑝 implies 𝑎 ≤ 𝑝 or 𝑏 ≤ 𝑝, where 𝑎, 𝑏 ∈ 𝐿. Then 𝑝 is called 

2-absorbing element of 𝐿 if 𝑥1𝑥2𝑥3 ≤ 𝑝 for some 𝑥1, 𝑥2 and 𝑥3 in L, then 𝑥1𝑥2 ≤ 𝑝 or 𝑥1𝑥3 ≤ 𝑝 or 

𝑥2𝑥3 ≤ 𝑝. 

Let a finite set 𝑉 be a vertex set and 𝐸(𝑉) = {(𝑢, 𝑣)|𝑢, 𝑣 ∈ 𝑉, 𝑢 ≠ 𝑣}. A pairwise 𝐺 = (𝑉, 𝐸) is 

called a graph on 𝑉 where 𝐸 ⊆ 𝐸(𝑉). The elements of 𝑉 are the vertices of 𝐺, and those of 𝐸 the 

https://orcid.org/0000-0001-6690-6671
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edges of 𝐺. Consider that the edges (𝑥, 𝑦) and (𝑦, 𝑥) denote the same edge (For more information, 

see [3-8]. 

A hypergraph 𝐻 is a pair (𝑉, 𝐸) of disjoint sets, where the elements of 𝐸 are nonempty subsets of 

𝑉. The elements of 𝑉 are called the vertices of 𝐻 and the elements of 𝐸 are called the hyperedges of 

𝐻. If the size of any hyperedge 𝑒 in the hypergraph 𝐻 is 𝑛, then 𝐻 is called 𝑛-uniform hypergraph. 

Let 𝐻 be an 𝑛-uniform hypergraph. An alternating sequence of distinct vertices and hyperedges is 

called a path with the form 𝑣1, 𝑒1, 𝑣2, 𝑒2, … , 𝑣𝑚 such that 𝑣𝑖 , 𝑣𝑖+1 are in 𝑒𝑖 for all 1 ≤ 𝑖 ≤ 𝑚 − 1. 

The length of a path is the number of hyperedges of it. The distance 𝑑(𝑥, 𝑦) between two vertices 𝑥 

and 𝑦 of 𝐻 is the length of the shortest path from 𝑥 to 𝑦. If no such path between 𝑥 and 𝑦 exists, then 

𝑑(𝑥, 𝑦) = ∞. The diameter 𝑑𝑖𝑎𝑚(𝐻) of 𝐻 is the greatest distance between any two vertices. The 

hypergraph 𝐻 is said to be connected if 𝑑𝑖𝑎𝑚(𝐻) < ∞. A cycle in a hypergraph 𝐻 is an alternating 

sequence of distinct vertices and hyperedges of the form 𝑣1, 𝑒1, 𝑣2, 𝑒2, … , 𝑣𝑚, 𝑒𝑚, 𝑣1 such that 

𝑣𝑖, 𝑣𝑖+1 ∈ 𝑒𝑖 and 𝑣𝑚, 𝑣1 ∈ 𝑒𝑚 for all 1 ≤  𝑖 ≤  𝑚. The girth 𝑔𝑟(𝐻) of a hypergraph 𝐻 containing a 

cycle is the smallest size of the length of cycles of 𝐻. (For more information, see [5]). A hypergraph 

𝐻 is called trivial if it has a single vertex and also it is called empty if it has no hyperedges. 

The concept of a zero-divisor graph of a commutative ring was first introduced in [6]. Let 𝑅 be a 

commutative ring and 𝑘 ≥ 2 be an integer. A nonzero nonunit element 𝑥1 in 𝑅 is said to be a 𝑘-zero-

divisor in 𝑅 if there are 𝑘 − 1 distinct nonunit elements 𝑥2, 𝑥3, … , 𝑥𝑘 in 𝑅 different from 𝑥1 such 

that 𝑥1𝑥2𝑥3 … 𝑥𝑘 = 0 and the product of no elements of any proper subset of 𝐴 = {𝑥1, 𝑥2,𝑥3, … , 𝑥𝑘} 

is zero. The set of 𝑘-zero divisor elements of 𝑅 is denoted by 𝑍𝑘(𝑅). Let 𝐼 be a proper ideal of 𝑅. 

The 3-zero-divisor hypergraph of 𝑅 with respect to 𝐼, denoted by 𝐻3(𝑅, 𝐼), is the hypergraph whose 

vertices are the set {𝑥1 ∈ 𝑅\𝐼|𝑥1𝑥2𝑥3 ∈ 𝐼 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑥2, 𝑥3 ∈ 𝑅\𝐼 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑥1𝑥2 ∉ 𝐼, 𝑥2𝑥3 ∉

𝐼 𝑎𝑛𝑑 𝑥1𝑥3 ∉ 𝐼} where distinct vertices 𝑥1, 𝑥2 and 𝑥3 are adjacent if and only if 𝑥1𝑥2𝑥3 ∈ 𝐼, 𝑥1𝑥2 ∉

𝐼, 𝑥2𝑥3 ∉ 𝐼 𝑎𝑛𝑑 𝑥1𝑥3 ∉ 𝐼 (See [9]). Let 𝐼 be a proper ideal of 𝑅. Recall that 𝐼 is called a 2-absorbing 

ideal of 𝑅 if 𝑥1𝑥2𝑥3 ∈ 𝐼 for some 𝑥1, 𝑥2 and 𝑥3 in 𝑅, then 𝑥1𝑥2 ∈ 𝐼 or 𝑥2𝑥3 ∈ 𝐼 or 𝑥1𝑥3 ∈ 𝐼 (For 

more information, see [10]). Hence 𝐻3(𝑅, 𝐼) is not empty if and only if 𝐼 is not a 2-absorbing ideal 

of 𝑅 (see Proposition 1 in [9]). 

Let 𝑧 be a proper element of 𝐿. A proper element 𝑎1 of 𝐿 is called 𝑛-zero divisor element with respect 

to 𝑧 in 𝐿 if there are 𝑛 − 1 distinct elements 𝑎2, 𝑎3, … , 𝑎𝑛  in 𝐿 different from 𝑎1 such that 

𝑎2𝑎3 … 𝑎𝑛 ≤ 𝑧 and the product of no elements of any proper subset of 𝐴 = {𝑎1, 𝑎2,, … , 𝑎𝑛} is less 

than or equals to 𝑧. The set of all 𝑛-zero divisor element with respect to 𝑧 in 𝐿 is denoted by 𝑍𝑛(𝐿, 𝑧). 

For example, consider the lattice of ideals of ℤ, 𝐿 = Ι(ℤ) the set of all ideals of ℤ. The ideal (2) is 

a 3-zero-divisor with respect to (8) in 𝐿 since (2)(3)(6) ⊆ (8), and the product of no elements of 

any proper subset of {(2), (3), (6)} is contained by (8). 

Throughout this paper, we assume that a lattice 𝐿 is a multiplicative lattice. Let 𝑧 be a proper element 

of 𝐿. The 3-zero-divisor hyper-graph of 𝐿 with respect to 𝑧, denoted by 𝐻3(𝐿, 𝑧), is a hypergraph 

whose vertices are elements of the set 

{𝑥1 ∈ 𝐿 − {𝑧}|
𝑥1𝑥2𝑥3 ≤ 𝑧 ⇒ 𝑥1𝑥2 ≰ 𝑧, 𝑥2𝑥3 ≰ 𝑧 𝑎𝑛𝑑 𝑥1𝑥3 ≰ 𝑧 

𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑥2, 𝑥3 ∈ 𝐿 − {𝑧}
} such that distinct vertices 𝑥1, 𝑥2 

and 𝑥3 are adjacent, that is, {𝑥1, 𝑥2, 𝑥3} is a hyperedge if and only if 𝑥1𝑥2𝑥3 ≤ 𝑧 ⇒ 𝑥1𝑥2 ≰ 𝑧,

𝑥2𝑥3 ≰ 𝑧 𝑎𝑛𝑑 𝑥1𝑥3 ≰ 𝑧. It can be seen that 𝐻3(𝐿, 𝑧) is a 3-uniform hypergraph. In this paper, we 

show that 𝐻3(𝐿, 𝑧) is empty if and only if 𝑧 is a 2-absorbing element of 𝐿 and also, 𝐻3(𝐿/𝑧) is empty 
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hypergraph if and only if 𝐻3(𝐿, 𝑧) is empty hypergraph. Then we give that 𝐻3(𝐿, 𝑧) is connected 

and 𝑑𝑖𝑎𝑚(𝐻3(𝐿, 𝑧)) ≤ 4. Additionally, we show that 𝐻3(𝐿, 𝑧) is a complete 3-partite hypergraph if 

𝑝1, 𝑝2 and 𝑝3 are prime elements of 𝐿 and 𝑧 =  𝑝1 ∧ 𝑝2 ∧ 𝑝3 ≠  0𝐿 and the converse is true if 𝐿 is 

reduced lattice. Finally, we see that 𝐻3(𝐿, 𝑧) has no cut-point. 

2. ZERO DIVISOR HYPERGRAPH H_3 (L,z) WITH RESPECT TO z  

Definition 1. Let 𝑧 be a proper element of 𝐿. The 3-zero-divisor hypergraph of 𝐿 with respect to 𝑧 

is a hypergraph whose vertices are elements of the set 

{𝑥1 ∈ 𝐿 − {𝑧}|
𝑥1𝑥2𝑥3 ≤ 𝑧 ⇒ 𝑥1𝑥2 ≰ 𝑧, 𝑥2𝑥3 ≰ 𝑧 𝑎𝑛𝑑 𝑥1𝑥3 ≰ 𝑧 

𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑥2, 𝑥3 ∈ 𝐿 − {𝑧}
}. Also, distinct vertices 𝑥1, 𝑥2 and 

𝑥3 are adjacent, that is, {𝑥1, 𝑥2, 𝑥3} is a hyperedge if and only if 𝑥1𝑥2𝑥3 ≤ 𝑧 ⇒ 𝑥1𝑥2 ≰ 𝑧, 𝑥2𝑥3 ≰

𝑧 𝑎𝑛𝑑 𝑥1𝑥3 ≰ 𝑧. Throughout this paper, the hypergraph is denoted by 𝐻3(𝐿, 𝑧). 

Let 𝑧 = 0𝐿. Then it is clear that 𝐻3(𝐿) = 𝐻3(𝐿, 0𝐿) is the hypergraph whose vertices are elements 

of the set{𝑥1 ∈ 𝑍3(𝐿)|
𝑥1𝑥2𝑥3 = 0𝐿 ⇒ 𝑥1𝑥2 ≠ 0𝐿 , 𝑥2𝑥3 ≠ 0𝐿  𝑎𝑛𝑑 𝑥1𝑥3 ≠ 0𝐿 

𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑥2, 𝑥3 ∈ 𝑍3(𝐿)
} where distinct 

vertices 𝑥1, 𝑥2 and 𝑥3 are adjacent if and only if 𝑥1𝑥2𝑥3 = 0𝐿 ⇒ 𝑥1𝑥2 ≠ 0𝐿 , 𝑥2𝑥3 ≠ 0𝐿  𝑎𝑛𝑑 𝑥1𝑥3 ≠

0𝐿. 

The hypergraphs 𝐻3(𝑅) in [5] and 𝐻3(𝑅, 𝐼) in [10], which are defined on a commutative ring 𝑅 and 

a proper ideal 𝐼 of 𝑅, are examples for the hypergraph 𝐻3(𝐿, 𝑧). 

We obtain the following results with the above definition and the definition of 2-absorbing element 

in 𝐿. 

Proposition 1. Let 𝑧 be a proper element of 𝐿. Then the following statements hold:  

1) 𝐻3(𝐿, 𝑧) is empty hypergraph if and only if 𝑧 is a 2-absorbing element of 𝐿. 

2) 𝐻3(𝐿/ 𝑧) is empty hypergraph if and only if 𝐻3(𝐿, 𝑧) is empty hypergraph. 

Proof. 1). (⇒): Let 𝐻3(𝐿, 𝑧) be empty hypergraph. Suppose that 𝑧 is not a 2-absorbing element of 

𝐿. Take 𝑥1𝑥2𝑥3 ≤ 𝑧 for some 𝑥1, 𝑥2, 𝑥3 ∈ 𝐿. Then we get 𝑥1𝑥2 ≰ 𝑧, 𝑥2𝑥3 ≰ 𝑧 and 𝑥1𝑥3 ≰ 𝑧. Hence 

𝑒 = {𝑥1, 𝑥2, 𝑥3} is a hyperedge of 𝐻3(𝐿, 𝑧), a contradiction. 

(⇐): It is obvious. 

2). (⇒): Assume that 𝐻3(𝐿, 𝑧) is not an empty hypergraph. Then it has a hyperedge 𝑒 = {𝑥1, 𝑥2, 𝑥3}. 

Consider 𝑥1 ∨ 𝑧, 𝑥2 ∨ 𝑧, 𝑥3 ∨ 𝑧 ∈ 𝐿/𝑧. It is clear that 𝑥1 ∨ 𝑧, 𝑥2 ∨ 𝑧, 𝑥3 ∨ 𝑧 are different from 𝑧. Then 

we have that (𝑥1 ∨ 𝑧)(𝑥2 ∨ 𝑧)(𝑥3 ∨ 𝑧) = 0𝐿/𝑧, (𝑥1 ∨ 𝑧)(𝑥2 ∨ 𝑧) ≠ 0𝐿/𝑧, (𝑥2 ∨ 𝑧)(𝑥3 ∨ 𝑧) ≠ 0𝐿/𝑧 

and (𝑥1 ∨ 𝑧)(𝑥3 ∨ 𝑧) ≠ 0𝐿/𝑧. Thus 𝑒′ = {𝑥1 ∨ 𝑧, 𝑥2 ∨ 𝑧, 𝑥3 ∨ 𝑧} is a hyperedge of 𝐻3(𝐿/ 𝑧), a 

contradiction. 

(⇐): Let 𝐻3(𝐿/ 𝑧) be not an empty hypergraph. Then it has a hyperedge 𝑒 = {𝑦1, 𝑦2, 𝑦3} for some 

𝑦1, 𝑦2, 𝑦3 ∈ 𝑉(𝐻3(𝐿/ 𝑧)). Then 𝑦1 ∘ 𝑦2 ∘ 𝑦3 = 0𝐿/𝑧, that is, 𝑦1𝑦2𝑦3 ≤ 𝑧  and since 𝑦1 ∘ 𝑦2,  𝑦2 ∘ 𝑦3 

and   𝑦1 ∘ 𝑦3 are different from 0𝐿/𝑧, then 𝑦1𝑦2, 𝑦2𝑦3, 𝑦1𝑦3 ≰ 𝑧. Therefore, 𝑒 = {𝑦1, 𝑦2, 𝑦3} is a 

hyperedge of 𝐻3(𝐿, 𝑧), a contradiction. 
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Theorem 1. Let 𝐻3(𝐿, 𝑧) be a 3-zero-divisor hypergraph of 𝐿 with respect to 𝑧. If 𝑥2 ≰ 𝑧 for each 

3-zero-divisor 𝑥 ∈ 𝐿 with respect to 𝑧, then 𝐻3(𝐿, 𝑧) is connected and 𝑑𝑖𝑎𝑚(𝐻3(𝐿, 𝑧)) ≤ 4. 

Furthermore, if 𝐻3(𝐿, 𝑧) has a cycle, then 𝑔𝑟(𝐻3(𝐿, 𝑧)) ≤ 9. 

Proof. Let 𝑒1 = {𝑥1, 𝑥2, 𝑥3}  and 𝑒2 = {𝑦1, 𝑦2, 𝑦3} be hyperedges of 𝐻3(𝐿, 𝑧). If 𝑒1 ∩ 𝑒2 ≠ ∅, the 

proof is completed. Assume that 𝑒1 ∩ 𝑒2 = ∅. We show that there are hyperedges 𝑒3, 𝑒4 such that 

they satisfy one of the followings: 

(1) 𝒆𝟑 ∩ 𝒆𝟏 ≠ ∅, 𝒆𝟑 ∩ 𝒆𝟐 ≠ ∅ 

(2) 𝑒3 ∩ 𝑒1 ≠ ∅, 𝑒4 ∩ 𝑒2 ≠ ∅, 𝑒4 ∩ 𝑒3 ≠ ∅ 

Assume that 𝐺 is the partite graph such that 𝑉(𝐺) = 𝑒1 ∪ 𝑒𝟐 and 𝑥𝑖𝑦𝑗 ∈ 𝐸(𝐺) if and only if 𝑥𝑖𝑦𝑗 ≤

𝑧. 

Assume that 𝐺 has two isolated vertices such that one is in 𝑒1 and the other is in 𝑒2. Let 𝑑𝑒𝑔𝐺(𝑥3) =

𝑑𝑒𝑔𝐺(𝑦3) = 0. Suppose that there is 𝑎 ∈ {𝑥1, 𝑥2, 𝑦1, 𝑦2} where 𝑥3𝑦3𝑎 ≤ 𝑧. Then 𝑒3 = {𝑥3, 𝑦3, 𝑎} is 

a hyperedge which holds the condition (1). Let the case not satisfy. If 𝑥3𝑦3 ∉ {𝑥1, 𝑥2, 𝑦1, 𝑦2}, then 

𝑒3 = {𝑥1, 𝑥2, 𝑥3𝑦3} and 𝑒4 = {𝑦1, 𝑦2, 𝑥3𝑦3} are two hyperedges which satisfy the condition (2). In 

the contrary case, without loss of generality (wlog.), suppose that 𝑥3𝑦3 = 𝑥1. Hence 𝑒3 =

{𝑥1, 𝑦1, 𝑦2} is a hyperedge satisfying the condition (1). Consequently, 𝐻3(𝐿, 𝑧) is connected. Now, 

we show that 𝑑𝑖𝑎𝑚(𝐻3(𝐿, 𝑧)) ≤ 4. We consider the number of edges 𝐺 for the rest of the proof. 

Case 1. Assume that |𝐸(𝐺)| ≤ 2. Then 𝐺 has two isolated vertices such that one is in 𝑒1 and the 

other is in 𝑒2. 

Case 2. Let |𝐸(𝐺)| = 3. Take account of the next four different subcases for this case: 

 Case 2.1: Let 𝑑𝑒𝑔𝐺(𝑎) = 1 for each vertex 𝑎 of 𝐺. Assume that 𝐸(𝐺) = {𝑥1𝑦1, 𝑥2𝑦2, 𝑥3𝑦3}. We 

consider {𝑥1, 𝑥2𝑦3, 𝑦1 ∨ 𝑦2}. If 𝑥1 = 𝑥2𝑦3, then 𝑥1𝑦2 = 𝑥2𝑦3𝑦2 ≤ 𝑧, a contradiction. If 𝑥1 = 𝑦1 ∨

𝑦2, then 𝑦1𝑥2𝑥3 ≤ 𝑧. Thus 𝑒3 = {𝑦1, 𝑥2, 𝑥3} satisfies the condition (1). If 𝑦1 ∨ 𝑦2 = 𝑥2𝑦3, then 

𝑥1𝑦2𝑥3 ≤ 𝑧 and so the condition (1) is satisfied for 𝑒3 = {𝑥1, 𝑦2, 𝑥3}. On the contrary, reconsider 

𝑒3 = {𝑥1, 𝑥2𝑦3, 𝑦1 ∨ 𝑦2}. If 𝑒3 is not a hyperedge, then 𝑥1𝑥2𝑦3 ≤ 𝑧 or 𝑥2𝑦3(𝑦1 ∨ 𝑦2) ≤ 𝑧, that is, 

𝑥2𝑦3𝑦1 ≤ 𝑧. Then 𝑒′3 = {𝑥1, 𝑥2, 𝑦3} is a hyperedge satisfying the condition (1) or 𝑒′4 = {𝑥2, 𝑦3, 𝑥1} 

is a hyperedge satisfying the condition (1). Let 𝑒3 = {𝑥1, 𝑥2𝑦3, 𝑦1 ∨ 𝑦2} be a hyperedge. In a similar 

way, we consider {𝑦1, 𝑥2𝑦3, 𝑥1 ∨ 𝑥3}. If 𝑒4 is not a hyperedge, then 𝑦1𝑥2𝑦3 ≤ 𝑧 or 𝑥2𝑦3(𝑥1 ∨ 𝑥3) ≤

𝑧, that is, 𝑥2𝑦3𝑥1 ≤ 𝑧. Then 𝑒′′3 = {𝑦1, 𝑥2, 𝑦3} is a hyperedge satisfying the condition (1) or 𝑒′′4 =

{𝑥2, 𝑦3, 𝑥1} is a hyperedge satisfying the condition (1). Assume that 𝑒4 = {𝑦1, 𝑥2𝑦3, 𝑥1 ∨ 𝑥3} is a 

hyperedge. Then we have two hyperedges 𝑒3 = {𝑥1, 𝑥2𝑦3, 𝑦1 ∨ 𝑦2} and 𝑒4 = {𝑦1, 𝑥2𝑦3, 𝑥1 ∨ 𝑥3} 

with 𝑒3 and 𝑒4 satisfying the condition (2). 

Case 2.2. Let 𝑑𝑒𝑔𝐺(𝑎) = 1 for only an element 𝑎 of 𝐺. Wlog., suppose that 𝐸(𝐺) =

{𝑥1𝑦1, 𝑥1𝑦2, 𝑥2𝑦3}. We consider {𝑥2, 𝑥3𝑦1, 𝑥1 ∨ 𝑦3}. If 𝑥2 = 𝑥3𝑦1, then 𝑥1𝑥2 ≤ 𝑧, is a contradiction. 

If 𝑥2 = 𝑥1 ∨ 𝑦3, then 𝑥2𝑦2𝑦1 ≤ 𝑧 and so the condition (1) is satisfied for 𝑒3 = {𝑥2, 𝑦2, 𝑦1}. If 𝑥1 ∨

𝑦3 = 𝑥3𝑦1, then 𝑥3𝑦1𝑦2𝑦1 ≤ 𝑧. In the circumstances, if 𝑥3 = 𝑦1𝑦2, then 𝑥1𝑥3 ≤ 𝑧, a contradiction. 

If 𝑦1 = 𝑦1𝑦2, then 𝑦1𝑦3 ≤ 𝑧, a contradiction. Hence, the condition (1) holds for 𝑒3 = {𝑥3, 𝑦1𝑦2, 𝑦1}. 

Let the above conditions not hold. If 𝑒3 = {𝑥2, 𝑥3𝑦1, 𝑥1 ∨ 𝑦3} is not a hyperedge, then 𝑥2𝑥3𝑦1 ≤ 𝑧 

or 𝑥3𝑦1(𝑥1 ∨ 𝑦3) ≤ 𝑧, that is, 𝑥3𝑦1𝑦3 ≤ 𝑧. Then 𝑒′3 = {𝑥2, 𝑥3, 𝑦1}  is a hyperedge satisfying the 

condition (1) or 𝑒′4 = {𝑥3, 𝑦1, 𝑦3} is a hyperedge satisfying the condition (1). Suppose that 𝑒3 =
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{𝑥2, 𝑥3𝑦1, 𝑥1 ∨ 𝑦3} is a hyperedge. Now, similarly we consider {𝑦2, 𝑥3𝑦1, 𝑦3}. If 𝑒4 = {𝑦2, 𝑥3𝑦1, 𝑦3} 

is not a hyperedge, then 𝑦2𝑥3𝑦1 ≤ 𝑧 or 𝑥3𝑦1𝑦3 ≤ 𝑧. Then 𝑒′′3 = {𝑦2, 𝑥3, 𝑦1} is a hyperedge 

satisfying the condition (1) or 𝑒′4 = {𝑥3, 𝑦1, 𝑦3} is a hyperedge satisfying the condition (1). Let 

{𝑦2, 𝑥3𝑦1, 𝑥1 ∨ 𝑦3}  be a hyperedge. Then we obtain two hyperedges 𝑒3 = {𝑥2, 𝑥3𝑦1, 𝑥1 ∨ 𝑦3} and 

𝑒4 = {𝑦2, 𝑥3𝑦1, 𝑦3} with 𝑒3 and 𝑒4 satisfying the condition. 

Case 2.3. Let 𝑑𝑒𝑔𝐺(𝑎) = 𝑑𝑒𝑔𝐺(𝑏) = 2 for 𝑎, 𝑏 ∈ 𝑉 (𝐺). Wlog., suppose that 𝐸(𝐺) =

{𝑥1𝑦1, 𝑥1𝑦2, 𝑥2𝑦2}. Then 𝑑𝑒𝑔𝐺(𝑥3) = 𝑑𝑒𝑔𝐺(𝑦3) = 0 and so the proof is completed. 

 Case 2.4. Let 𝑑𝑒𝑔𝐺(𝑎) = 3 for only one element 𝑎 of 𝐺.  Wlog., suppose that 𝐸(𝐺) =

{𝑥1𝑦1, 𝑥1𝑦2, 𝑥1𝑦3}. Let 𝑥1
2𝑥2 ≰ 𝑧. Consider {𝑥1𝑥2 ∨ 𝑦1, 𝑥1, 𝑥3}. If 𝑥1𝑥2 ∨ 𝑦1 = 𝑥1, then 𝑦2𝑦1 ≤ 𝑧, 

a contradiction. If 𝑥1𝑥2 ∨ 𝑦1 = 𝑥3, then 𝑥3𝑦3𝑦2 ≤ 𝑧, a contradiction. Hence 𝑒3 = {𝑥3, 𝑦2, 𝑦3} is a 

hyperedge satisfying the condition (1). In the other case, 𝑒3 = {𝑥1𝑥2 ∨ 𝑦1, 𝑥1, 𝑥3} is a hyperedge. In 

a similar way, we consider {𝑥1𝑥2 ∨ 𝑦1, 𝑦2, 𝑦3}. Then we have a hyperedge 𝑒3 which satisfies the 

condition (1) or 𝑒4 = {𝑥1𝑥2 ∨ 𝑦1, 𝑦2, 𝑦3} is a hyperedge with 𝑒3 and 𝑒4 satisfying the condition (2). 

Let 𝑥1
2𝑥2 ≤ 𝑧. We consider {𝑥1 ∨ 𝑦1, 𝑥1, 𝑥2}. If 𝑥1 ∨ 𝑦1 = 𝑥2, then 𝑥2𝑦3𝑦2 ≤ 𝑧, a contradiction. 

Thus 𝑒3 = {𝑥1 ∨ 𝑦1, 𝑥1, 𝑥2} is a hyperedge. In a similar way, we consider {𝑥1 ∨ 𝑦1, 𝑦2, 𝑦3}. Then we 

have a hyperedge 𝑒3 which satisfies the condition (1) or 𝑒4 = {𝑥1𝑥2 ∨ 𝑦1, 𝑦2, 𝑦3} is a hyperedge with 

𝑒3 and 𝑒4 satisfying the condition (2). 

 Case 3. Assume that |𝐸(𝐺)| = 4. Consider four different subcases for this case: 

 Case 3.1. Let 𝑑𝑒𝑔𝐺(𝑎) = 3 for only one element 𝑎 of 𝐺. Wlog., suppose that 𝐸(𝐺) =

{𝑥1𝑦1, 𝑥1𝑦2, 𝑥1𝑦3, 𝑥2𝑦3}.   We consider {𝑥3𝑦1, 𝑥2, 𝑥1 ∨ 𝑦3}. If 𝑥3𝑦1 = 𝑥2, then 𝑥3𝑦3𝑦1 ≤ 𝑧, a 

contradiction. Thus 𝑒3 = {𝑥3, 𝑦1, 𝑦3} is a hyperedge which holds (1). If 𝑥3𝑦1 = 𝑥1 ∨ 𝑦3, then 𝑥1
2 ≤

𝑧, is a contradiction. If 𝑥2 = 𝑥1 ∨ 𝑦3, then 𝑦3
2 ≤ 𝑧, a contradiction. In the other condition, consider 

again 𝑒3 = {𝑥3𝑦1, 𝑥2, 𝑥1 ∨ 𝑦3}. If 𝑒3 = {𝑥3𝑦1, 𝑥2, 𝑥1 ∨ 𝑦3} is not a hyperedge, then 𝑥2𝑥3𝑦1 ≤ 𝑧 or 

𝑥3𝑦1(𝑥1 ∨ 𝑦3)  ≤ 𝑧, that is, 𝑥3𝑦1𝑦3  ≤ 𝑧. Then 𝑒′3 = {𝑥2, 𝑥3, 𝑦1} is a hyperedge satisfying the 

condition (1) or 𝑒′4 = {𝑥3, 𝑦1, 𝑦3} is a hyperedge satisfying the condition (1). Assume that 𝑒3 =

{𝑥3𝑦1, 𝑥2, 𝑥1 ∨ 𝑦3} is a hyperedge. In a similar way, we consider {𝑥3𝑦1, 𝑦2, 𝑦3}. If 𝑒4 =

{𝑥3𝑦1, 𝑦2, 𝑦3} is not a hyperedge, then 𝑥3𝑦1𝑦2 ≤ 𝑧 or 𝑥3𝑦1𝑦3 ≤ 𝑧. Then 𝑒′′3 = {𝑦2, 𝑥3, 𝑦1} is a 

hyperedge satisfying the condition (1) or 𝑒′4 = {𝑥3, 𝑦1, 𝑦3} is a hyperedge satisfying the condition 

(1). Suppose that 𝑒4 = {𝑥3𝑦1, 𝑦2, 𝑦3} is a hyperedge. Then we get two hyperedges 𝑒3 =

{𝑥3𝑦1, 𝑥2, 𝑥1 ∨ 𝑦3}.  and 𝑒4 = {𝑥3𝑦1, 𝑦2, 𝑦3} with 𝑒3 and 𝑒4 satisfying the condition (2). 

 Case 3.2. Assume that the degree of four vertices of 𝐺 equals to two. Wlog., presume that 𝐸(𝐺) =

{𝑥1𝑦1, 𝑥1𝑦2, 𝑥2𝑦1, 𝑥2𝑦2}. Then 𝑑𝑒𝑔𝐺(𝑥3) = 𝑑𝑒𝑔𝐺(𝑦3) = 0 and so the proof is completed. 

Case 3.3. Suppose that the degree of three vertices of 𝐺 is two. Wlog. assume that 𝐸(𝐺) =

{𝑥1𝑦1, 𝑥1𝑦2, 𝑥2𝑦2, 𝑥2𝑦3}. We consider {𝑥3𝑦3, 𝑥1, 𝑥2}. If 𝑥3𝑦3 = 𝑥1 or 𝑥3𝑦3 = 𝑥2, then 𝑥3𝑦3𝑦2 ≤ 𝑧 

and so (1) is satisfied for a hyperedge 𝑒3 = {𝑥3, 𝑦2, 𝑦3}. In the other case, let us view 𝑒3 =

{𝑥3𝑦3, 𝑥1, 𝑥2}. If 𝑒3 = {𝑥3𝑦3, 𝑥1, 𝑥2} is not a hyperedge, then 𝑥3𝑦3𝑥1 ≤ 𝑧 or 𝑥3𝑦3𝑥2 ≤ 𝑧. Then 𝑒′3 =

{𝑥3, 𝑦3, 𝑥1} is a hyperedge satisfying the condition (1) or 𝑒′4 = {𝑥3, 𝑦3, 𝑥2}  is a hyperedge satisfying 

the condition (1). Let 𝑒3 = {𝑥3𝑦3, 𝑥1, 𝑥2} be a hyperedge. In a similar way, we consider 

{𝑥3𝑦3, 𝑦1, 𝑦2}. If 𝑒4 = {𝑥3𝑦3, 𝑦1, 𝑦2} is not a hyperedge, then 𝑥3𝑦3𝑦1 ≤ 𝑧 or 𝑥3𝑦3𝑦2 ≤ 𝑧. Then 

𝑒′′3 = {𝑥3, 𝑦3, 𝑦1} is a hyperedge satisfying the condition (1) or 𝑒′′4 = {𝑥3, 𝑦3, 𝑦2} is a hyperedge 

796 



 

  

Ulucak / Cumhuriyet Sci. J., Vol.40-4 (2019) 792-801 

satisfying the condition (1). Let 𝑒4 = {𝑥3𝑦3, 𝑦1, 𝑦2} be a hyperedge. Then we get two hyperedges 

𝑒3 = {𝑥3𝑦3, 𝑥1, 𝑥2} and 𝑒4 = {𝑥3𝑦3, 𝑦1, 𝑦2} with 𝑒3 and 𝑒4 satisfying the condition (2). 

Case 3.4. Let 𝑑𝑒𝑔𝐺(𝑎) = 𝑑𝑒𝑔𝐺(𝑏) = 2 for 𝑎, 𝑏 ∈ 𝑉 (𝐺). Then, we have two different cases and we 

can choose one of these sets 𝐸(𝐺) = {𝑥1𝑦1, 𝑥1𝑦2, 𝑥2𝑦2, 𝑥3𝑦3} and 𝐸(𝐺) = {𝑥1𝑦1, 𝑥1𝑦2, 𝑥2𝑦3, 𝑥3𝑦3}. 

In the first choice, we consider {𝑥3𝑦1, 𝑥2, 𝑥1 ∨ 𝑦2}. If 𝑥3𝑦1 = 𝑥2, then 𝑥3𝑦1𝑦2 ≤ 𝑧 and so 𝑒3 =

{𝑥3, 𝑦1, 𝑦2} is an edge satisfying (1). If 𝑥3𝑦1 = 𝑥1 ∨ 𝑦2, then 𝑥1
2 ≤ 𝑧, a contradiction. If 𝑥2 = 𝑥1 ∨

𝑦2, then 𝑦2
2 ≤ 𝑧, is a contradiction. In the other case, consider 𝑒3 = {𝑥3𝑦1, 𝑥2, 𝑥1 ∨ 𝑦2}. If 𝑒3 =

{𝑥3𝑦1, 𝑥2, 𝑥1 ∨ 𝑦2} is not a hyperedge, then 𝑥3𝑦1𝑥2 ≤ 𝑧 or 𝑥3𝑦1(𝑥1 ∨ 𝑦2) ≤ 𝑧, that is, 𝑥3𝑦1𝑦2 ≤ 𝑧. 

Then 𝑒′′3 = {𝑥3, 𝑦1, 𝑦2} is a hyperedge satisfying the condition (1) or 𝑒′′4 = {𝑥3, 𝑦1, 𝑦3} is a 

hyperedge satisfying the condition (1). Let 𝑒4 = {𝑥3𝑦1, 𝑦2, 𝑦3} be a hyperedge. Then we get two 

hyperedges 𝑒3 = {𝑥3𝑦1, 𝑥2, 𝑥1 ∨ 𝑦2} and 𝑒4 = {𝑥3𝑦1, 𝑦2, 𝑦3} with 𝑒3 and 𝑒4 satisfying the condition 

(2). 

In a similar manner, we consider {𝑥1 ∨ 𝑦1, 𝑥2, 𝑥3} and {𝑥1 ∨ 𝑦1, 𝑦2, 𝑦3} for the second choice. Hence, 

we have a hyperedge 𝑒3 which holds (1) or two hyperedges 𝑒3 and 𝑒4 which hold the condition (2). 

Case 4. Assume that |𝐸(𝐺)| = 5. Consider four different subcases for this case: 

Case 4.1. Wlog. assume that 𝐸(𝐺) = {𝑥1𝑦1, 𝑥1𝑦2, 𝑥1𝑦3, 𝑥2𝑦1, 𝑥2𝑦2}. We consider {𝑥3𝑦3, 𝑥2, 𝑥1 ∨

𝑦2}. If 𝑥3𝑦3 = 𝑥2, then 𝑥3𝑦3𝑥2 ≤ 𝑧, and so the condition (1) is satisfied for a hyperedge 𝑒3 =

{𝑥2, 𝑥3, 𝑦3}. If 𝑥3𝑦3 = 𝑥1 ∨ 𝑦2, then 𝑥1
2 ≤ 𝑧, a contradiction. If 𝑥2 = 𝑥1 ∨ 𝑦2, then 𝑦1𝑦2 ≤ 𝑧, 

yielding a contradiction. On the other hand, 𝑒3 = {𝑥3𝑦3, 𝑥2, 𝑥1 ∨ 𝑦2} is a edge in 𝐺. In a similar way, 

we consider {𝑥3𝑦3, 𝑦1, 𝑦2}. If 𝑒4 = {𝑥3𝑦3, 𝑦1, 𝑦2} is not a hyperedge, then 𝑥3𝑦3𝑦1 ≤ 𝑧 or 𝑥3𝑦3𝑦2 ≤

𝑧. Then 𝑒′′3 = {𝑥3, 𝑦3, 𝑦1} is a hyperedge satisfying the condition (1) or 𝑒′′4 = {𝑥3, 𝑦3, 𝑦2} is a 

hyperedge satisfying the condition (1). Let 𝑒4 = {𝑥3𝑦3, 𝑦1, 𝑦2} be a hyperedge. Then we get two 

hyperedges 𝑒3 = {𝑥3𝑦3, 𝑥2, 𝑥1 ∨ 𝑦2} and 𝑒4 = {𝑥3𝑦3, 𝑦1, 𝑦2} with 𝑒3 and 𝑒4 satisfying the condition 

(2). 

Case 4.2. Wlog., presume that 𝐸(𝐺) = {𝑥1𝑦1, 𝑥1𝑦2, 𝑥1𝑦3, 𝑥2𝑦1, 𝑥3𝑦2}. We consider {𝑥1 ∨

𝑦1, 𝑥2, 𝑦2}. If 𝑥1 ∨ 𝑦1 = 𝑥2, then 𝑦1
2 ≤ 𝑧, is a contradiction. If 𝑥1 ∨ 𝑦1 = 𝑦2, then 𝑥1

2 ≤ 𝑧, is a 

contradiction. In the following situations, 𝑒3 = {𝑥1 ∨ 𝑦1, 𝑥2, 𝑥3𝑦3} is a hyperedge of 𝐺 satisfying 

(1). 

Case 4.3. Wlog., presume that 𝐸(𝐺) = {𝑥1𝑦1, 𝑥1𝑦2, 𝑥1𝑦3, 𝑥2𝑦1, 𝑥3𝑦2}. We consider {𝑥1 ∨

𝑦1, 𝑥2, 𝑦2}. If 𝑥1 ∨ 𝑦1 = 𝑥2 then 𝑦1
2 ≤ 𝑧, is a contradiction. If 𝑥1 ∨ 𝑦1 = 𝑦2 then 𝑥2𝑥3𝑦2 ≤ 𝑧. Thus 

𝑒3 = {𝑥2, 𝑥3, 𝑦2} is a hyperedge satisfying (1). In the other case, 𝑒3 = {𝑥1 ∨ 𝑦1, 𝑥2, 𝑦2}  is a 

hyperedge satisfying (1). 

 Case 4.4. Wlog., let 𝐸(𝐺) = {𝑥1𝑦1, 𝑥1𝑦2, 𝑥2𝑦1, 𝑥2𝑦2, 𝑥3𝑦3}. We consider {𝑥3 ∨ 𝑦1, 𝑥1, 𝑦3}. If 𝑥3 ∨

𝑦1 = 𝑥1 or 𝑥3 ∨ 𝑦1 = 𝑦3, then 𝑥1𝑥2𝑦3 ≤ 𝑧. Then 𝑒3 = {𝑥1, 𝑥2, 𝑦3} is a hyperedge satisfying the 

condition (1). In the other case, 𝑒3 = {𝑥3 ∨ 𝑦1, 𝑥1, 𝑦3} is a hyperedge satisfying the condition (1). 

 Case 4.5. Wlog., presume that 𝐸(𝐺) = {𝑥1𝑦1, 𝑥1𝑦2, 𝑥2𝑦2, 𝑥2𝑦3, 𝑥3𝑦3}. We consider {𝑥1 ∨

𝑦2, 𝑥2, 𝑦1}. If 𝑥1 ∨ 𝑦2 = 𝑥2, then 𝑦2
2 ≤ 𝑧, is a contradiction. If 𝑥1 ∨ 𝑦2 = 𝑦1, then 𝑥1

2 ≤ 𝑧, is a 

contradiction. Then 𝑒3 = {𝑥1 ∨ 𝑦2, 𝑥2, 𝑦1} is a hyperedge satisfying the condition (1).  
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Case 5. Let |𝐸(𝐺)|  =  6. Consider three different subcases for this case: 

Case 5.1. Wlog., presume that 𝐸(𝐺) = {𝑥1𝑦1, 𝑥1𝑦2, 𝑥1𝑦3, 𝑥2𝑦1, 𝑥2𝑦2, 𝑥3𝑦1}. 

We consider {𝑥1 ∨ 𝑦1, 𝑥2, 𝑥3} and {𝑥1 ∨ 𝑦1, 𝑦2, 𝑦3}. If 𝑥1 ∨ 𝑦1 = 𝑥2, then 𝑦1𝑦2 ≤ 𝑧, a contradiction. 

If 𝑥1 ∨ 𝑦1 = 𝑥3, then 𝑦1
2 ≤ 𝑧, is a contradiction. If 𝑥1 ∨ 𝑦1 = 𝑦2 or 𝑥1 ∨ 𝑦1 = 𝑦3, then 𝑥1

2 ≤ 𝑧, is 

a contradiction. Thus 𝑒3 = {𝑥1 ∨ 𝑦1, 𝑥2, 𝑥3} and 𝑒4 = {𝑥1 ∨ 𝑦1, 𝑦2, 𝑦3} are hyperedges satisfying the 

condition (2). 

 Case 5.2. Wlog., presume that 𝐸(𝐺) = {𝑥1𝑦1, 𝑥1𝑦2, 𝑥1𝑦3, 𝑥2𝑦1, 𝑥2𝑦2, 𝑥3𝑦3}. 

We consider {𝑥1 ∨ 𝑦3, 𝑥3, 𝑦1}.  If  𝑥1 ∨ 𝑦3 = 𝑥3, then 𝑦3
2 ≤ 𝑧, is a contradiction. If  𝑥1 ∨ 𝑦3 = 𝑦1, 

then  𝑥1
2 ≤ 𝑧, is a contradiction.  Thus  𝑒3 = {𝑥1 ∨ 𝑦3, 𝑥3, 𝑦1} is a hyperedge satisfying the condition 

(1). 

Case 5.3. Wlog., presume that 𝐸(𝐺) = {𝑥1𝑦1, 𝑥1𝑦3, 𝑥2𝑦1, 𝑥2𝑦2, 𝑥3𝑦2, 𝑥3𝑦3}. We consider {𝑥1 ∨

𝑦3, 𝑥3, 𝑦1}.  If  𝑥1 ∨ 𝑦3 = 𝑥3, then 𝑦3
2 ≤ 𝑧, is a contradiction. If  𝑥1 ∨ 𝑦3 = 𝑦1, then  𝑥1

2 ≤ 𝑧, is a 

contradiction.  Thus  𝑒3 = {𝑥1 ∨ 𝑦3, 𝑥3, 𝑦1} is a hyperedge satisfying the condition (1). 

Case 6. If 7 ≤ |𝐸(𝐺)|  ≤ 9, then we have two vertices which are degree three in 𝑒1 and the other in 

𝑒2. We suppose that 𝑑𝑒𝑔𝐺(𝑥1) = 𝑑𝑒𝑔𝐺(𝑦1) = 3. We consider {𝑥1 ∨ 𝑦1, 𝑥2, 𝑥3} and {𝑥1 ∨ 𝑦1, 𝑦2, 𝑦3}. 

If 𝑥1 ∨ 𝑦1 = 𝑥2 or 𝑥1 ∨ 𝑦1 = 𝑥3, then 𝑦1
2 ≤ 𝑧, is a contradiction. If 𝑥1 ∨ 𝑦1 = 𝑦2 or 𝑥1 ∨ 𝑦1 = 𝑦3, 

then 𝑥1
2 ≤ 𝑧, is a contradiction. Hence 𝑒3 = {𝑥1 ∨ 𝑦1, 𝑥2, 𝑥3} and 𝑒4 = {𝑥1 ∨ 𝑦1, 𝑦2, 𝑦3} are 

hyperedges satisfying the condition (2). 

By the fact that 𝑔𝑟(𝐻3(𝐿, 𝑧)) ≤ 2𝑑𝑖𝑎𝑚(𝐻3(𝐿, 𝑧)) + 1, we have that 𝑔𝑟(𝐻3(𝐿, 𝑧)) ≤ 9. 

2.1. Complete 3-Partıte Hypergraph 

Definition 2. [10] A hypergraph 𝐻 is called an 𝑛-partite if the vertex set 𝑉 can be partitioned into 

disjoint subsets 𝑉1, 𝑉2, … , 𝑉𝑛 of 𝑉 such that a hyperedge in the hyperedge set 𝐸 composes of a choice 

of completely one vertex from each subset of 𝑉. Also, a hypergraph 𝐻 is called a complete 𝑛-partite 

hypergraph if the vertex set 𝑉 can be partitioned into disjoint subsets 𝑉1, 𝑉2, … , 𝑉𝑛 of 𝑉 and each 

element of 𝑉𝑖 for each 1 ≤ 𝑖 ≤ 𝑛 creates a hyperedge of 𝐻.  

Proposition 2. Let 𝐻3(𝐿, 𝑧) be a complete 3-partite hypergraph. 

If 𝑥𝑦 ≤ 𝑧, then 𝑥 and 𝑦 are contained by same subset 𝑉𝑖 for some 𝑖 ∈ {1,2,3}. 

Proof. Let 𝐻3(𝐿, 𝑧) has disjoint subsets 𝑉1, 𝑉2, 𝑉3 which are partitions of the vertex set 𝑉. Let 𝑎 be 

a vertex with 𝑥𝑦𝑎 ≤ 𝑧. Without loss of generality, assume that 𝑥 ∈ 𝑉1 and 𝑎 ∈ 𝑉2. Then 𝑒 = {𝑥, 𝑦, 𝑎} 

is not a hyperedge in 𝐻3(𝐿, 𝑧) by our assumption. If 𝑦 ∈ 𝑉3, then 𝑒 is a hyperedge since 𝐻3(𝐿, 𝑧) is 

a complete 3-partite hypergraph, a contradiction. If 𝑦 ∈ 𝑉2, then there is a vertex 𝑏 ∈ 𝑉3 such that 

𝑒′ = {𝑥, 𝑦, 𝑏}. But this contradicts the fact that 𝑥𝑦 ≤ 𝑧. Therefore, 𝑦 must be in 𝑉1. 

Theorem 2. Let 𝑧 be a proper element of 𝐿. Then the following statements hold: 

(1) If 𝑝1, 𝑝2 and 𝑝3 are prime elements of 𝐿 and 𝑧 =  𝑝1 ∧ 𝑝2 ∧ 𝑝3 ≠  0𝐿, then 𝐻3(𝐿, 𝑧) is a complete 

3-partite hypergraph. 
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 (2) Let 𝑎2 ≤ 𝑧 for every 3-zero-divisor 𝑎 ∈ 𝐿 with respect to 𝑧 and 𝐻3(𝐿, 𝑧) be a complete 3-

partite hypergraph over the reduced lattice 𝐿. Then there exist prime elements 𝑝1, 𝑝2 and 𝑝3 of 𝐿 

such that 𝑝1 ∧ 𝑝2 ∧ 𝑝3 ≤ 𝑧. 

Proof. (1). Let 𝑒 = {𝑎, 𝑏, 𝑐} be a hyperedge of 𝐻3(𝐿, 𝑧). Then 𝑎𝑏𝑐 ≤ 𝑧 = 𝑝1 ∧ 𝑝2 ∧ 𝑝3, that is, 

𝑎𝑏𝑐 ≤ 𝑝1, 𝑝2, 𝑝3. Since 𝑝𝑖 is a prime element for any 𝑖 ∈ {1,2,3}, then 𝑎 ≤ 𝑝1 or 𝑏 ≤ 𝑝1 or 𝑐 ≤

𝑝1 and 𝑎 ≤ 𝑝2 or 𝑏 ≤ 𝑝2 or 𝑐 ≤ 𝑝2 and 𝑎 ≤ 𝑝3 or 𝑏 ≤ 𝑝3 or 𝑐 ≤ 𝑝3. Additionally, 𝑎𝑏 ≰ 𝑝𝑖 and 

𝑏𝑐 ≰ 𝑝𝑗  and 𝑎𝑐 ≰ 𝑝𝑘  for some 𝑖, 𝑗, 𝑘 ∈ {1,2,3} since 𝑎𝑏, 𝑏𝑐, 𝑎𝑐 ≰ 𝑧 = 𝑝1 ∧ 𝑝2 ∧ 𝑝3. Wlog., we 

assume 𝑎𝑏 ≰ 𝑝1. Then 𝑎 ≰ 𝑝1 and 𝑏 ≰ 𝑝1. Thus, we have 𝑐 ≤ 𝑝1. Indeed, if 𝑎𝑐 ≰ 𝑝1, then 𝑏 ≤

𝑝1, a contradiction. In a similar manner, suppose that 𝑎𝑐 ≰ 𝑝2. Then 𝑎 ≰ 𝑝2 and 𝑐 ≰ 𝑝2. Thus, 

this yields 𝑏 ≤ 𝑝2. Indeed, if 𝑏𝑐 ≰ 𝑝1, then 𝑎 ≤ 𝑝1, a contradiction and if 𝑏𝑐 ≰ 𝑝2, then 𝑎 ≤ 𝑝2, 

a contradiction. Thus, it must be 𝑏𝑐 ≰ 𝑝3. Then, we get 𝑎 ≤ 𝑝3. We assume that 𝑎 ≤ 𝑝3 and 𝑎 ≰

𝑝1, 𝑝2, 𝑏 ≤ 𝑝2 and 𝑏 ≰ 𝑝1, 𝑝3 and 𝑐 ≤ 𝑝1 and 𝑐 ≰ 𝑝2, 𝑝3. Consequently, 𝐻3(𝐿, 𝑧) is a complete 

3-partite hypergraph with parts 𝑉𝑖 for any 𝑖 ∈ {1,2,3} whose vertices must be only less than or 

equal to 𝑝𝑖. 

(2). Let 𝐻3(𝐿, 𝑧) be a complete 3-partite hypergraph and it has parts 𝑉1, 𝑉2 and 𝑉3. Set 𝑝1 = 𝑉1 ∨

𝑧, 𝑝2 = 𝑉2 ∨ 𝑧 and 𝑝3 = 𝑉3 ∨ 𝑧. Then 𝑥1𝑥2𝑥3 ≤ 𝑧 for every 𝑥𝑖 ≤ 𝑝𝑖 for any 𝑖 ∈ {1,2,3}. It is clear 

that (⋁ 𝑥1𝑥1∈𝑉1
)(⋁ 𝑥2𝑥2∈𝑉2

)(⋁ 𝑥3𝑥3∈𝑉3
) ∨ 𝑧 ≤ 𝑧, that is, 𝑝1𝑝2𝑝3 ≤ 𝑧 since 𝐿 is a multiplicative 

lattice. As 𝐿 is reduced, then 𝑝1 ∧ 𝑝2 ∧ 𝑝3 ≤ 𝑧. We assume that 𝑝1 is not a prime element of 𝐿, 

that is, 𝑎𝑏 ≤ 𝑝1 and 𝑎, 𝑏 ≰ 𝑝1 for some 𝑎, 𝑏 ∈ 𝐿. Since 𝑎𝑏 ≤ 𝑝1 = 𝑉1 ∨ 𝑧 then 𝑎𝑏 ≤ 𝑧 or 𝑎𝑏 ∈

𝑉1. We have three cases for this assumption. 

Case 1. Let 𝑎𝑏 ∈ 𝑉1 and 𝑎𝑏 ≤ 𝑧. This contradicts the definition of vertex set of 𝐻3(𝐿, 𝑧). 

Case 2. Let 𝑎𝑏 ∈ 𝑉1 and 𝑎𝑏 ≰ 𝑧. Since 𝑎𝑏 ∈ 𝑉1 and 𝑎 ∉ 𝑉1, then 𝑎 ∈ 𝑉2 or 𝑎 ∈ 𝑉3. Wlog., 

assume that 𝑎 ∈ 𝑉2. So, {𝑎𝑏, 𝑎, 𝑐} must be a hyperedge of 𝐻3(𝐿, 𝑧) for any 𝑐 ∈ 𝑉3. However, 

since 𝑎2 ≤ 𝑧 for every 3-zero-divisor 𝑎 ∈ 𝐿, then 𝑎2𝑏 ≤ 𝑧, contradiction. 

Case 3. Let 𝑎𝑏 ∉ 𝑉1 and 𝑎𝑏 ≤ 𝑧. By Proposition 2, 𝑎 and 𝑏 must be in the same 𝑉𝑖 for any 𝑖 =

{2, 3}. Wlog., let 𝑎, 𝑏 ∈ 𝑉2. Then, 𝑥𝑎𝑦 ≤ 𝑧, 𝑥𝑎 ≰ 𝑧, 𝑥𝑦 ≰ 𝑧, 𝑎𝑦 ≰ 𝑧 and 𝑥𝑏𝑦 ≤ 𝑧, 𝑥𝑏 ≰ 𝑧, 𝑥𝑦 ≰

𝑧, 𝑏𝑦 ≰ 𝑧 for some 𝑥 ∈ 𝑉1 and 𝑦 ∈ 𝑉3. By Proposition 2, we obtain that 𝑥𝑎 ∈ 𝑉3, 𝑥𝑏 ∈ 𝑉3, 𝑎𝑦 ∈

𝑉1, 𝑏𝑦 ∈ 𝑉1. Therefore, {𝑎𝑦, 𝑏, 𝑥𝑎} must be a hyperedge, since 𝐻3(𝐿, 𝑧) is a complete 3-partite 

hypergraph. However, 𝑎2𝑦𝑥 ≤ 𝑧 for 𝑎2 ≤ 𝑧, contradiction. We have a contradiction for each 

cases. Therefore, 𝑎 or 𝑏 must be less than or equal to 𝑝1. Similarly, it can be seen that 𝑝2 and 𝑝3 

are prime elements in 𝐿. 

2.2. Cut Points and Bridge of 𝑯𝟑(𝑳, 𝒛) 

Definition 3. [6] A vertex 𝑎 of a connected graph 𝐺 is called a cut-point of 𝐺 if there are vertices 

𝑥 and 𝑦 of 𝐺 with 𝑎 ≠ 𝑥 and 𝑎 ≠ 𝑦 such that 𝑎 is in every path which is from 𝑥 to 𝑦. 

Theorem 3. Let 𝑧 ∈ 𝐿 and 𝑆 = {𝑢 ∈ 𝐿|𝑢 ≤ 𝑧 𝑎𝑛𝑑 𝑢 ≰ 𝑎}. If 𝑆 ≠ ∅, then 𝑎 is not a cut-point in 

𝐻3(𝐿, 𝑧). 
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Proof. Let 𝑎 be in every path which is from 𝑥 to 𝑦 with 𝑎 ≠ 𝑥 and 𝑎 ≠ 𝑦. We know that 𝑑(𝑥, 𝑦) =

2, 3 or 4 by Theorem 1. Consider 𝑎 ∨ 𝑢. Note that it is a vertex in 𝐻3(𝐿, 𝑧) which is different 

from 𝑎. We consider the following cases: 

Case 1. Let 𝑑(𝑥, 𝑦) = 2. Then there are two hyperedges 𝑒1 = {𝑥, 𝑎, 𝑐1} and 𝑒2 = {𝑎, 𝑦, 𝑐2}  for 

some vertices 𝑐1, 𝑐2 in 𝐻3(𝐿, 𝑧) such that 𝑥−𝑒1
𝑎−𝑒2

𝑦 is a path. Consider 𝑒′1 = {𝑥, 𝑎 ∨ 𝑢, 𝑐1} and 

𝑒′2 = {𝑎 ∨ 𝑢, 𝑦, 𝑐2}.   

Let 𝑎 ∨ 𝑢 ≠ 𝑥, 𝑎 ∨ 𝑢 ≠ 𝑦 and 𝑎 ∨ 𝑢 ≠ 𝑐𝑖 for 𝑖 ∈ {1,2}. It is easily seen that 𝑒′1 and 𝑒′2 are two 

hyperedges such that 𝑥−𝑒′1
𝑎 ∨ 𝑢−𝑒′2

𝑦 is a path. 

i.If 𝑎 ∨ 𝑢 = 𝑥 or 𝑎 ∨ 𝑢 = 𝑦, then 𝑥 and 𝑦 are adjacent. 

ii.Consider 𝑎 ∨ 𝑢 = 𝑐1 or 𝑎 ∨ 𝑢 = 𝑐2. Wlog., assume that 𝑎 ∨ 𝑢 = 𝑐1. Then 𝑒′′1 = {𝑥, 𝑎 ∨ 𝑢, 𝑎}  

and 𝑒′2 = {𝑎 ∨ 𝑢, 𝑦, 𝑐2} are two hyperedges such that 𝑥−𝑒′′1
𝑎 ∨ 𝑢−𝑒′2

𝑦 is a path. 

Thus 𝑎 is not a cut point. 

Case 2. Let 𝑑(𝑥, 𝑦) = 3. Then there are three hyperedges 𝑒1 = {𝑥, 𝑎, 𝑐1} and 𝑒2 = {𝑎, 𝑏, 𝑐2} and 

𝑒3 = {𝑏, 𝑦, 𝑐3} for some vertices 𝑏, 𝑐1, 𝑐2, 𝑐3 in 𝐻3(𝐿, 𝑧) such that 𝑥−𝑒1
𝑎−𝑒2

𝑏−𝑒3
𝑦 is a path. If 

𝑎 ∨ 𝑢 is different from each of 𝑥, 𝑏 and 𝑐𝑖 for 𝑖 ∈ {1,2,3}, then there is a path from 𝑥 to 𝑦 which 

does not contain 𝑎. Now, we consider other situations. 

i. Let 𝑎 ∨ 𝑢 = 𝑥. Then consider 𝑒′2 = {𝑎 ∨ 𝑢, 𝑏, 𝑐2} and 𝑒3. Note that there is a path 𝑎 ∨

𝑢−𝑒′2
𝑏−𝑒3

𝑦. Thus 𝑎 is not a cut point. 

ii. Let 𝑎 ∨ 𝑢 = 𝑏. Consider 𝑒′1 = {𝑥, 𝑎 ∨ 𝑢, 𝑐1} and 𝑒3. Clearly, there is a path 𝑥−𝑒′1
𝑎 ∨

𝑢−𝑒3
𝑦. Hence 𝑎 is not a cut point. 

iii. Let 𝑎 ∨ 𝑢 = 𝑦. Consider 𝑒′1 = {𝑥, 𝑎 ∨ 𝑢, 𝑐1}. Thus 𝑥 and 𝑦 are adjacent. Hence 𝑎 is not a 

cut point.  

iv. 𝑎 ∨ 𝑢 = 𝑐𝑖 for 𝑖 ∈ {1,2}. It can be seen in a similar way in Case 1 (ii). 

v. Let 𝑎 ∨ 𝑢 = 𝑐3. Consider 𝑒′3 = {𝑏, 𝑦, 𝑎 ∨ 𝑢} and 𝑒′1 = {𝑥, 𝑎 ∨ 𝑢, 𝑐1}. Then there is a path 

such that 𝑥−𝑒′1
𝑎−𝑒′3

𝑦. 

Case 3. Let 𝑑(𝑥, 𝑦) = 4. Then there are four hyperedges 𝑒1 = {𝑥, 𝑎, 𝑐1} and 𝑒2 = {𝑎, 𝑏, 𝑐2}, 

𝑒3 = {𝑏, 𝑐, 𝑐3} and 𝑒4 = {𝑐, 𝑦, 𝑐4} for some vertices 𝑏, 𝑐, 𝑐1, 𝑐2, 𝑐3, 𝑐4 in 𝐻3(𝐿, 𝑧) such that 

𝑥−𝑒1
𝑎−𝑒2

𝑏−𝑒3
𝑦−𝑒4

𝑐 is a path. If 𝑎 ∨ 𝑢 is different from each of 𝑥, 𝑏, 𝑐, 𝑦 and 𝑐𝑖 for 𝑖 ∈

{1,2,3,4}, then there is a path from 𝑥 to 𝑦 which does not contain 𝑎. Now, we consider other 

situations. 

i. Let 𝑎 ∨ 𝑢 = 𝑥. Now, consider 𝑒′2 = {𝑎 ∨ 𝑢, 𝑏, 𝑐2}. Then note that 𝑒′2 is a hyperedge and 

there is a path 𝑎 ∨ 𝑢−𝑒′2
𝑏−𝑒3

𝑐−𝑒4
𝑦. 

ii. Let 𝑎 ∨ 𝑢 = 𝑏 Consider 𝑒′1 = {𝑥, 𝑎 ∨ 𝑢, 𝑐1} and 𝑒′3 = {𝑎 ∨ 𝑢, 𝑐, 𝑐3}. Then note that 𝑒′1 and 

𝑒′3 are two hyperedges and there is a path x−𝑒′1
𝑎 ∨ 𝑢−𝑒′3

𝑐−𝑒4
𝑦. 

iii. Let 𝑎 ∨ 𝑢 = 𝑐. Consider 𝑒′1 = {𝑥, 𝑎 ∨ 𝑢, 𝑐1} and 𝑒′4 = {𝑎 ∨ 𝑢, 𝑦, 𝑐4}. Then note that 𝑒′4 is 

a hyperedge and there is a path x−𝑒′1
𝑎 ∨ 𝑢−𝑒′4

𝑦. 

iv. Let 𝑎 ∨ 𝑢 = 𝑦. Consider 𝑒′1 = {𝑥, 𝑎 ∨ 𝑢, 𝑐1}. Note that 𝑒′1 is a hyperedge and 𝑥 and 𝑦 are 

adjacent. 

iv. Let 𝑎 ∨ 𝑢 = 𝑐𝑖 for 𝑖 ∈ {1,2}. It can be seen in a similar way in Case 1 (ii). 
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v. Let 𝑎 ∨ 𝑢 = 𝑐𝑖 for 𝑖 ∈ {3,4}. It can be seen in a similar way in Case 2 (v). 

We obtain the following result by the previous theorem. 

Corollary 1. Let 𝑎 be a vertex in 𝐻3(𝐿, 𝑧) and 𝑧 ≰ 𝑎. Then 𝑎 is not a cut-point of 𝐻3(𝐿, 𝑧). 

Proposition 3. If 𝐻3(𝐿, 𝑧) is connected, then 𝐻3(𝐿, 𝑧) has not any bridge. 

Proof. Let 𝑒 = {𝑎, 𝑏, 𝑐} be a bridge of 𝐻3(𝐿, 𝑧). Then 𝐻3(𝐿, 𝑧) is disconnected if 𝑒 is omitted in 

hypergraph. Take an element 𝑦 with 0𝐿 ≠ 𝑦 ≰ 𝑧. Then 𝑎 ∨ 𝑦, 𝑏 ∨ 𝑦, 𝑐 ∨ 𝑦 ≰ 𝑧. Also each of 𝑒1 =

{𝑎 ∨ 𝑦, 𝑏, 𝑐}, 𝑒2 = {𝑎, 𝑏 ∨ 𝑦, 𝑐} and 𝑒3 = {𝑎, 𝑏, 𝑐 ∨ 𝑦} is a hyperedge. Thus, there is a cycle 

𝑎−𝑒3
𝑏−𝑒1

𝑐−𝑒2
𝑎. Indeed if 𝑒 is omitted in hypergraph, 𝐻3(𝐿, 𝑧) is connected. Thus, 𝐻3(𝐿, 𝑧) has 

not any bridge. 
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Abstract. In this study glutathione S-transferase enzyme (EC: 2.5.1.18) from the heart of japonica quail was 

purified with 34.0 EU/mg specific activity, 10.44% purification yield and 78.29 purification folds and 

characterized. Purification processes are consist of three steps, firstly homogenate was prepared, and then 

ammonium sulfate precipitation was performed and finally glutathione-agarose gel affinity column 

chromatography was performed. To check the purity of GST enzyme used SDS-PAGE method. Then the M.W 

calculated at approximately 26.3 kDa by SDS-PAGE method. Enzymatic activity was determined 

spectrofotometrically according to Beutler`s method at 340 nm. Also characterizations study carry out, and the 

results obtained are stability-pH = 9.0 in Tris/HCL buffer, optimum pH = 8.0 in Tris/HCl buffer, optimum 

temperature 60 °C, optimum ionic strength was 1.2 M in Tris/HCl buffer. And kinetic studies performed for 

GST enzyme purified from quail heart by used both glutathione and 1-chloro 2,4-dinitrobenzen as substrate. 

KM and Vmax values are determined as 1.642 mM and 0.502 EU/mL respectively for GSH substrate and 3.880 

mM and 0.588 EU/mL respectively for CDNB substrate. In addition, the effect of some metal ions (Cu2+, Cd2+, 

Fe2+, Fe3+ Zn2+, Ag+, Co2+, and Ti1+) were investigated on the GST enzyme activity in vitro. 

Keywords: Quail, Heart, Glutathione S-transferase, Purification, Characterizations, Metal Ions. 

Glutatyon S-transferaz enziminin Japon bıldırcın (Coturnix, coturnix 

japonica) yürek dokusundan saflaştırılması, karakterizasyonu ve bazı metal 

iyonlarının enzim aktivitesi üzerine etkilerinin araştırılması  

Özet. Bu çalışmada japon bıldırcın yürek dokusundan glutatyon S-transferaz enzimi (EC: 2.5.1.18) 34.0 EU/mg 

spesifik aktivite ile % 10.44 verimle ve 78.29 kat saflaştırılmıştır. Saflaştırma işlemi üç aşamada 

gerçekleştirilmiştir. Bu aşamalar homojenatın hazırlanması, amonyum sülfat çöktürmesi ve glutatyon-agaroz 

jel afinite kolon kromatografisinden oluşmaktadır. Bıldırcın yürek dokusu GST enziminin saflığını test etmek 

için SDS-PAGE yöntemi kullanılmıştır. Daha sonra SDS-PAGE yöntemi ile enzimin alt birimlerinin molekül 

kütlesi yaklaşık olarak 26.3 kDa olarak hesaplanmıştır. Enzimatik aktivite 340 nm'de Beutler yöntemine göre 

spektrofotometrik olarak belirlenmiştir. Yapılan karakterizasyon çalışmalarında enzyme ait optimum pH 

Tris/HCl tamponu pH = 8.0, stabil pH Tris / HCL tamponu pH = 9.0, optimum sıcaklık 60 °C, optimum iyonik 

şiddeet Tris/HCl tamponu 1.2 M olarak bulunmuştur. GST enzimi substrat olarak hem glutatyon hem de 1-kloro 

2,4-dinitrobenzen kullanmaktadır. Yapılan kinetik çalışmalarda GST enzimi için KM ve Vmax değerleri, GSH 

substratı için sırasıyla 3.880 mM ve 0.588 EU/mL, CDNB substrat için sırasıyla 1.642 mM ve 0.502 EU/mL 
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bulunmuştur. Buna ek olarak bazı metal iyonlarının (Cu2+, Cd2+, Fe2+, Fe3+ Zn2+, Ag+, Co2+ ve Ti1+) GST enzim 

aktivitesi üzerine in vitro etkileri araştırılmıştır. 

Anahtar Kelimeler: Bıldırcın, Yürek, Glutatyon S-Transferaz, Karakterizasyon, Metal iyonları. 

 

 

1. INTRODUCTION 

Glutathione S-transeferase (GST-EC: 2.5.1.18) 

isozymes consist of approximately 223 amino acids 

are ubiquitously distributed from the nature, can be 

detect in both prokaryotes and eukaryotes [1]. 

Being found in organism as diverse as microbes, 

insect, plants, fish, birds and mammals [2-3]. These 

cellular detoxification enzymes exist mostly from 

kidney and liver as well as intestine also present in 

other tissue such as heart, brain and erythrocyte. 

GST isoenzymes protect the cell against the 

harmful effects of toxic chemicals. GST 

isoenzymes are important antioxidant enzymes that 

protect cells from the toxic effects of reactive 

oxygen species (ROS) by detoxifying exogenous 

and endogenous substances [4]. Transferase 

enzymes catalyze different types of reactions. 

Some of these enzymes can catalyze the 

conjugation of the reduced glutathione (GSH) with 

compounds containing the electrophilic center. 

This reaction takes place with the formation of a 

thioether bond between the GSH and the 

xenobiotic sulfur atom [5]. A number of GST 

isoenzymes reveal some GSH-dependent catalytic 

activities, such as reduction of organic 

hydroperoxides6, and isomerization of different 

types unsaturated compounds [7]. 

 

GSTs can catalysis the conjugation of glutathione 

to different electrophiles and reverse conjugation 

of various electrophiles compounds with 

glutathione [8]. By lowering activation energy and 

increase speed of conjugation that participates in 

deprotonation of GSH to GS by a tyrosine residue 

in which as the base catalyst function.  The first 

step from the mercapturic acid pathway is the 

glutathione conjugation due to elimination of 

xenobiotic compounds. Evolved GSH by GSTs and 

are abundant throughout most life forms. Because 

of GST response of detoxifying both endogenously 

and exogenously derived toxic compounds [9]. 

GST isoenzymes are divided into two distinct 

super-family members: the cytosolic family 

members and membrane bound microsomal based 

upon the similarity of amino acid sequence. In 

which five classes are cytosolic (designated α, μ, π, 

θ, and κ), so two are membrane-band. The cytosolic 

family of GSTs are subject to genetic significantly 

polymorphisms in human populations [10]. 

 

Glutathione S-tansferase GSTs have been purified 

and characterized from different sources such as rat 

brain cytosol [11], humane kidney [12], human 

placental tissues [13], and rainbow trout 

hepatocytes [14], liver of the freshwater fish 

Monopterus albus [15], rat liver [16], turkey liver 

[17], muscle tissue of Van Lake fish [18] and quail 

liver [19]. There have been used different 

techniques such as the affinity, ion exchange, 

hydrophobic, and gel filtration chromatography to 

purification. 

 

Nowadays from the world our environmental was 

contaminated and polluted through the metal 

refuses, agriculture practice, industrials, 

commercials waste and human activity every day. 

In which any substances such as (drugs, metal ions, 

poisons, etc.) form in vivo and in vitro of the living 

organism cell can inhibition or activation of 

enzymes. Living organisms are exposed to heavy 

metals in nature. Nowadays, the toxic effects of 

heavy metals on living things have been intensively 

studied by researchers, and this has become a 

central research area in the toxicological field [20-

22], So far, there were not found any encountered 

study on the purification and characterization 

glutathione S-tanasferase from the heart tissue of 

japanese quail and the effect of  (Cu2+, Cd2+, Fe2+, 

Fe3+ Zn2+, Ag+, Co2+, and Ti+) metal ions on the 

quail heart GST activity.  

 

The objective of this study was purification and 

characterization of GST enzyme from the quail 

heart and investigation of the any possible effects 

of metal ions on enzyme activity in vitro. 

 

2. MATERIALS AND METHODS 
 

2.1. Materials 

Ammonium sulfate, sodium chloride, sodium 

hydroxide, potassium phosphate, EDTA ethylene 

diamine tetra acetic acid, Tris (Trihydroxy methyl 

amino methane), isopropanol, β-mercaptoethanol, 
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acrylamide, TEMED (N, N, N, N 

tetramethylethylenediamine), hydrochloric acid, 

phosphoric acid, glycerin, ethanol, methanol, 

acetic acid, GSH, glutathione-agarose gel (Sigma 

company), bromothymol blue, sodium acetate, 

potassium hydroxide, glycine amino acid and 

trichloroacetic acid (Merck company), SDS 

(sodium dodecyl sulfate), Commasie Brilliant Blue 

G-250, Commasie Brilliant Blue R-250 (Fishcer 

Scientific), Ammonium persulfate (Chem Solute 

Bio). 

 

2.2. Methods 

2.2.1. Preparation of homogenate 

The quail heard tissues were supplied fresh from 

the Bingol University application farm. It was 

frozen in deep freeze at -20 °C. In the experiments, 

the frozen heart 4 g was cut into small pieces and 

suspended in 12 mL of homogenate buffer (50 mM 

Tris-HCl pH = 7.5) by homoginezer after that the 

suspention was centrifuged at 13,000 rpm for one 

hour and perciptate was discarded. These processes 

carry out at +4 °C. 

 

2.2.2. Activity determination 

Enzyme activity was determined according to 

Habig method [32]. 

 

 

2.2.3. Ammonium sulfate precipitation 

Solid ammonium sulfate precipitation was 

performed at 0% -20%, 30%, 40%, 50%, 60%, 

70%, 80%, 90% and 100% to homogenate and the 

settling interval was determined. According to the 

method was performed by Green and Hughes [33]. 

 

2.2.4. Glutathione agarose affinity column 

chromatography 

Weighted 1 gram of dry glutathione agarose gel 

and washed by distillated water for some times to 

remove impurities also dissolved gel in 200 mL 

distillated water or equilibration buffer and kept it 

overnight between 2 ºC and 4 ºC. The gel was 

swollen, the swollen gelatin air was removed by 

used water tromp then put into the (1 x 10 cm) 

column and packed via closed system. The column 

was equilibrate with 10 mM KH2PO4, 150 mM 

NaCl (pH = 7.4) and sample applied to the 

glutathione-agarose affinity column. Then the 

column was washed with 10 mM KH2PO4, 0.1M 

KCl, pH = 8.0, until absorbance difference 0.05 at 

340nm by spectrofometrically and then gradient 

elution was performed in 50 mM Tris-HCl and 

1.25-10 mM GSH, pH = 9.5, finally the eluates 

were collected. 

 

2.2.5. Protein determination 

Quantitative protein was determined at 595 nm 

spectrophotometrically by used bovine serum 

albumin as a standard according to Bradford 1976 

method [34]. 

 

2.2.6. Sodium dodecyl sulfate polyacrylamide 

gel electrophoresis (SDS-PAGE) 

To control the purity of the GST enzyme, (SDS-

PAGE) was performed at 3% to 15%. According to 

the Laemmli procedure. Also GST molar mass was 

determined according to the Laemmli method [35]. 
 

2.2.7. Determination optimum pH 

To determine the optimal pH of the GST enzyme, 

two different buffers system were used; potassium 

phosphate with pHs 5.5 to 8.0 and Tris/HCl with 

pHs 7.5 to 9.0. With appropriate substrate solution, 

the GST enzyme activity was determined at 340 nm 

by spectrophotometrically. 

 

2.2.8. Stable pH determination  

To determine the GST enzyme pH-stable, two 

different buffers system were used; potassium 

phosphate with pHs 5.5 to 8.0 and Tris/HCl with 

pHs 7.5 to 9.0. The GST enzyme activity measured 

at 340 nm by spectrofotometrically. % activity 

were found as against time (days) at 24 hour 

intervals for 7 days under optimal conditions. 

 

2.2.9. Optimum ionic strength determination  

To determine the optimum ionic strength the GST 

enzyme, two different buffers system were used; 

KH2PO4 prepared with 0.1-1.0 M and Tris /HCl 

prepared with 0.1-1.4 M with the pH = 8.0 for all 

solutions. The GST enzyme activity was measured 

for each solution at 340 nm by 

spectrofotometrically. 

 

2.2.10. Optimum temperature determination  

To determine optimum temperature of GST 

enzyme was used water bath. The GST enzyme 

activity was measured increased temperatures at 

10, 20, 30, 40, 50, 60, 70, 75 and 80 °C, 

respectively. 
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2.2.11. Kinetic study 

To determine the KM and Vmax values for GSH and 

CDNB substrates of GST enzyme, the enzyme 

activity was measured. In this process used at 5 

different concentrations of CDNB and constant 

GSH concentration. Lineweaver-Burk graph 

plotted with the obtain data. The values of KM and 

Vmax for CDNB substrate were determined by 

Lineweaver-Burk graph. In the same way, activity 

measurement with 5 different concentrations of 

GSH and constant CDNB concentration. Activity 

measurements was performed under optimal 

condition [36].  
 

2.2.12. In vitro effects of metal ions 

The following concentrations of metal ions 

selected for this study; Ag+ (0.05 - 1.0 mM), Cu2+ 

(0.1 - 1.0 mM), Cd2+ (1.0 - 7.5 mM), Fe2+ (0.05 - 

1.5 mM ), Fe3+ (0.001 - 0.007 mM), Co2+ (0.5 - 2.5 

mM), Zn2+ (0.5 - 5.0 mM), Ti+ (1 - 7 mM) and Pb2+ 

(0.25 - 1.5 mM) were added to the reaction 

medium, and GST enzyme activity was measured. 

The absence of metal ions was used as a control 

(100% activity). Activity (%) - metal ion 

concentration graph plotted, to determine the IC50 

value which is the inhibitor concentration to reduce 

enzyme activity by half. To determine Ki values, 5 

different (GSH) substrate concentrations (0.2, 0.5, 

1.0, 2.0, 3.0 mM) and 3 different inhibitor (metal 

ions) solutions Cu2+, Ag+ and Cd2+ were added to 

the reaction cuvette. Lineweaver-Burk graphs (1/V 

vs 1/[S]) were drawn and Ki constant were 

calculated. 
 

3. RESULTS 

The GST enzyme was purified from the quail heart 

with the 34.0 EU/mg specific activity, 10.44% 

purification yield and 78.29 purification folds. The 

purity of the quail heart GST enzyme was checked 

by SDS-PAGE (Figure 1). The molecular weight of 

GST enzyme was determined as approximately 

26.3 kDa by SDS-PAGE method (Figure 2).  

 

 
Figure 1. SDS-PAGE photograph: show a single band 

of GST enzyme. 

 
Figure 2. Rf-log M.W calibration curve to determine 

M.W of GST enzyme. 

 

The pH stability for GST enzyme was determined 

as 9.0 in Tris-HCl buffer             (Figure 3). The 

optimum pH for GST enzyme was determined as 

pH = 8.0 in Tris-HCl buffer (Figure 4). Optimum 

temperature for GST enzyme was determined by 

measuring the activity for GST enzyme in different 

temperature started from 0 °C to 80 °C. The 

obtained result showed the optimum temperature 

60 °C (Figure 5). The effect of ionic strength on 

GST enzyme from the quail heart tissue was 

determined by the measured GST enzyme activity 

in  0.1 M to 1.0 M KH2PO4 and 0.1 M to 1.4 M Tris 

/HCl with pH = 8.0 for all solutions. The obtained 

result showed, the optimum ionic strength 1.2 M  

Tris/ HCl buffer (Figure 6). 
 

 
Figure 3. Graphic of stable pH studied with Tris-HCl 
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Figure 4. The graphic of optimum pH  results. 

 

 
Figure. 5. Result of optimum temperature. 

 

 
Figure 6. The results of optimum ionic strength 

(KH2PO4 and Tris-HCl buffer). 

 

In addition enzyme kinetic study was performed to 

determine KM and Vmax for glutathione S-

transferase purified from the quail heart tissues, 

and by using both GSH and CDNB as substrate. 

The results obtained are 1.642 mM and 0.502 

EU/mL respectively for GSH substrate (Figure 7), 

and 3.880 mM and 0.588 EU/mL respectively for 

CDNB substrate (Figure 8). 

 

 
Figure 7. Lineweaver-Burk graphic with five different 

[GSH]. 
 

 
Figure 8. Lineweaver-Burk graphic with five different 

[CDNB]. 

 

The effect of metal ions on the GST enzyme 

activity were determined. Results show that Co2+, 

Fe2+, Fe3+, Ti+, Zn2+ metal ions increased GST 

enzyme activity. Those metal ions indicated 

activator for GST enzyme, (an example Co2+ ion, 

Figure 9), But Cd2+, Cu2+, Ag+ have negative effect 

on the GST enzyme cause the decreased enzyme 

activity, that indicated those are inhibitors for GST 

enzyme from quail heart (Figure 10, Figure 11). 
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Figure 9. Effect of Co2+ on the GST enzyme activity. 
 

 
Figure 10. Effect of Cd2+ on the GST enzyme activity. 

 

 
Figure 11. Effect of Ag+ on the GST enzyme activity. 

 

4. DISCUSSION 

In this study, glutathione S-transferase enzyme for 

the first time was purified from the japanese quails 

heart tissue based on the protein purification 

process with three steps. After purification, 

characterization studies were carried out. 

Glutathione agarose affinity column 

chromatography method was used to purify the 

GST enzyme. It is available and powerful method 

because it is an easy process to apply, low cost, less 

time, single step, potable for bulk amounts of 

enzymes purified and gives very good purification 

yields. 

 

GST enzyme purified with specific activity 34.0 

EU/mg, purification yield 10.439% and 

purification fold 78.296 folds in which compared 

with specific activity of 23.7 EU/mg, 11% yield, 

1107-fold purification from the human placental 

tissues13, specific activity 1.250 x 10-6 unit/mg 

protein, 56.43% yield and 419.88 fold from the rat 

liver16, specific activity of 164.31 U/mg, a yield of 

45%, with  252.7-folds from the turkey liver17, 

specific activity 29,304 EU / mg protein, 

purification fold 316,11 folds and purification yield 

37.36% from the liver of the Van Lake fish23, and 

specific activity of 35,583 EU/mg protein, 

purification fold 301.5-folds, a purification yield 

19.07% from the muscle tissue of Van Lake fish18, 

in literature. 

 

To check the enzyme purity, the sodium doduecyl 

sulfate-polyacrylamaide gel electrophorsis (SDS-

PAGE) method was used [35]. Then SDS-PAGE 

were stained and distained and single band was 

appeared on the gel, it is an evidence to purified 

enzymes. The same method were used in rat brain 

cytosol [11], human placenta [13], human 

hepatoma [25], rainbow trout hepatocytes [14], 

filarial worms Setaria cervi [26], rat liver [16], 

turkey liver [17], Van Lake fish liver [23], and 

muscle tissue of Van Lake fish [18]. SDS-PAGE 

method is suitable and powerful method to check 

purity of enzymes with good results by less time 

and easy to work. So calculate the molar mass of 

GST enzyme by took the Rf-value for standard 

protein bands and GST enzyme single band, the 

result value was drawn plot between Rf-value and 

logarithm molar mass of standard proteins. The 

molar mass was determined as approximately 

26.3kDa for GST enzyme from the heart tissue of 

japanese quail, in which compared with 

heterodimers of MW 26.5 kDa and MW 24.5 kDa 

subunit in human kidney [12], 25 kDa from the 

human placental tissues [13], 27 kDa in maize (zea 

mays pioneer hybrid 3906) [27], 26 kDa from the 

sorghum cereal [28], 26.7 kDa from catfish 

intestinal mucosa [29], 26 kDa and 24 kDa from 

the turkey liver [17] and two subunits as 28 kDa 

and 33.8 kDa from liver of the van lake fish [23] in 

literature. This comparison illustrates that GST 
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isoenzymes have the different molar mass and 

ubiquitous distributed. In which GST molar mass 

from quail heart near to the GST in human kidney, 

turkey liver, sorghum cereal than human placental, 

liver of the Van Lake fish, mazie (zea mays pioneer 

hybrid 3906), and catfish intestinal mucosa. 

 

After purification of GST enzyme from quail heart 

tissues, characterization study was carry out to 

determine the optimum pH, optimum ionic 

strength, optimum temperature, pH-stability. 

Firstly, pH-stability was determined as pH = 9.0 in 

the Tris/HCl buffer. The result was compared with 

stable-pH =7.5 in Down syndrome (DS) and 

normal children erythrocytes [30],  stability-pH = 

8.5 in turkey liver [17] and stable-pH = 5.5 liver of 

the Van Lake fish [23], result was closest to the 

stable pH in turkey liver in literature, pH-stability 

is most important point during the study on all 

enzymes because of keeping enzymes in stable pH 

help to have a best results and continues study for 

a longest interval on target enzymes, since enzymes 

are not denatured, loss activity and biological 

functions to a long time. By continuing the study 

optimum pH was determined as 8.0 in Tris-HCl 

buffer. Compare to optimum pH = 7.5 – 8.0 from 

the maize (zea mays pioneer hybrid 3906) [27], 

optimum pH = 7 from the Down syndrome (DS) 

and normal children erythrocytes [30], optimum 

pH = 7.3 from the turkey liver17 and optimum pH = 

7.8 from the liver of the Van Lake fish [23] in the 

literature in which result was similar to the 

optimum pH of GST from the liver of the Van Lake 

fish and maize (zea mays pioneer hybrid 3906).  In 

the living organism cell each enzyme works in 

specific pH called optimum pH in which it has 

maximum activity. Since pH is the important factor 

that have influence on enzyme activity at below 

and above optimum pH all enzymes loss activity 

and denatured especially in high acidic and basic 

medium. 

 

Also temperature is another factor that have effect 

on enzyme activities, like all reaction enzyme 

activities increase with increase temperature but for 

enzyme increasing temperature is limited because 

at very high temperature all enzymes are denatured 

this is the lose biological function and lose 

enzymes activity. In this study optimum 

temperature was determined as 60 ºC. In which 

above that degree GST loses activity until the 80 ºC 

the activity becomes zero. Compared with 

optimum temperature in range 30 °C– 55 °C from 

the liver of the freshwater fish Monopterus albus 

[30], optimum temperature between 25-35ºC from 

the rat livers [31], optimum temperature 50 °C in 

turkey liver [17] and optimum temperature 30 °C 

from the liver of the Van Lake fish [23] in the 

literature in which result nearest to the optimum 

temperature of GST from the turkey liver and liver 

of the freshwater fish Monopterus albus. In 

continuous study, the effect of ionic-strength on 

glutathione S-transferase was studied as 1.2 M of 

Tris-HCl buffer pH = 8.0. The optimum ionic 

strength for GST 600 mM turkey liver [17], 100 

mM in liver Van Lake fish [23], our results were 

found to be different compared to the literature, the 

quail heart GST enzyme has maximum activity at 

that concentration. 

 

In addition, kinetic study was performed to 

determine KM and Vmax for glutathione    S-

transferase enzyme from the quail heart tissues. 

The results obtained are 1.642 mM and 0.502 

EU/mL respectively for GSH substrate and 3.880 

mM and 0.588 EU/mL respectively for CDNB 

substrate. The results is compare with KM 0.085 

mM for GSH and 2.0 mM for CDNB from the 

human placental tissues [12], KM and Vmax  for 

CDNB are 0.28 mM and 15.68 EU/ml, respectively 

from the liver of the freshwater fish Monopterus 

albus [15], KM values 0.786 mM for GSH and 

0.205 mM for CDNB from human erythrocyte 

[30], KM and Vmax values 0.154 mM, 1.803 EU/mL  

for GSH and 0.380 mM, 2.125 EU/mL for CDNB 

substrate, respectively for GST enzyme in turkey 

liver [17], KM and Vmax determined as 0.060 mM,  

0.562 EU / mL for GSH and 0.891 mM, 1.245 EU  

/ mL for CDNB, respectively from the liver of the 

Van Lake fish [23],  KM and Vmax determined as 

0.53mM, 1.88 EU/mL for GSH and 1.59 mM, 5.58 

EU/mL for CDND, respectively from the muscle 

tissue of Van Lake fish [18], in the literature. 

Results illustrated that the quail heart GST enzyme 

has low affinity for CDNB substrate than GSH 

substrate because the KM value for CDNB substrate 

greater than KM value for GSH substrate. The result 

was similar to the GST enzyme in liver and muscle 

tissue of the Van Lake fish, turkey liver and human 

placental tissues, but different from human 

erythrocyte. Also the results illustrated that the 

Vmax for both GSH and CDNB are closest value but 

Vmax for CDNB substrate was greater than Vmax for 

GSH substrate it mean the CDNB substrate 

concentration has the more influence on the rate of 

reaction that catalyzed by GST enzyme than GSH 

substrate concentration, in which results was 

similar to the GST from turkey liver, muscle tissue 

of Van Lake fish and liver of the Van Lake fish.  
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Recent research has been found that various metal 

ions and organic compounds cause toxicity on 

enzyme activities purified from different sources 

[37-41]. The effect of metal ions on the GST 

enzyme were determined. (Co2+, Fe2+, Fe3+, Ti+, 

Zn2+) increase activity that indicated those metal 

ions are activator But (Cd2+, Cu2+, Ag+) decreased 

enzyme activity that indicated those are inhibitors. 

Further studied determined the types of inhibition 

for GST enzyme from quail heart, results obtained 

Cd2+ and Cu2+ ions were non-competitive 

inhibitors, because KM is constant but Vmax changed 

(Figure 12) as an example for Cd2+, also for Ag+ ion 

was competitive inhibitor, since KM is constant and 

Vmax was changed (Figure 13) also Ki constant and 

IC50 values were determined for inhibitor metal 

ions that are the most suitable parameters for seeing 

inhibitor effects. Which in vitro studies reviled that 

the enzyme activity was inhibited by Cd2+, Cu2+, 

and Ag+. IC50 values and Ki constants were 

0.57±0.236 mM for Cd2+, 0.0028 mM, 0.63±0.224 

mM for Cu2+ and 0.382 mM, 0.27±0.098 mM for 

Ag+, respectively (Table 2). In recent studies, the 

effects of various heavy metals on different 

enzyme activities have been investigated. In a 

recent study, have been investigated the inhibitor 

effects of Ag+, Cd2+, Fe3+, Cu2+ and Zn2+ ions on 

turkey liver mitochondrial thioredoxin reductase 

enzyme [42]. it was reported in different study that 

Fe2+, Pb2+, Cd2+, Ag+ and Zn2+  ions inhibitory 

effect on rat erythrocytes G6PD enzyme activities 

[43]. 
 

 
Figure12. Lineweaver-Burk graph of five different 

GSH concentrations for the determination of Ki in three 

different concentration of Cd2+. 

 

 
Figure. 13. Lineweaver-Burk graph of five different 

GSH concentrations for the determination of Ki in three 

different concentration of Ag+. 
 

Table 1. Quail`s heart tissue Glutathione S-transferase purification results table. 

Samples Volume 

mL 

Activity 

EU/mL 

Total 

activity 

EU 

Protein 

content 

mg/mL 

Total 

protein 

mg 

Specific 

activity 

EU/mg 

Purification 

Yield% 

Purification 

fold 

Homogenate 10 0.632 6.319 1.455 14.55 0.434 100 1 

Ammonium sulfate 

precipitation 

2 1.753 3.506 1.189 2.378 1.474 55.494 3.395 

Pure enzyme 2 0.329 0.659 0.0097 0.0194 34.0 10.439 78.296 

Table 2. Ki and IC50 values obtained from regression analysis graphs for quail heart GST in 

the presence of different metal ions concentration 

Heavy metal IC50 (mM) Ki(mM) Inhibition type 

Cd2+ 3.127 0.57±0.236 Non-competitive 

Cu2+ 0.0028 0.63±0.224 Non-competitive 

Ag+ 0.382 0.27±0.098 Competitive 
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5. CONCLUSION 

In this study, glutathione S-transferase enzyme for 

the first time was purified from the japanese quails 

heart tissue based on the protein purification 

process with three steps. After purification, 

characterization studies were carried out. In 

addition the effect of metal ions on the GST 

enzyme activity were determined. Our study 

showed that Co2+, Fe2+, Fe3+, Ti+, Zn2+ metal ions 

increased GST enzyme activity, while Cd2+, Cu2+ 

and Ag+ ions had an inhibitory effect on enzyme 

activity. 
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Abstract. One of the main methods to decrease NO emission during the combustion of gases is the use of 

diluents. This study is interested in the effects of CO2, N2, and H2O dilutions in the adiabatic, turbulent, partially 

premixed combustion of synthesis gas. The amounts of NO emissions are computationally determined. The 

results show that NO maximizes at 1.39 of equivalence ratio under humid burning air conditions. The best 

reductive effect on NO emissions indicates H2O dilution followed by CO2 and N2. The increase in the dilution 

rates gradationally reduces NO. The rising pressure enhances NO emissions with/without diluters. The 

increasing inlet air and premixed mixture temperatures raises NO. 

Keywords: Synthesis gas, partially premixed, combustion, nitrogen oxide. 

Kısmi Önkarışımlı Sentez Gazı Yanmasının NO Oluşumu Üzerinde CO2, N2 

ve H2O Seyreltmelerinin Etkileri  

Özet. Gazların yakılmasında NO emisyonunu azaltmak için ana metodlardan biri seyrelticilerin kullanımıdır. 

Bu çalışma sentez gazının adyabatik, turbülanslı, kısmi önkarışımlı yanmasında CO2, N2 ve H2O 

seyreltmelerinin etkileri ile ilgilenmektedir. NO emisyonlarının miktarları hesaplamalı olarak saptanmıştır. 

Sonuçlar, nemli yakma havası şartlarında, NO’in, 1.39 ekivalans oranında maksimize olduğunu göstermektedir. 

NO emisyonları üzerinde en iyi azaltıcı etkiyi CO2 ve N2 tarafından takip edilen H2O seyrelticisi göstermektedir. 

Seyreltici oranlarındaki artış derecesel olarak NO’i azaltmaktadır. Yükselen basınç seyreltili veya seyreltisiz 

NO emisyonlarını artırmaktadır. Artan hava ve önkarıştırılmış karışım giriş sıcaklıkları NO’i yükseltmektedir. 

Anahtar Kelimeler:, Sentez gazı, kısmi karışımlı, yanma, nitrojen oksit. 

 

1. INTRODUCTION 

Synthesis gas (syngas) is a product obtained by 

gasification process from coal, tire, biomass, or 

steam reforming from natural gas. It generally 

consists of different components as H2, CH4, CO, 

CO2, H2O, N2, H2S, NH3, and COS depending on 

fuel source what it is derived of.  Synthesis gas is 

utilized in industrial furnace and high efficiency 

gas turbines for power generation after post 

gasification process removing H2S and other 

unwanted contaminants. Its wide presence and 

appropriate combustion characteristics makes 

synthesis gas a conspicuous option among gas fuels 

[1, 2]. 

 

NOx emissions forming because of high 

temperature reactions of N2 and O2 in burning air 

and fuel also continue to be an environmental 

problem as a pollutant for synthesis gas 

combustion. NOx is the sum of mostly NO and NO2 

from greenhouse gases and countries take common 
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precautions to reduce these gas releases [3]. NOx 

emerges during the combustion by three different 

ways called thermal, prompt, and fuel. Thermal 

NOx begins to be more effective by the reactions of 

nitrogen and oxygen at temperatures over 1300 oC 

and is defined by the reactions of N2 + O ↔ NO + 

N, N + O2 ↔ NO + O, N + OH ↔ NO + H. The 

reactions with nitrogen of both carbon and 

hydrocarbon derivatives form prompt NOx in fuel-

rich areas. Finally, the oxidation of nitrogen and its 

compounds in fuel causes fuel NOx [4]. 

 

The partially premixed or diffusion combustion 

methods are largely preferred to obtain lower NOx 

and to get rid of flashback caused by high burning 

velocity of H2 in combustion devices burning 

synthesis gases. Furthermore, the gas diluents as 

N2, H2O, and CO2 are used to decrease flame 

temperature and NOx by adding to air, fuel or 

unburned fuel/air mixtures and also have effects on 

flame’s stability, extinction, propagation, and fuel 

flammability [5, 6].  

 

Many studies are interested in the production 

methods of synthesis gas from different sources. 

There have been a few studies to investigate the 

combustion and emission characteristics of 

premixed or non-premixed synthesis gases under 

different conditions in literature. Park and Kim 

detected that H2O and CO2 dilutions are more 

effective than N2 to reduce NOx emissions [7]. 

Parka et al. concluded the increased pressure raises 

NOx emissions and fuel side N2 dilution reduces 

NOx for coal based synthesis gas [8]. Williams et 

al. found oxygen up to 22% in CO2 is beneficial to 

decrease NOx [9]. Huang et al. determined the 

preheating air causes higher NOx but lower CO 

emissions [10]. Tian et al. detected the rising N2 

dilution in dry and humid burning air fades NOx in 

dry and humid burning air at a non-premixed 

combustor and its effect rises with humidification 

of air [11]. Tran et al. showed CO2 dilution lowers 

the adiabatic flame temperature and laminar 

burning velocity for syngas/air mixture [12]. Giles 

et al. found CO2 and H2O are more effective than 

N2 in reducing NO and the most effective is H2O 

diluent in airstream for counter-flow diffusion 

flames [13]. Chan et al. determined CO2 dilution 

lower flame temperature and increases the specific 

heat of the premixed methane/air mixture [14]. 

Zhang et al. concluded the increasing CO2 dilution 

reduces the temperature and NOx [15].  

 

In this study, the mass fractions of NO emitted at 

the end of partially premixed combustion of 

synthesis gas derived from waste tires are 

computationally determined with dilution effects 

of CO2, H2O, and N2 mixed in the upstream air 

under different equivalence ratio, pressure, inlet air 

and premixed fuel/air temperatures by ANSYS 

software. 

 

2. MATERIALS AND METHODS 
 

The numerical calculations for evaluating NO mass 

fractions at the end of partially premixed synthesis 

gas/air combustion are realized in ANSYS R15.0. 

Fluent in ANSYS is the computational fluid 

dynamics software that is used to model 

turbulence, flow, chemical reactions, heat transfer, 

aerodynamics, hydrodynamics, combustion, etc. It 

reaches a solution by solving the equations related 

to the phenomena under defined conditions on 

meshed field of a physical model created in Fluent. 

Moreover, computational fluid dynamics software 

for investigating the combustion case are preferred 

more by researchers because of its cheaper, easier 

manipulation, and lesser time consumption with 

respect to experimental way. 

 

The meshed field of co-axial combustor used for 

burning synthesis gas/air mixture is given in Figure 

1. The mesh of 2D model of the chamber consists 

of 11800 elements and 12076 nodes. The 

composition of synthesis gas derived of waste tires 

is 24% CH4, 51.8% H2, 16.9% CO, and 7.3% CO2 

[16]. 

 

 
Figure 1. The meshed chamber of co-axial combustor. 

 

The inlet flow rates and temperatures of premixed 

shale gas/air and air with the dimensions of the co-

axial burner are illustrated in Figure 2. If not 

mentioned any different condition in the text, the 

premixed shale gas and air enters by 30 m/s rate at 

300 K as the upstream air enters into the combustor 

by 10 m/s rate at 600 K. The air includes humidity 

at the rate of 1.5%. The diluents of CO2, H2O, and 

N2 to examine the dilution effects on NO emissions 

during the combustion are added to the upstream 

air at changing ratios from 0 to 30%.  

814 



 

 

Ozturk / Cumhuriyet Sci. J., Vol.40-2 (2019) 813-818 

 
Figure 2. The dimension of co-axial combustor and the 

inlet flow rates and temperatures [17]. 

 

The following model and property options under 

Fluent Setup are selected for the solutions of 

partially premixed combustions:  

▪ Viscous Model – k-epsilon (2 eqn), k-epsilon 

model – standard, Near-Wall Treatment – 

Standard Wall Functions  

▪ Species Model – Partially Premixed 

Combustion (Premixed Model – C Equation, 

Chemical Equilibrium, Adiabatic, and Flame 

Speed Model – Zimont)  

▪ NOx Model – On (Thermal, Prompt, and N2O 

Intermediate are selected) 

▪ The inlet flow rates, inlet temperatures, and 

equivalence ratios are entered from Zone of 

Boundary Conditions, Prompt Tab of NOx 

Model and Boundary tab of PDF Table by 

changing Fuel (shale gas-air mixture) and Oxide 

(air) ratios for the complete combustions and 

others. 

NOx emissions are evaluated in terms of NO 

concentration at the out because NO can be utilized 

in the place of NOx consisting of NO and NO2 

owing to an order difference of 10-3 mostly 

between mass fractions of NO and NO2. 

 

3. RESULTS AND DISCUSSION 

The increment of temperature in the combustion 

chamber always causes to the rise of NO formation 

at the end of combustion. Figure 3 and 4 represent 

the contours of temperatures in the co-axial 

combustor as the equivalence ratio equals to 1 and 

1.4. It is seen that there is a difference of 1215 K 

between the maximum temperatures of ER=1 and 

1.4.   

 

 
Figure 3. The contours of temperatures during the 

combustion of synthesis gas at ER=1.  

 
Figure 4. The contours of temperatures during the 

combustion of synthesis gas at ER=1.4. 

 

NO mass fractions arising at the end of partially 

premixed combustions of synthesis gases/air at 

various equivalence ratios (ER) are illustrated in 

Figure 5. NO roughly reach to the maximum at 1.39 

of the equivalence ratio of premixed synthesis 

gas/air for the all. The highest NO value as 

0.000141 kg NO/kg belongs to the synthesis gas/air 

combustion with non-dilution as expected. It is 

respectively followed by N2, CO2, and H2O diluted 

combustions toward to the lowest. It is seen that 

H2O dilution indicates the best reductive effect on 

NO. The difference between NO of the combustion 

without dilution and 15% N2, CO2, and H2O diluted 

ones is 13.4%, 14.8%, and 24.8% at ER=1.39. The 

decrease of the burning air amount in the 

combustor with rising fuel side equivalence ratio 

raises causes the incomplete combustion and the 

descending reaction temperature drops NO 

emission after a certain point of ER.  

 

 
Figure 5. The mass fractions of NO at different 

equivalence ratios.  
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The mass fractions of NO with no dilution and the 

diluted combustions at ER=1.4 is given for 

different dilution rates in Figure 6. The increase of 

addition rates for N2, CO2, and H2O in the upstream 

burning air gradationally decreases NO emissions. 

The best effect for NO attenuation is provided at 

H2O dilution following by CO2 and N2. At 10% of 

addition rate, the reduction rates of NO for N2, CO2, 

and H2O additions are 8.5%, 9.2%, and 17.7% 

respectively.  

 

N2 dilution reduces flame temperature, flame 

speed, thermal diffusivity and high temperature 

regions in the combustion chamber. It lowers NO 

emissions. CO2 addition indicates more chemical 

effects than H2O [11, 18]. The addition of CO2 in 

the upstream air raises heat capacity of mixture and 

decreases combustion rate, reaction kinetics, flame 

speed, and flame temperature by causing a 

reductive effect on mixture concentration [14]. 

H2O has the high heat holding capacity and drop 

the reaction temperature, burning velocity, and NO 

[5]. 

 

 
Figure 6. The mass fractions of NO at different N2, 

CO2, and H2O addition rates. 

 

The pressure effect on NO mass fractions for 15% 

dilution rate at ER=1.4 is indicated in Figure 7. The 

pressure gauge is absolute. The pressure has an 

ascender effect on NO. NO emissions especially 

become crucial in the combustion chambers of 

vehicle’s engines and combustion systems running 

at high pressures. NO for non-addition, 15% N2, 

15% CO2, and 15% H2O dilution rates between 0 

and 10 Atm increase 68.7%, 56.9%, 44.6%, and 

56.6%. NO with 15% N2, CO2, and H2O additions 

diminish 18.9%, 26.4%, and 30.2% in turn at 10 

Atm pressure. 

 
Figure 7. The mass fractions of NO at different 

pressures. 

 

The effect of air inlet temperature at upstream on 

NO is given in Figure 8. The increase of air inlet 

temperature raises the reaction temperature and 

rates in the combustion chamber and the rising 

temperature causes NO to rise as well. NO 

increment between 500 and 800 K is 97.6%, 

120.5%, 123.3%, and 110.6% for no addition, 15% 

N2, 15% CO2, and 15% H2O addition rates. The 

decrease rates for NO at 800 K temperature for 

15% N2, CO2, and H2O additions is 6.7%, 9.1%, 

and 21.7% respectively. 

 

 
Figure 8. The mass fractions of NO at different air 

inlet temperatures. 

 

The effect of inlet temperature of premixed 

synthesis gas/air mixture on NO emissions is 

presented in Figure 9. The rising inlet temperature 

of premixed mixture enhances the reaction 

temperature and implicitly NO emission as the 

upstream air inlet temperature does. NO increment 

between 250 and 325 K is 15.5%, 18.1%, 19.2%, 

and 17.7% for no addition, 15% N2, 15% CO2, and 

15% H2O dilution rates. NO decrement with 15% 

dilutions at 325 K is 24.1% for H2O and 

approximately 12.7% for N2 and CO2. 
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Figure 9. The mass fractions of NO at different 

synthesis gas/air inlet temperatures. 

 
 

 

4. CONCLUSION 

The hazardous NO emissions of adiabatic, 

turbulent, partially premixed combustion of humid 

air and synthesis gases are computationally 

investigated at different equivalence ratios, 

pressures, and inlet temperatures of upstream air 

and premixed gas/air under the dilutive effects of 

N2, CO2, and H2O added into the upstream burning 

air. The following results are obtained: 

 

▪ NO emission is the maximum at ER=1.39. To 

decrease NO formation, equivalence ratio 

needs to be diminished to 1 or lower values. 

The best reductive effect on NO emission is 

realized by H2O addition followed by CO2 and 

N2. H2O and CO2 can be given to the 

combustion chamber by dissociating from the 

exhaust gases. The difference between NO of 

the combustion without dilution and 15% N2, 

CO2, and H2O diluted ones is 13.4%, 14.8%, 

and 24.8% at ER=1.39. 

▪ The increase in dilution rates of N2, CO2, and 

H2O in the upstream air reduces NO. NO 

emission with 10% N2, CO2, and H2O additions 

decreases 8.5%, 9.2%, and 17.7% in turn. The 

appropriate dilution ratios must be adjusted by 

taking consideration the reaction temperatures 

and system efficiency. 

▪ The pressure increases NO emissions under all 

the combustion conditions with/without 

dilution. NO amount at the end of combustion 

with 15% N2, CO2, and H2O addition into the 

upstream air decreases 18.9%, 26.4%, and 

30.2% respectively at 10 Atm pressure. 

▪ The rising air inlet temperature enhances NO 

emissions. The increment tendency in NO 

formation with the air inlet temperatures above 

600 K is higher than that of previous 

temperature values. The inlet air can be heated 

by exhaust gases for providing the better 

combustion and ignition. NO decreases 6.7%, 

9.1%, and 21.7% with 15% N2, CO2, and H2O 

additions at 800 K. 

▪ The increasing inlet premixed synthesis gas/air 

temperature uplifts NO amount. NO increases 

15.5%, 18.1%, 19.2%, and 17.7% for the 

combustion without addition and with 15% N2, 

CO2, and H2O additions between 250 and 325 

K of the inlet temperature. The inlet 

temperature of premixed synthesis gas/air can 

be hold at 300 K. 
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Abstract. First of all, a novel inequality of Hadamard's type for functions higher order derivatives of which 

are convex is developed. It is also presented midpoint type results. Afterward, Ostrowski type inequalities for 

mappings whose   derivatives are either Lipschitzian or Hölder continuous with   are established. Furthermore, 

links between results given in the earlier paper and our outcomes are examined. 

Keywords: Convex Functions, Lipschitz Continuity, Ostrowski's Inequality, Hermite-Hadamard inequality. 

Yüksek Mertebeden Diferensiyellenebilir Fonksiyonlar için Perturbe 

Tipli Eşitsizliklerin Geliştirilmiş Durumları 

Özet. Bu çalışmada, ilk olarak yüksek mertebeden türevleri konveks olan fonksiyonlar için Hadamard tipli 

yeni bir eşitsizlik geliştirilmiş ve aynı zamanda bu eşitsizliğin orta nokta tarzındaki sonuçları sunulmuştur. 

Daha sonra, n. mertebeden türevleri ya Lipschitzyan ya da ]1,0(  olmak üzere − Hölder sürekli olan 

fonksiyonlar için Ostrowski tipli eşitsizlikler kurulmuştur. Bulunanlara ek olarak, bizim sonuçlarımız ile 

önceki makalelerde sunulmuş eşitsizlikler arasındaki bağlantılar incelenmiştir. 

Anahtar Kelimeler: Konveks Fonksiyonlar, Lipschitzyan Süreklilik, Ostrowski Eşitsizliği, Hermite-

Hadamard Eşitsizliği. 

 

1. INTRODUCTION  

The main purpose of the mathematical inequalities is to determine lower and upper bounds to 

mathematical expressions whose values are unknown exactly. So, inequality theory plays an 

important role in many areas of modern mathematics. Hermite-Hadamard inequality, introduced by 

C. Hermite and J. Hadamard but first published by Hadamard [1] in 1893, is one of the most 

significant inequalities in the literature because it gives an estimate of the mean value of a convex 

function. This inequality expresses that if R→If :  is a convex function on the interval of real 

numbers and ba,  are elements of I  with ,ba   then we have the chain of inequalities. 
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Another important inequality, published by Ostrowski [2] in 1938, is Ostrowski inequality obtained 

by using functions first derivatives of which are bound. This inequality is stated as follows: 
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Let   R,: →baf  be a differentiable mapping on ( )ba,  whose derivative ( ) R,: → baf  

is bounded on ( ),,ba  i.e. 
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for all   bax , . The constant 4
1  is the best possible. 

These two inequalities have attracted many researchers due to its wide application areas. A large 

number of authors have devoted their effort to observed different generalizations, refined, 

counterparts and extensions of (1) and (2) for various classes of mappings. In particular, some 

generalizations of the inequalities (1) and (2) for differentiable, twice differentiable and higher-

order differentiable mappings are studied. For instance, Sarikaya and Set derived some novel 

Ostrowski type results for twice differentiable functions by using a new Montgomery type 

identity in [3]. Moreover, results similar to Ostrowski's inequality are provided for functions 

second derivatives of which are bounded in [4] and [5]. On the other side, an extension of the 

inequality (1) for twice differentiable functions is presented by Farissi et al. in reference [6]. 

The interested mathematicians focused on perturbed type inequalities which give more general 

and more extensive outcomes of (1) and (2). In [7], the author developed an identity to establish 

some inequalities of perturbed Ostrowski type for absolutely continuous as follows. 

Theorem 1. Let   C,: →baf  be an absolutely continuous on  ba,  and  .,bax  Then, 

for any )(1 x  and )(2 x  complex numbers, we have 
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where the integrals in the left hand side are taken in the Lebesgue sense. 

Afterward, researchers worked on perturbed inequalities for twice differentiable functions in [8] 

and [9]. 

We note that there are cases when first and second-order derivatives are not enough to solve 

certain mathematical issues. Hence, some researchers observed integral inequalities for higher-

order differentiable mappings. As an illustration, authors provided some generalizations of 

Ostrowski type results for mappings higher-order derivatives are elements of 
pLL ,1

 or L  in 

[10], [11] and [12]. What is more, results that are higher order generalizations of Hermite-

Hadamard inequality are deduced in [13] and [14]. In [15], Ozdemir and Yildiz examined 

midpoint formula related to (1) for higher order differentiable functions. In [16], Erden gave 

perturbed inequalities for mappings n .th derivatives of which are of bounded variation. In 

addition, it is presented some perturbed type integral inequalities for functions whose higher-

order derivatives are either convex or Lipschitzian in [17]. 
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In [18] and [19], Dragomir observed companions of Perturbed Ostrowski type inequalities for 

absolutely continuous functions. In [20], Erden established the following equality for −n times 

differentiable functions so as to refined Ostrowski type inequalities. He also investigated new 

quadrature rules to capture more effective results than the previous. 

Lemma 1.  Let   R,: →baf  be a −n  time differentiable function on ( ).,ba  Then, for any 

3,2,1),( =ixi  complex numbers and all  ,,
2
baax +  we have the identity 
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where ),:( xnfS  is defined by 
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In [21], Kashif et al. developed new results of Ostrowski type for functions thn.  derivatives of 

which are element of either  baL ,1  or  baL ,2  by means of three-step kernel. Moreover, 

Qayyum et al. improved more comprehensive Ostrowski type results whose special cases give 

inequalities presented in the previous studies for functions having a five-step kernel in [22]. 

Both works also presented new efficient quadrature rules which can use to find the approximate 

value of expressions values of which cannot be calculated exactly. 

In this study, our purpose is to establish new inequalities for mappings higher order derivatives 

of which are absolutely continuous. By utilizing the above equality, some companions of 

perturbed inequality for mappings higher order derivatives of which are either convex or 

Lipschitzian are examined. Results given in previous articles were recaptured when we gave 

specific values to the inequalities obtained in this work. 

2. INEQUALITIES FOR CONVEX FUNCTIONS 

Convex functions have become a cornerstone in many fields of Mathematics. Specifically, these 

type functions are a lot used in the inequality theory and optimization problems. The most 

famous of the inequalities obtained by using convex functions is Hermite-Hadamard inequality. 

Furthermore, midpoint and trapezoidal type results which are related to Hermite-Hadamard 

inequality plays an important role in a large number of areas of Mathematics. Now, we recall 

some definitions and properties concerning the convex functions which will use to establish our 

new results. 
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Supposing that I  is an interval of real number with interior .I  Also, R:)1( →− In  be a 

convex function on .I  In this case, 
)1( −n  is continuous on 

I  and possess finite left and right 

derivatives at each point of .I  Furthermore, if i  and j  are element of 
I  and ,ji   then 

),()()()( )()()()( jjii nnnn

+−+−    and this situation shows that both 
)(n

−  
and 

)(n

+  are 

non-decreasing functions on .I  A convex function is well known to must be differentiable 

apart from at most countably many points. 

We note that the sub differential of convex function 
)1( −n  indicated by 

)1( − n  is the set of all 

functions  −→ ,: I  such that ( ) RI  satisfied the condition 

( ) ( )mmimi nn  −+ −− )()( )1()1(
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Theorem 2. Let   R,: →baf  be n  times differentiable function on ( ),,ba  and let n  be 

odd number. If 
)1( −nf  is a convex function with the lateral derivatives )()( af n
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where ,)1( − nf   because   is equal to 
)(nf  almost everywhere on  .,ba  
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for any  bxbat ,−+ . Hence, the desired inequality is proved. 
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which is a midpoint type inequality for mappings whose higher order derivatives are convex. 

Corollary 2. Under all the all conditions of the Theorem 2, if we choose ,
4

3 bax +=  one has the 

result 
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Remark 1. If we take 1=n  in the inequality presented in the theorem 2, we have 
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which was proved by Dragomir in [19]. 

3. SOME RESULTS FOR LIPSCHITZIAN DERIVATIVES 

Lipschitz continuity, which was called after Rudolf Lipschitz, is a more consistent form of 

uniform continuity. We began with the definition of Lipschitz continuity to this section. 

  R,: →ba  is said to be Lipschitzian ,  if there exists a real constant 0M  such that 

srMsr −− )()(   

for any  .,, basr 
 

A recent companion inequality for mappings whose higher order derivatives are Lipschitzian is 

provided in the following theorem. 

Theorem 3. Let R: →If  be a n  times differentiable function on 
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n th derivative R:)( →If n
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where ),:( xnfS  is defined as in (4). 
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Seeing that C:)( →If n
 is Lipschitzian with the constant 1M  on  ,, xa  we get 
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Similarly, if the other two integrals in the right-hand side of (5) are observed, then the desired 

result can easily be obtained. 

Corollary 3. Let R: →If  be a n  times differentiable function on 
I  and   ., Iba   

Also, let ( ).,bax  If the n th derivative R:)( →If n
 is Lipschitzian with the constant M  

on  ba, , then one has 
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for any  ., 2
baax +  

Remark 2. If we take 1=n  in (6), the inequality (6) becomes 
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which is provided by Dragomir in [19]. 

Furthermore, it can be derived trapezoidal and midpoint type inequalities by choosing ax =  

and 2
bax +=  in the above results. 
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Now, we deal with another result acquired by using a more comprehensive condition than 

Lipschitz continuity in the next theorem. 

Theorem 4. Let  R: →If   be a  n   time differentiable function on  
I   and    ., Iba    

If the conditions 
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are satisfied for 1,, −  and ,0,, 321 LLL  then, for any  ,,
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baax +  we have the 

inequality 
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where ),:( xnfS  is as shown in (4). 
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Now, should we calculate the first integral given in right hand side of the above inequality by 
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utilizing the property (7), we possess 
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If we substitute the resulting inequalities in (11) after having estimated the other two integrals 

by using the properties (8) and (9), we can easily find the desired inequality (10) which finishes 

the proof. 

In particular, if we take in consideration Hölder condition that is a generalization of the 

Lipschitzian, then we can express a new result as follows. 

Corollary 4. Let R: →If  be a n  time differentiable function on 
I  and   ., Iba   If the 

n th derivative 
)(nf  is − Hölder type on  ,,ba  then we have the inequality 
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for any  ,,, basr   where ( 1,0r  and 0H . In this case, the following inequality holds: 

( ) ( )
( )

( ) 
( )

( )

( )
( )




















−

+
+−

++


−+







−

+







 +

+

−+
−

+

−
−+−

++

++

+

+



1

1

1

)(

1

)()(

2!1

2

)(1
22!1

11

!1
)(1)(),:(







n

n

b

a

n

n

n

n

n

nnn

x
ba

ax
n

K

n

dttfx
baba

f
n

n

ax
bfafxnfS

 

for any  ., 2
baax +  Specifically, if we suppose that

)(nf  is Lipschitzian with the constant 

0K  or if we take 1=  in the above result, then, for any  ,,
2
baax +  we get 
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where ),:( xnfS  is as given in (4). 

Remark 3. If we choose 1=n  in (12), the inequality (12) reduce to the result 
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that was presented by Dragomir in the reference [19]. 

In addition to all these result, the inequalities given in this section can be examined the cases 

when 2
bax +=  and .

4
3 bax +=  What is more, it is clear that the cases when 1=n  and 2=n  of 

the results provided throughout this section relate to inequalities developed in some works listed 

in the references. 
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Abstract. Sensing of metal ions using fluorometric tools has wide applications in chemical, biological and 

environmental analysis. Plant phytochemicals, like flavonoids, exhibit intense fluorescence upon excitation by 

UV light. Leaves sage (Salvia officinalis), which is rich in polyphenolic and flavonoids compounds, were 

extracted using Soxhlet and microwave-assisted extractors. The extraction methods led to variations in the 

phytochemical composition of the extracts, which in turn affected their interaction with metal ions. Despite the 

variations in the composition, both of the extracts gave high fluorescence emissions when excited at 365 nm. 

Variations in fluorescence emissions of the extracts were studied in upon addition of each metal ion;  i.e., Li+, 

Na+, K+, Cs+, Be2+, Mg2+, Sr2+, Ba2+, Al3+, Tl3+, Ge4+, Sn4+, Pb2+, Sb3+, Bi3+, Se4+, Cu2+, Ag+, Zn2+, Cd2+, Ti4+, 

Cr3+, Cr6+, Mo6+,  W6+, Mn2+, Fe3+, Ni2+, Co2+ and Pd2+. When they were added into the Soxhlet extract, some 

ions (Cr3+, Pb2+, Co2+) induced intense fluorescence and some (Ge4+, Mg2+, K+, Na+) ions quenched the 

fluorescence emission. As for microwave-assisted extract, the addition of Sr2+, Mg2+ and Co2+ ions enhanced 

the fluorescence emission of the extract, but Fe3+, Be2+ and Cs+ lowered the fluorescence intensity. However, 

the results of the study should be considered as introductory and further selectivity and sensitivity studies should 

be done for each extract if they are used for sensing of metal ions. Yet, this study demonstrated that sage extracts 

has a potential for fluorescent sensing of certain metal ions. 

Keywords: Sage; Flavonoid; Metal ion sensing; Soxhlet extraction; Microwave irradiation. 

Salvia officinalis'in su özütlerini kullanarak metal iyonlarının floresanla 

algılanması  

Özet. Metal iyonlarının florometrik araçlar kullanarak algılanması kimyasal, biyolojik ve çevresel analizlerde 

geniş uygulamalara sahiptir. Flavonoidler gibi bitki fitokimyasalları, UV ışığı ile uyarıldıklarında yoğun 

floresans ışıma yaparlar. Polifenolik bileşikler ve flavonoidler bakımından zengin olan adaçayı (Salvia 

officinalis) yaprakları Soxhlet ve mikrodalga ekstraktörler kullanılarak özütlendi. Ekstraksiyon yöntemleri, 

özütlerin fitokimyasal kompozisyonunda değişikliklere neden olmuştur, bu da metal iyonlarıyla etkileşimlerini 

etkilemiştir. Kompozisyondaki değişikliklere rağmen, özütlerin her ikisi de 365 nm'de uyarıldığında yüksek 

floresans emisyonu vermiştir. Özütlerin floresans emisyonundaki değişmeler her bir iyonun ilave edilmesiyle 

çalışıldı; Li+, Na+, K+, Cs+, Be2+, Mg2+, Sr2+, Ba2+, Al3+, Tl3+, Ge4+, Sn4+, Pb2+, Sb3+, Bi3+, Se4+, Cu2+, Ag+, Zn2+, 

Cd2+, Ti4+, Cr3+, Cr6+, Mo6+,  W6+, Mn2+, Fe3+, Ni2+, Co2+ ve Pd2+. Soxhlet özütüne ilave edildiğinde, bazı iyonlar 

(Cr3+, Pb2+, Co2+) yoğun floresansa neden olmuş, bazı (Ge4+, Mg2+, K+, Na+) iyonlar ise floresans emisyonunu 

söndürmüştür. Mikrodalga destekli özütte, Sr2+, Mg2+ ve Co2+'nın ilavesi, özütün floresans emisyonunu arttırdı, 

ancak Fe3+, Be2+ ve Cs+ floresan şiddetini düşürdü. Bununla birlikte, çalışmanın sonuçları giriş niteliğinde 

olarak değerlendirilmeli ve metal iyonlarını algılamak için kullanılacaksa her özüt için seçicilik ve duyarlılık 

çalışmaları yapılmalıdır. Yine de, bu çalışma adaçayı özütlerinin belirli metal iyonlarının floresan algılama 

potansiyelinin olduğunu göstermiştir. 

Anahtar Kelimeler: Adaçayı; Flavonoid; Metal iyonu algılama; Soxhlet ekstraksiyonu; Mikrodalga ışınlaması. 
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1. INTRODUCTION 

Extracts from plants have been subject of intensive 

studies because of their wide range of 

pharmacological activities. Sage (Salvia 

officinalis) is a medicinal and herbal plant [1]. Its 

biological activities are attributed to its phenolic 

compounds including carnosic acid, carnosol, 

rosmarinic acid, diterpenes, triterpenes and 

flavonoids [2, 3].  

 

Apart from therapeutic activities and physiological 

importance [4], flavonoids, one group of the active 

ingredients in S. officinalis extracts, also display 

important characteristics [5]. These polyphenolic 

phytochemicals emit brilliant fluorescence when 

excited by UV light [6]. 

 

Detection of metal ions using fluorescence 

spectrometry is a simple and powerful technique in 

analytical chemistry. Designing fluorescent and 

water-soluble chemosensors for sensing metal ions 

in aqueous environments is of importance. Water-

soluble and natural fluorescent chemosensors are 

needed for detection of metal ions by fluorescence 

spectrometry [7, 8]. 

 

Natural compounds as fluorescent probes for metal 

ions have attracted considerable attention in the 

past few years. For example, a plant alkaloid 

berberine was isolated from the stems of Mahonia 

leschenaultti and then used for detection of Ag+ ion 

[9]. In one study natural Isorhamnetin from Ginkgo 

leaves was applied for determination of Cu2+ in 

samples from rivers, lakes, vegetables and fruits 

[10]. In another study, a simple and green 

analytical procedure based on chlorophyll a was 

developed by Gao and et al., (2006) [11]. The 

authors reported the extraction and purification of 

chlorophyll a from the leaves of pea and use of 

chlorophyll a fluorometric detection of Hg2+ ion. A 

more recent study by Ahmad et al., (2018) reported 

that flavonoid containing methanolic extract of 

Corchorus depressus could be used as a 

spectrofluorometric assay for the detection of 

Benzo[a]pyrene [12]. Flavonoids also display 

affinity for metal ions by forming metal–flavonoids 

complexes. Flavonoids are able to form fluorescent 

chelates with a variety of metal ions [13]. 

 

This study aimed to test whether it is possible to 

develop a simple, cheap and fast 

spectrofluorometric chemosensor based on the 

water extract of common sage (S. officinalis) for 

detection of metal ions. In the study, two extraction 

procedures were used to see the effect of the 

extraction method on the composition of the S. 

officinalis extracts; the Soxhlet extraction and 

microwave-assisted extraction. Both extracts 

exhibited high fluorescence emission when excited 

by UV light despite the variations in their 

compositions. The change in the fluorescence 

intensity of the extracts was tested for 30 metal 

ions; Li+, Na+, K+, Cs+, Be2+, Mg2+, Sr2+, Ba2+, Al3+, 

Tl3+, Ge4+, Sn4+, Pb2+, Sb3+, Bi3+, Se4+, Cu2+, Ag+, 

Zn2+, Cd2+, Ti4+, Cr3+, Cr6+, Mo6+,  W6+, Mn2+, Fe3+, 

Ni2+, Co2+, Pd2+. 

 

2. MATERIALS AND METHODS 

2.1. Preparation of S. officinalis extracts 
 

Commercially available, dry sage (Salvia 

officinalis) was obtained from a local supplier. Dry 

aerial parts of S. officinalis were ground to powder 

using a commercial blender. Two extraction 

procedures were followed; Soxhlet extraction [14] 

and microwave-assisted extraction [15]. In Soxhlet 

extraction, 5.0 g of S. officinalis in a cellulose 

thimble was placed in the extractor and a flaks with 

300 mL of ultrapure water (ELGA, PURELAB 

Option-Q) was fitted to the assembly. The 

extraction bed was heated at 80°C for 24 h. In 

microwave-assisted extraction, 5.0 g of S. 

officinalis powder in 300 mL of ultrapure water 

was microwave-irradiated at 400 W for 30 min in a 

MARS CEM microwave oven. The Soxhlet and 

microwave extracts were filtered using a filter 

paper (Whatman, No: 42), transferred into the glass 

flasks sealed with aluminium foil and stored at 4°C 

in dark (To protect from direct sunlight, the vessels 

were covered with aluminium foil). The pH of the 

Soxhlet and microwave extracts was measured as 

5.13 and 5.67.  

 

2.2. Flavonoid and phenolic content of the 

Soxhlet and microwave-assisted extracts 

of S. officinalis  

Analysis of the flavonoid and phenolic content of 

the Soxhlet and the microwave extracts was done 

using high-performance liquid chromatography 

(Shimadzu HPLC-DAD) [5, 16]. The HPLC 

working conditions were as follows: Detector: 

DAD detector, max = 278 nm; auto sampler: SIL–

10AD vp; system controller: SCL-10Avp; pump: 

LC-10ADvp; degasser: DGU-14A; column oven: 

CTO-10Avp; column: Agilent Eclipse XDB-C18, 

250x4.60 mm, 5 µ; mobile phase: A: 3% acetic 

acid, B: methanol; flow rate: 0.8 mL min−1; column 

temperature: 300 °C; injection volume: 20 µL. 
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Prior to the HPLC analysis, 10.0 mL of the extracts 

from the stock solutions were heated at 60 °C to 

dryness, and then the dried residue was dissolved 

in ultrapure water (ELGA, PURELAB Option-Q) 

to give a final concentration of 20 mg mL−1. 

 

2.3. Fluorescence properties of the S. 

officinalis extracts 

The extracts were excited at 365 nm wavelength 

and the corresponding fluorescence intensity was 

recoded on Perkin Elmer LS 55 Fluorescence 

Spectrometer. Fluorescence intensity of the 

extracts in relation to excitation wavelength (λex) 

was measured in range of 315‒395 nm. 

Fluorescence emission (λem) of the extracts as 

function of dilution was also studied at λex = 365 

nm. Consecutive dilutions from the extracts were 

done with ultrapure water from 100 to 0.2 %.  

 

2.4. Preparation of metal ion solutions  

Thirty metal ion solutions were prepared from the 

solutions of metal ions for Merck AAS standard. 

Standard metal solution (1000 mg L−1) was diluted 

to 1 mg L−1 with ultrapure water. The metal ions 

that were studied are as follows; Li+, Na+, K+, Cs+, 

Be2+, Mg2+, Sr2+, Ba2+, Al3+, Tl3+, Ge4+, Sn4+, Pb2+, 

Sb3+, Bi3+, Se4+, Cu2+, Ag+, Zn2+, Cd2+, Ti4+, Cr3+, 

Cr6+, Mo6+,  W6+, Mn2+, Fe3+, Ni2+, Co2+, Pd2+.  

 

2.5. Fluorescence emission of S. officinalis 

extracts in the presence of metal ions 

Metal ion solution (2.0 mL, 1 mg L−1) was added 

into 2.0 mL of the Soxhlet extract or the 

microwave-assisted extract, and the final solution 

was shaken for one minute and rested for 10 min. 

Then, the fluorescence emission spectrum of the 

final solution was recorded at λex = 365 nm. The 

same procedure was applied to each metal solution. 

 

3. RESULTS AND DISCUSSION 

 

3.1. Variation in the flavonoid and phenolic 

content of S. officinalis extracts 

The standard chromatogram and the 

chromatograms of the Soxhlet and microwave 

extracts are presented in Fig. 1. Table 1 lists the 

results of the HPLC analysis. The analysis revealed 

that both extracts had high content of catechin and 

rosmarinic acid. However, microwave irradiation 

led to higher results with regard to these 

compounds. But there were variations in phenolic 

and flavonoid contents of the extracts. For 

example, two phenolic compounds (benzoic acid 

and o-coum acid) were not detected in the 

microwave extract. Cinnamic acid was detected in 

the microwave extract but not in the Soxhlet 

extract. As for flavonoids, two flavones (apigenin 

and luteolin) and one flavanone (hesperidin) were 

detected in the extracts. Apigenin and luteolin 

contents of both extracts were very close to one 

another but hesperidin content of the extract from 

the microwave irradiation was higher by two folds 

than that of the Soxhlet extract. The chemical 

structure of apigenin, luteolin and hesperidin are 

presented in Fig. 2. 

 
Fig. 1. The chromatogram of the standards (a) and 

the chromatograms of the Soxhlet (b) and 

microwave (c) extracts (1: gallic acid, 2: 

protocatechuic acid, 3: catechin, 4: p-hydroxy 

benzoic acid, 5: chlorogenic acid, 6: caffeic acid, 7: 

epicatechin, 8: syringic acid, 9: vanillin, 10: p-

coum acid, 11: ferulic acid, 12: sinapinic acid, 13: 

benzoic acid, 14: o-coum acid, 15: rutin  16: 

hesperidin, 17: rosmarinic acid, 18: eriodictiol, 19: 

cinnamic acid, 20: quercetin, 21: luteolin, 22: 

kaempferol,  23:apigenin). 
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Table 1.  The flavonoid and phenolic content of the Soxhlet and 

microwave-assisted S. officinalis extracts. (*nd: Not detected. (±) 

refers to standard deviations. Three repetitions were done.). 

 

 
Soxhlet extract  Microwave extract 

µg mL−1 µg mL−1 

gallic acid 3.2 ± 0.04 3.5 ± 0.05 

protocatechuic acid 12.5 ± 0.4 14.2 ± 0.4 

catechin 402.4 ± 10.6 550.4 ± 12.2 

p-hydroxy benzoic acid nd* nd 

chlorogenic acid 70.2 ± 0.8 108.3 ± 0.8 

caffeic acid 35.8 ± 1.9 28.6 ± 1.9 

epicatechin nd nd 

syringic acid 4.9 ± 0.2 3.9 ± 0.2 

vanilin nd nd 

p-coum acid 5.8 ± 0.1 5.1 ± 0.1 

ferulic acid 20.8 ± 1.4 28.9 ± 1.3 

sinapinic acid 40.3 ± 0.3 58.8 ± 0.3 

benzoic acid 40.1 ± 1.2 nd 

o-coum acid 2.1 ± 0.1 nd 

rutin nd nd 

hesperidin 14.7 ± 0.2 35.5 ± 0.2 

rosmarinic acid 499.9 ± 8.2 693.7 ± 10.8 

eriodictiol nd nd 

cinnamic acid nd 1.5 ± 0.1 

quercetin nd nd 

luteolin 19.2 ± 1.4 19.1 ± 1.4 

kaempferol nd nd 

apigenin 12.9 ± 0.4 11.8 ± 0.4 

 

 

Fig. 2. Chemical structures of flavonoids identified in the Soxhlet and microwave-assisted extracts of common 

sage S. officinalis. 
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Previous literature studies have clearly 

demonstrated that flavonoids and phenolic 

compounds can coordinate metal ions and form 

stable complexes with metal cations. Biological 

activity of metal–flavonoids complexes, therefore, 

has been widely studied for their free radical 

scavenging activity [13]. In one study it was 

demonstrated that flavonoids (kaempferol, 

quercetin, myricetin, luteolin, catechin and 

naringenin) are capable of interacting of metal ions 

such as Cu2+ and Fe3+ ions through chelation [17]. 

Electron donating moieties (usually carbonyl and 

hydroxyl) of flavonoids are involved in formation 

of complexes with metal species. However, their 

interaction with metal ions are affected by the 

number and location of coordinating or chelating 

sites in flavonoid molecule [18]. Thus, due to this 

property, formation of flavonoid metal complexes 

has been widely utilized in spectrophotometric and 

spectrofluorometric studies [19, 20]. As depicted in 

Fig. 2, apigenin, luteolin and hesperidin have 

different number of hydroxyl functionalities in 

their structures, which may affect their interaction 

with metal ions. 

 

3.2. Dependency of fluorescence emission of S. 

officinalis extracts on the extract 

concentration and excitation wavelength  

The measurements revealed that dilution of the 

extract solutions led to enhancement in 

fluorescence emission intensity to a certain point. 

Further dilution, on the other hand, decreased the 

fluorescence intensity (Fig. 3). This behaviour was 

observed for both Soxhlet extract and the 

microwave-assisted extract. Dilution of the extracts 

led to blue shift in the spectra. Emitted fluorescence 

of the extracts was also affected by change in the 

excitation wavelength (Fig. 4). At higher 

wavelength a red shift was recorded for both of the 

extracts. Excitation of S. officinalis extracts at 395 

nm led to the highest emission peak at 480 nm for 

the Soxhlet extract and 472 nm for microwave-

assisted extract.  

 

 
Fig. 3. Fluorescence intensity changes in the Soxhlet (a) and the microwave-assisted (b) extracts of 

common sage S. officinalis upon consecutive dilutions (λex = 365 nm). 

 
Fig. 4. Fluorescence emission spectra of the Soxhlet (a) and microwave-assisted (b) extracts of common 

sage S. officinalis as a function of excitation wavelength.  
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3.3. Fluorescence emission response of S. 

officinalis extracts to various metal ions 

Fluorescence emission spectra of the Soxhlet and 

the microwave-assisted extracts in the presence of 

metal ions are presented in Fig. 5.  A column graph 

according to maximum fluorescence emission 

peaks of the extracts upon addition of various metal 

ions is shown in Fig. 6. Co2+ ion led to increase in 

the fluorescence intensity of the Soxhlet extract. 

Ge4+ ions, on the other hand, had an opposite effect 

and lowered the fluorescence of the extract. A 

completely different fluorescence emission 

spectrum was obtained for the microwave-assisted 

extract. Addition of Sr2+ ions to the microwave-

assisted extract enhanced the fluorescence 

emission of the extract. Fe3+ ions in the extract 

quenched the fluorescence.  

 

 
Fig. 5. Fluorescence emission changes in the Soxhlet (a) and microwave-assisted (b) extracts of common 

sage S. officinalis upon addition of different metal ions (final concentration: 0.5 mg L−1). Equal volumes 

of the extracts and metal solutions were mixed, shaken and rested for 10 min (λex = 365 nm). 

 
Fig. 6. Maximum fluorescence emission of the Soxhlet (a) and microwave-assisted (b) extracts of 

common sage S. officinalis upon addition of different metal ions (final concentration: 0.5 mg L−1). Equal 

volumes of the extracts and metal solutions were mixed, shaken and rested for 10 min (λex = 365 nm). 

 

The variations observed in the fluorescence 

emission of the extracts upon addition of the metal 

ions can be attributed to the interaction of metal 

ions with apigenin, luteolin and hesperidin content 

of the extracts. These observations are in line with 

the earlier literature reports. In one study on 

apigenin and luteolin by Favora et al., (2007), it 

was demonstrated that chelation of apigenin and 

luteolin with Al3+ ions led to intense fluorescence 

emission [21]. The authors concluded that 

complexation with metal cations could transform 

poorly fluorescent molecular systems into efficient 

fluorophores. A study by Perez-Ruiz et al., (1999) 

reported that spectrofluorometric determination of 

hesperidin in the presence of Al3+ [22]. The authors 

based their method on the formation of a highly 
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fluorescent complex between hesperidin molecule 

and Al3+ ion. Yet, in some studies contradictory 

results were also reported. For example, in a recent 

study the authors concluded that presence of Fe3+, 

Cu2+, Mg2+, Mn2+, Zn2+ and Ca2+ ions did not have 

obvious effect on the interaction of apigenin with 

bovine serum albumin [23]. 

 

3.4. Turn-on fluorescence sensing of Co2+ 

using the Soxhlet extract of S. officinalis 

The microwave extract exhibited the significant 

fluorescence intensity at presence of Co2+ ion. 

Therefore, the fluorescence response of the Soxhlet 

extract to Co2+ was studied further as a model ion 

(Fig. 7). In the experiments, the final concentration 

of the extract was adjusted to 50%, Co2+ ion 

solutions were added into the extract solutions, 

shaken for one minute and rested for 10 min. The 

lowest concentration of Co2+ ion that gave obvious 

fluorescence emission intensity was found to be 0.2 

mg L−1.  

 
Fig. 7. Fluorescence emission spectra of the 

Soxhlet extract of S. officinalis as a function of 

Co2+ concentration. 

 

4. CONCLUSION 

This study revealed that the flavonoid and phenolic 

content of S. officinalis extract is highly dependent 

on the extraction method and parameters that are 

followed during an extraction procedure. Upon 

excitation by UV light, the Soxhlet and the 

microwave-assisted extracts emitted brilliant 

fluorescence, which can be attributed to the 

presence flavonoids (apigenin, luteolin and 

hesperidin). The extraction method greatly affected 

the content of the extracts by giving different 

HPLC profiles. Numerous previous studies have 

demonstrated clearly that flavonoid and phenolic 

molecules from plant extracts are capable of 

interacting with metal ions through chelation or 

complex formation. This study, however, aimed to 

find out whether it was possible to use plant 

extracts with high flavonoid contents for 

fluorescent sensing of metal ions. As the chemical 

contents of plant extracts are highly dependent on 

the solvent type and extraction procedure, in the 

study two different methods were followed for 

water extraction of S. officinalis. Due to the 

variation of their composition, the extracts showed 

different interaction with 30 metal ions including 

alkaline, alkaline earth and transition metal ions. 

The result of the study with Co2+ was encouraging; 

the Soxhlet extract was sensitive to Co2+ ion 

concentration of 0.2 mg L−1. However, further 

studies are still needed to clarify the phenomena. 

The extracts can be used as simple, fast and low-

cost turn-on fluorescence method for detection of, 

for example, Co2+ and Sr2+ ions; or for a turn-off 

fluorescence method for signalling of Ge4+ and Fe3+ 

ions; yet, this study should be considered as an 

introductory study. Therefore, preliminary studies 

were not done to optimize the conditions for each 

ion. Especially, in case of Co2+, Sr2+, Ge4+ and Fe3+ 

ions optimization conditions have to be 

investigated in a more detailed manner if sage 

extracts are used in any analytical metal sensing 

study. In future studies phytochemicals of sage 

plant can be extracted using different methods and 

the extracts can be tested in fluorescent sensing 

applications of metal ions. 
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Abstract. Let 𝔐𝑖 and Γ𝑖 (𝑖 = 1,2) be abelian groups such that 𝔐𝑖 is a Γ𝑖-ring. An ordered pair (𝜑, 𝜙) of 

mappings is called a multiplicative isomorphism of 𝔐1 onto 𝔐2 if they satisfy the following properties:  (i) 𝜑 

is a bijective mapping from 𝔐1 onto 𝔐2,  (ii) 𝜙 is a bijective mapping from Γ1 onto Γ2 and  (iii) 𝜑(𝑥𝛾𝑦) =
𝜑(𝑥)𝜙(𝛾)𝜑(𝑦) for every 𝑥, 𝑦 ∈ 𝔐1 and 𝛾 ∈ Γ1. We say that the ordered pair (𝜑, 𝜙) of mappings is  additive 

when 𝜑(𝑥 + 𝑦) = 𝜑(𝑥) + 𝜑(𝑦), for all 𝑥, 𝑦 ∈ 𝔐1. In this paper we establish conditions on 𝔐1 that assures that 

(𝜑, 𝜙) is additive.  

Keywords: Multiplicative mappings, Additivity, Gamma rings. 

Gamma Halkalarında Çarpımsal Dönüşümler 

Özet. 𝔐𝑖 ve Γ𝑖 (𝑖 = 1,2) değiştirmeli grup ve 𝔐𝑖 bir Γ𝑖-halka olsun. Aşağıdaki özellikler sağlanırsa 

dönüşümlerin  (𝜑, 𝜙) sıralı ikilisine 𝔐1 den 𝔐2 üzerine çarpımsal izomorfizm denir: (i) 𝜑, 𝔐1 den 𝔐2, üzerine 

bijektif dönüşümdür.  (ii) 𝜙, Γ1 den Γ2 üzerine bijektif dönüşümdür. (iii) Her 𝑥, 𝑦 ∈ 𝔐1 ve 𝛾 ∈ Γ1.için 𝜑(𝑥𝛾𝑦) =
𝜑(𝑥)𝜙(𝛾)𝜑(𝑦) dir ve Her 𝑥, 𝑦 ∈ 𝔐1 için 𝜑(𝑥 + 𝑦) = 𝜑(𝑥) + 𝜑(𝑦), olduğunda dönüşümlerin (𝜑, 𝜙) sıralı 

ikilisine toplamsaldır denir. Bu makalede 𝔐1 üzerinde (𝜑, 𝜙) nin toplamsallığını garanti edecek koşulları 

vereceğiz.  

Anahtar Kelimeler: Çarpımsal dönüşümleri, Toplamsallık, Gamma halkaları. 

2010 Mathematics Subject Classification. 16Y99 

 

1. INTRODUCTION AND PRELIMINARIES 

N. Nobusawa [1] introduced the concept of a -ring which is called the -ring in the sense of 

Nobusawa. He obtained an analogue of the Wedderburn’s Theorem for -rings with minimum 

condition on left ideals. W. E. Barnes [2] gave the definition of a -ring as a generalization of a ring 

and he also developed some other concepts of -rings such as -homomorphism, prime and primary 

ideals, m-systems etc. -rings are closely related to others ternary structures as ternary algebras, 

associative triple systems and associative pairs, which have been extensively studied see [3], [4] and 

[5]. 

Let  and  be two abelian groups. If there exists a mapping  (the image of 

 is denoted by  where  and ). We call  a  -ring if the following 

conditions are satisfied:   

    1.    

https://orcid.org/0000-0003-1621-8197
https://orcid.org/0000-0001-9296-7785
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   2.    

   3.    

    4.    

for all  and  

A nonzero element  is called a multiplicative -identity of  or  -unity element (for some 

) if  for all . A nonzero element  is called a  -idempotent (for 

some ) if  and a  nontrivial -idempotent if it is a -idempotent different from 

multiplicative -identity element of . 

Let  and  be two abelian groups such that  is a -ring and  a nontrivial -idempotent. 

Let us consider  and  two -additive maps verifying the conditions 

 and . Let us denote , 

, ,  and suppose 

 for all  and . Then  and 

, for all  and , allowing us to write  and  as 

a direct sum of subgroups  where   

called  Peirce decomposition of  relative to , satisfying the multiplicative relations:   

    1.   ;  

    2.   if  .  

 For the reader interested in the Peirce decomposition of -rings we indicate [6]. If  and  are 

subsets of a -ring  and  we denote  the subset of  consisting of all finite sums of 

the form  where   and . A  right ideal (resp., left ideal) of a -ring  

is an additive subgroup  of  such that  (resp., ). If  is both a right and a left 

ideal of , then we say that  is an  ideal or  two-side ideal of . 

An ideal  of a -ring  is called  prime if for any ideals ,  implies that  

or . A -ring  is said to be  prime if the zero ideal is prime. 

Theorem 1.1 [7, Theorem 4] If  is a -ring, the following conditions are equivalent:   

 1.   is a prime -ring;  

 2.  if  and , then  or .  

 Let  and   be abelian groups such that  is a -ring . An ordered pair 

 of mappings is called a  multiplicative isomorphism of  onto  if they satisfy the 

following properties:   

 1.   is a bijective mapping from  onto ;  

 2.   is a bijective mapping from  onto ;  

  3.   for all  and .  

 We say that a multiplicative isomorphism  of  onto  is  additive when 

 for all  

 

2. GAMMA RINGS AND THE MULTIPLICATIVE ISOMORPHISMS 

The study of the question of when a multiplicative isomorphism is additive has become an active 

research area in associative ring theory. In this case, one often tries to establish conditions on the ring 
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which assures the additivity of every multiplicative isomorphism defined on it. The first result in this 

direction is due to Martindale III [8] who obtained a pioneer result in 1969, where in his condition 

requires that the ring possesses idempotents. In recent papers [9],[10] Ferreira has studied the 

additivity of elementary maps and multiplicative derivation on Gamma rings. This motivated us in the 

present paper we investigate the problem of when a multiplicative isomorphism is additive for the 

class of gamma rings. 

Let us state our main theorem. 

Theorem 2.1  Let  be a -ring containing a family  of nontrivial -idempotents 

which satisfies:   

    1.  If  is such that  then ;  

    2.  If  is such that  for all  then  (and hence  implies 

);  

    3.  For each  and  if  then 

Then any multiplicative isomorphism  of  onto an arbitrary gamma ring is additive.  

The following lemmas have the same hypotheses of Theorem 2.1 and we need these lemmas for 

the proof of this theorem. Thus, let us consider  a nontrivial -idempotent of  

and . 

Lemma 2.1   

 Proof. Since  is onto, we can choose  such that  Thus 

 

Lemma 2.2    

 Proof. First assume that  and  Since  is onto, let  be an element of 

 such that . For arbitrary  and   we have 

Hence  In a similar way, for   we get 

that  It follows that  

  (1) 

 where . Next, for arbitraries  and   we 

have 
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which implies  In a similar way, we get that 

 Hence  

  (2) 

 where , by condition  (i) of the Theorem. From (1) and (2), we 

have , where , which implies 

 and resulting in  by condition  (i) of the Theorem. 

Now assume that  and  Again, we may find an element  of  such that 

 For arbitraries  and   we have 

It follows that  In a similar way, for arbitraries  and 

  we get that  This implies  

  (3) 

 where . Next, for arbitraries  and   we 

have 

It follows that  In a similar way, for arbitraries  and 

  we get that  which implies  

  (4) 

 where , by condition  (i) of the Theorem. From (3) and (4) we have 

 which implies  resulting in 

 by condition  (ii) of the Theorem. 

Similarly, we prove the remaining cases.  

Lemma 2.3     

 Proof. First, let us note that  

. 
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Hence 

, by Lemma 2.2.  

Lemma 2.4   is additive on .  

 Proof. Let  and choose  such that , 

where . For an arbitrary   we have 

which implies . It follows that . In a similar 

way, for an arbitrary   we get that . 

Hence  

  (5) 

 where . Now, for an arbitrary element   we 

have 

, by Lemma 2.3. It follows that  Next, for an arbitrary 

element   we have 

, by Lemma 2.2. It follows that . Hence  

  (6) 

 where , by condition  (i) of the Theorem. From (5) and (6) we have 

 which implies  and resulting in 

, by condition  (i) of the Theorem.  

Lemma 2.5   is additive on   
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 Proof. Let  and choose  such that , 

where . Firstly, let us note that 

It follows that  which results in  Similarly, we prove that 

.This implies  which leads to . Next, for an arbitrary element 

 , applying Lemma 2.4 we get that  

  

  

  

  

  

  

  

  which implies  and 

resulting in . It follows that  

  (7) 

 where , by condition  (i) of the Theorem. 

From (7) we have  which implies 

. It follows that , that is,  

  

 By condition  (iii) of the Theorem we conclude that . 

Lemma 2.6   is additive on .  
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Proof. Let  and  be arbitrary elements and let us write 

 and . It follows that 

 and 

. Hence, by Peirce decomposition properties of 

 and making use of the Lemmas 2.2, 2.4 and 2.5, we can see that  

  

  

  

  

  

  

  

  

  

  

  

 holds true, as desired. 

  Proof of Theorem 2.1. Suppose that  and choose  such that 

. Since  is additive on  for all , by Lemma 2.6, then for an 

arbitrary element  and elements  we have  
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 Hence  which results in  

  

 for all . From condition  (ii) of the Theorem, we conclude that . This shows 

that  is additive on .  

Corollary 2.1 Let  be a prime -ring containing a -idempotent  (  need not have a -

identity element), where . Suppose ,  two -

additive maps such that , , for all , and 

if we denote , , , 

, then  for all  and . Then 

any multiplicative isomorphism  of  onto an arbitrary gamma ring is additive.  

 Proof. The result follows directly from the Theorem 2.1. 

Corollary 2.2 Let  be a prime -ring containing a -idempotent and a -unity element, 

where . Then any multiplicative isomorphism  of  onto an arbitrary gamma 

ring is additive.  
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Abstract. It is very important that the shielding material used in radiation treatment and imaging centers can 

effectively protect against radiation and that this material is cost-effective. Therefore, studies are underway on 

the development of different types of shielding materials. In this study, radiation absorption properties of 

sodium tungstate (Na2WO4) and sodium molybdate (Na2MoO4) coated wall papers were investigated. The 

beta radiation absorption properties of these elements which are applied on wall papers in different densities 

(100% precipitated calcium carbonate (PCC), 2.5 g, 5 g, and 7.5 g amounts of Na2WO4 and Na2MoO4 and 

various thicknesses (0.172-0.258 mm) were investigated. The wallpapers were irradiated with 4 MeV-energized 

electrons and measurements were taken with the PTW brand electron detector. The linear absorption 

coefficients of the wallpapers were obtained and half value layer (HVL) and one-tenth value layer (TVL) were 

calculated from these results. According to the results, it is observed that the beta radiation absorption properties 

of these wallpapers increase as the density of Na2WO4 and Na2MoO4 increases and as the coating thickness 

increases in the coating materials used to cover the surface of the wallpapers. 

Keywords: Wallpaper, Radiation shielding, Attenuation coefficient, Na2WO4, Na2MoO4. 

Tungstat ve Molibdat Katkılı Duvar Kâğıtlarının Beta Radyasyon 

Absorbsiyon Özelliklerinin İncelenmesi 

Özet. Radyasyonla tedavi ve görüntüleme merkezlerinde kullanılan zırhlama materyalinin etkin bir şekilde 

radyasyona karşı koruma sağlaması ve bu malzemenin düşük maliyetli olması çok önemlidir. Bu nedenle faklı 

zırhlama materyallerinin geliştirilmesi üzerinde çalışmalar devam etmektedir. Bu çalışmada, farklı yüzdelerde 

sodyum tungstat (Na2WO4) ve sodyum molibdat (Na2MoO4) ile kaplanmış duvar kâğıtlarının beta radyasyon 

soğurma özellikleri araştırılmıştır. Duvar kâğıtları üzerine farklı yoğunluklarda (% 100 çöktürülmüş kalsiyum 

karbonat (PCC), 2.5 gr, 5 gr, ve 7.5 gr.) Na2WO4 ve Na2MoO4 kaplanarak (0.172-0.258 mm aralığında) duvar 

kağıtlarının radyasyon soğurma özellikleri incelenmiştir. 4 MeV enerjili elektronlar ile kâğıtlar ışınlanmış ve 

PTW marka elektron detektörü ile ölçümler alınmıştır. Duvar kâğıtlarının lineer soğurma katsayıları elde 

edilerek bu sonuçlardan yarı değer kalınlığı (HVL) ve onda bir değer kalınlığı (TVL) hesaplanmıştır. Elde edilen 

sonuçlara göre duvar kâğıtlarının yüzeyini kaplamak için kullanılan kaplama materyallerinde Na2WO4 ve 

Na2MoO4 yoğunluğu arttıkça ve kaplama kalınlığı arttıkça bu kâğıtların beta radyasyonu soğurma 

özelliklerinin arttığı görülmektedir. 

Anahtar Kelimeler: Duvar kâğıdı, Radyasyon zırhlama, Soğurma katsayısı, Na2WO4,  Na2MoO4. 
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1. INTRODUCTION  

The use of radiation in the diagnosis and treatment of diseases and use in medical applications has been 

widely used. While technologically developed the diagnosis and imaging using radiation, it has some risks 

during application of radiation in treatment centers [1]. Therefore, radiation treatment centers have to take 

various precautions against any radiation leakage that may occur. Effective shielding during the various 

radiological applications is the first of these measures [2]. The various materials have been placed between 

a source and the target may affect the amount of radiation delivered from the source to the target [3]. The 

type of radiation-emitting substance, the released particle and energy level change the material to be used 

in shielding [4-6]. For example, Plexi glass is an effective way for the shielding against for Beta particles, 

X-ray and gamma ray. Radiation-protective materials are often used in hospitals, clinics, and dental 

practices to protect the patients and staffs from direct and secondary radiation during diagnostic imaging 

[7]. The radiation permeability depends on the structure of the protective materials [8].  

In controlled and uncontrolled areas, the effective shielding can be designed to meet the recommended 

effective dose limits for staff and patients. These designs can be varied according to the characteristics of 

the devices to be used in the application and have certain standards [9]. Such as, while selecting the type 

of the material to form the shielding walls, it is assumed that the closest interaction must be the closest 

0.3 m distance from the wall. In addition, the effective dose limits for the staff that are exposed to radiation 

are evaluated monthly in order to control the effectiveness of shielding [7]. In this study, as shown in 

figure 1, the beta radiation absorption properties of sodium tungstate (Na2WO4) and sodium molybdate 

(Na2MoO4) doped wallpaper samples were investigated. The beta radiation shielding properties of these 

doped wall paper samples in different densities and thicknesses were investigated.  

 

Figure 1. An example of Na2WO4 and Na2MoO4 doped wallpaper  

2. MATERIALS AND METHODS 

Within the scope of this research, 85 grams of wall papers were obtained from the market and used. 

Mixtures of sodium tungstate (Na2WO4) and sodium molybdate (Na2MoO4) salts (100% precipitated 

calcium carbonate (PCC), 2.5 gr., 5 gr., and 7.5 gr. of Na2WO4 and Na2MoO4) were applied on the surface 

of the wallpapers. The prepared wallpapers placed between solid phantoms using 4 MeV energy electrons 

were irradiated. VARIAN brand [9] linear accelerator was used for irradiation and PTW [10] brand 

electron detector was used for dose measurements. As can be seen in Figure 2, samples were placed at a 

distance of 100 cm from the gantry and the detector was placed just below the samples. Measurements 

were made in triplicate for each sample. 
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Figure 2. Experimental setup 

The X-ray applied to the prepared wallpaper samples and solid phantom behave according to the 

properties of the absorber through which it passes. According to Beer-Lambert Law; 

                                                           
0
. tI I e −=                                                                                                      (1) 

I0 is the sample-free counts, I sample counts, t (cm) is the thickness of the sample and  (cm-1) is the linear 

absorption coefficient. Equation (1) was used in the calculation of linear absorption coefficient and results 

were obtained according to the properties of the absorber material. The half value layer (HVL) [11, 12] is 

the material thickness required to reduce the intensity of the beam interacting with the material in half. 

One-tenth (1/10) value layer (TVL) is the material thickness required to reduce the intensity of the beam 

interacting with the material to 1/10 [12, 13].   

                                                           
ln 2

HVL


=                                                                                                 (2) 

                                                            
ln10

TVL


=                                                                                                (3) 

High atomic and water soluble chemicals were selected for the study. According to these properties, 

sodium molybdate (Na2MoO4) with a density of 3.78 g / cm3 and sodium tungstate (Na2WO4) with 4.18 

g / cm3 were studied. The process of preparing the mortar and applying it on the wallpaper was done as 

follows: In order to develop different shielding materials that can be used in radiation application centers, 

mixtures containing sodium tungstate (Na2WO4) and sodium molybdate (Na2MoO4) salts were prepared 

separately by taking calcium carbonate (PCC) precipitated in 5%, 10% and 15% ratios, 15% starch and 

85%, 80%, 75% and 70% ratios specified in the table below. Prepared mixtures and their ratios are shown 

in Tables 1 and 2. 

Table 1. Preparation of Na2MoO4 doped coated mortar at different mixing ratios 

 

 

 

Group    Na2MoO4 (%)        Starch  (%)        PCC(%) 

1 0 15 85 

2 5 15 80 

3 10 15 75 

4 15 15 70 
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Table 2. Preparation of Na2WO4 doped coated mortar at different mixing ratios 

 

 

 

 

3. RESULTS AND DISCUSSION 

The main purpose of shielding in radiation treatment centers is to prevent the radiation released from the 

linear accelerator out of the treatment room as much as possible.  This equivalent radiation dose is 0.02 

mSv per week, except in public and uncontrolled areas [13]. The energy and amount of radiation 

interacting with the material determine the quality of material in shielding. HVL represents the material 

thickness required to reduce the amount of radiation to half and TVL to one tenth. The linear absorption 

coefficients, HVL and TVL values were calculated by applying 4 MeV energy electrons shown in Table 

5. The HVL values of sodium molybdate (Na2MoO4) applied wallpaper samples having different densities 

ranged from the range of 16.91 to 115.52. The TVL values were between 9.36 and 383.76.  The HVL 

values for sodium tungstate (Na2WO4) were between 14.44 and 63.01. The TVL values varied between 

47.97 and 209.33. Figures 4 and 5 show the attenuation coefficient values applied 4 MeV energy electrons 

to the wallpaper samples doped with sodium molybdate (Na2MoO4) and sodium tungstate (Na2WO4).  It 

was observed that the attenuation coefficient values increased depending on the thickness of the 

wallpapers doped with 3, 6 and 9 layers of material with different thicknesses. Accordingly, Figure 3 and 

4 show the variation of HVL and TVL values. Figure 5 shows the comparison of HVL and TVL values 

obtained by using (2) and (3) equations. In Table 6, HVL and TVL values of concrete, steel and lead 

obtained at different energies used as radiation shielding materials in some radiotherapy centers are given. 

As shown in this table 6, lead has the lowest HVL and TVL values while concrete has the highest values. 

when in table 6 the HVL and TVL values of some materials values are compared with the Na2MoO4 and 

Na2WO4 in Table 5, it can be seen in table 5 that the values we obtained have higher HVL and TVL 

values. Accordingly, it is understood that these materials are not suitable for shielding use alone. 

Table 3. Thickness and linear attenuation coefficient vales of wallpapers doped with sodium molybdate (Na2MoO4) 

 

Table 4. Thickness and linear attenuation coefficient vales of wallpapers coated with sodium tungstat (Na2WO4) 

 

Layer 

PCC 

Thick.(

mm) 

 

µ(cm-1) 

2.5 gr 

Thick. 

(mm) 

 

µ(cm-1) 

 5.0 gr 

Thick. 

(mm) 

 

µ(cm-1) 

 7.5 gr  

Thick. 

(mm) 

 

µ(cm-1) 

3  0.186 0.044 0.212 0.017 0.208 0.014 0.209 0.011 

6  0.192 0.046 0.223 0.024 0.236 0.018 0.226 0.021 

9  0.197 0.048 0.230 0.027 0.258 0.026 0.243 0.025 

 

          Group        Na2WO4 (%)           Starch (%)    PCC (%) 

1 0 15 85 

2 5 15 80 

3 10 15 75 

4 15 15 70 

 

Layer 

PCC  

Thick. 

(mm) 

 

µ(cm-1) 

2.5 gr  

Thick. 

(mm) 

 

µ(cm-1) 

 5.0 gr  

Thick. 

(mm) 

 

µ(cm-1) 

 7.5 gr  

Thick. 

(mm) 

 

µ(cm-1) 

3 0.172 0.021 0.199 0.006 0.197 0.013 0.183 0.009 

6 0.181 0.029 0.225 0.011 0.213 0.020 0.213 0.023 

9 0.184 0.041 0.246 0.017 0.235 0.023 0.241 0.028 
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Figure 3. Linear attenuation coefficient values of wallpapers coated with sodium molybdate (Na2MoO4) obtained by applying 

4 MeV energy electrons 

 

 

Figure 4. Linear attenuation coefficient values of wallpapers coated with sodium tungstate (Na2WO4) obtained by applying 4 

MeV energy electrons 
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Table 5. Calculated HVL and TVL values 

(Na2MoO4)     (Na2WO4)   

PCC Thickness µ(cm-1) HVL TVL PCC  Thickness µ(cm-1) HVL TVL 

0.172 0.021 33.01 11.57 0.186 0.044 15.75 52.33 

0.181 0.029 23.90 10.23 0.192 0.046 15.07 50.06 

0.184 0.041 16.91 9.36 0.197 0.048 14.44 47.97 

2.5 gr  Thickness    2.5 gr  Thickness    
0.199 0.006 115.52 383.76 0.212 0.017 40.77 135.45 

0.225 0.011 63.01 209.33 0.223 0.024 28.88 95.94 

0.246 0.017 40.77 135.45 0.23 0.027 25.67 85.28 

5.0 gr  Thickness    5.0 gr  Thickness    
0.197 0.013 53.32 177.12 0.208 0.014 49.51 164.47 

0.213 0.02 34.66 115.13 0.236 0.018 38.51 127.92 

0.235 0.023 30.14 100.11 0.258 0.026 26.66 88.56 

7.5 gr  Thickness    7.5 gr  Thickness    
0.183 0.009 77.02 255.84 0.209 0.011 63.01 209.33 

0.213 0.023 30.14 100.11 0.226 0.021 33.01 109.65 

0.241 0.028 24.76 82.24 0.243 0.025 27.73 92.10 

 

                                  
Na2MoO4                                                                                                           Na2WO4 

       Figure 5. Calculated HVL and TVL values                                                             

        Table 6. HVL and TVL values of some materials [14]. 

 

4. CONCLUSION 

In this study, sodium tungstate (Na2WO4) and sodium molybdate (Na2MoO4) doped wallpaper samples 

prepared and used as the radiation shielding materials. The linear absorption coefficients were raised while 

the thickness of the doped material applied to the wallpapers and the amount of Na2WO4 and Na2MoO4 

using 4 MeV energy electrons. Accordingly, HVL and TVL values of these materials were decreased. As 
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understood from these results, beta radiation permeability decreases with increasing amount of sodium 

tungstate and sodium molybdate. Therefore, sodium tungstate (Na2WO4) and sodium molybdate 

(Na2MoO4) salts can be used in radiation treatment by mixing together with other materials in the radiation 

treatment centers that require radiation shielding or in many areas where beta radiation is applied. These 

materials are not sufficient for use alone. Because, the obtained HVL-TVL values of sodium tungstate 

(Na2WO4) and sodium molybdate (Na2MoO4) were high when compared to the literature [14] (table 6). 

A successful shielding can be achieved when these materials are used in conjunction with low HVL and 

TVL materials in the future studies. 

Na2WO4 and Na2MoO4 salts are used in different agent such as paints, textiles, plastics, crops, cleaning 

washings and pesticides [15]. As seen in the applications, it can be said that these compounds can be 

stable in the air having moisture. Nevertheless, to preserve the properties of these materials, it is suitable 

to coat the wallpaper surface with a coating material. Also, radiation treatment centers should be well 

ventilated and preserve against moisture. In addition, the chemical properties of the wallpaper surfaces 

can be preserved for a long time by coating them with materials such as gel or paint. 
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Abstract. Four different benzimidazolium salts (1-4) were prepared in three steps at 80 oC and their structures 

were elucidated using spectroscopic methods. The compounds (1-4) obtained were tested in in situ medium as 

catalyst in the carbon-carbon (C-C) bond formation reactions of two different boronic acid derivatives with 

various aryl halides in the presence of palladium acetate (PdOAc)2 and sodium tertiarybutoxide (NaOBut) as a 

base. With this reaction, four coupling products (5-8) were synthesized in different yields ranging from 11 to 

93%. Compound 2 from the carbene precursors tested in the Suzuki-Miyaura cross-coupling reaction was found 

to be a more effective catalyst candidate than others. 

Keywords: Suzuki-Miyaura coupling reaction, Benzimidazolium salt, Catalyst. 

Suzuki-Miyaura Çapraz Eşleşme Reaksiyonunda Katalizör Olarak 

Heterosiklik Bileşiklerin Uygulanması  

Özet. Dört farklı benzimidazolyum tuzu (1-4) üç basamakta 80 oC de hazırlandı ve yapıları spektroskopik 

yöntemler kullanılarak aydınlatıldı. Elde edilen bileşikler (1-4), palladyum asetat (PdOAc)2 ve bir baz olarak 

sodyum tersiyerbütoksitin (NaOBut) varlığında iki farklı boronik asit türevi ile farklı aril halojenürlerin karbon-

karbon (C-C) bağ oluşum reaksiyonlarında katalizör olarak in situ ortamda test edildi. Bu reaksiyon ile dört 

eşleşme ürünü (5-8) %11 ile %93 arasında değişen farklı verimlerde sentezlendi. Suzuki-Miyaura çapraz 

eşleşme reaksiyonunda test edilen karben öncüllerinden bileşik 2 diğerlerinden daha etkili bir katalizör adayı 

olduğu bulundu. 

Anahtar Kelimeler: Suzuki-Miyaura eşleşme reaksiyonu, Benzimidazolyum tuzu, Katalizör. 

 

1. INTRODUCTION 

Compounds containing benzimidazole nucleus 

demonstrate a wide variety of biological activity 

properties such as anticancer, antitubercular 

antimicrobial, antifungal, antioxidant, antidiabetic 

and etc [1-13]. On the other hand, heterocyclic 

benzimidazole derivatives have different 

application area and can be used as catalysts [14-

16] and sensors [17, 18]. Therefore, 

benzimidazoles and their derivatives are consumed 

in large quantities in the chemical, medical and 

biological industries. So, they are among the most 

frequently synthesized heterocyclic compounds in 

the research studies, too.  

Many chemicals used in pharmaceutical and 

agricultural chemistry have C-C (carbon-carbon) 

and C-N (carbon-nitrogen) bonds. Therefore, the 

formation reactions of these bonds are used in the 

synthesis of many organic materials of industrial 

importance [19]. Suzuki-Miyaura, Mizoroki-Heck, 

Sonogashira-Hagihara, Stille, Negishi, Kumada-

Tamao-Corriu and Hiyama cross-coupling 

reactions are important C-C bond formation 

reactions (Scheme 1). 

https://orcid.org/0000-0002-1260-9425
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Scheme 1. Examples of C-C bond formation reactions. 

 

Suzuki-Miyaura coupling reaction, which is the 

most studied species among the cross-coupling 

reactions, is the reaction to form biaryl derivatives 

with organoborane derivatives of aryl halides in the 

presence of palladium catalyst and a base. The fact 

that boronic acid compounds commonly used in 

these reactions are non-toxic, stable against to air 

and moisture, and are commercially easily find 

adds particular importance to Suzuki-Miyaura 

cross-coupling reactions. 

 

Inspired by the wide application areas of 

benzimidazoles, in this study, four different 

benzimidazolium salts were synthesized in order to 

find effective catalyst candidates and their 

structures were characterized. The catalytic activity 

studies were done in the Suzuki-Miyaura reaction 

and catalysts generated from compounds 1-4 and 

Pd(OAc)2 as in situ gave C-C coupling products in 

high yields for 2 h at 80 oC. 

 

2. MATERIALS AND METHODS 

2.1. Reagents 
 

Necessary reagents for the synthesis of the targeted 

heterocyclic compounds (1-4) and their catalytic 

activity studies were commercially purchased from 

Sigma-Aldrich, Merck and Scharlau. These are 3-

methylbenzyl chloride, 2-(bromomethyl) 

benzonitrile, 2-methylbenzyl chloride, 1-

(chloromethyl)naphthalene, 3-methoxybenzyl 

chloride, thianaphthene-2-boronic acid, 

phenylboronic acid, 4-chloroacetophenone, 4-

chlorotoluene, 4-chloroanisole, 4-

chloronitrobenzene, potassium hydroxide (KOH), 

sodium tertiarybutoxide (NaOBut), N,N-

dimethylformamide (DMF), dichloromethane, 

formic acid, hexane, ethyl acetate, ethyl alcohol 

and diethyl ether.  

 

NMR and IR were used for characterize the 

structures of the compounds obtained. In Erciyes 

University Central Research Laboratory, both 1H 

NMR and 13C NMR spectra were taken with Bruker 

Ultra Shield 400 MHz NMR Spectroscopy using 

CDCl3 or DMSO-d6 solvents. FT-IR Spectra were 

recorded in the range of 400-4000 cm-1 by Pye 

Unicam spectroscopy. 

 

Gas Chromatography (GC) was used to measure 

the catalytic activity of the generated compounds. 
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This was carried out by the SHIMADZU-2010 Plus 

(Kyoto, Japan) with a ROSTEK packed stainless 

steel column with a length and ID of 2.0 M, 2.0 mm 

respectively, was used with  high purity nitrogen at 

a flow rate of  40 mL/min as a carrier gas and a 

flame ionization detector (FID) set at a temperature 

of 320 oC with an injection port temperature of 300 
oC. Additionally, thermo Trace GC 

(Massachusetts, ABD) with Finnigan Polaris Q ion 

trap mass spectrometer in positive ion EI mode 

(GC-MS) was used to identify the catalytic activity 

results of some compounds in Suzuki-Miyaura 

coupling reaction. The instrument settings were 

used as injection port: 300 oC, injection type: split 

(1:20), injection volume: 1 μL (sample dissolved in 

1 mL CH2Cl2 diluted 1:2), GC column: Zebron 

ZB5ms 30 m x 0.25 mm ID x 0.25 µm film 

thickness, carrier gas: helium (1.3 mL/min), oven 

program: 40 oC, hold 3 minutes, 12 oC/min ramp to 

300 oC, hold 5 minutes, transfer line: 280 oC, MS 

temperature: 240 oC, EI electron energy: 70 eV, 

MS range: 46-650 m/z (3 minute solvent delay).  

 

2.2. Synthesized benzimidazolium salts, 1-4 

 

Four benzimidazolium salts (1-4) were prepared 

easily and economically according to the literature 

procedures [20] (Scheme 2) and their structures 

were characterized using different spectroscopic 

methods [20]. 
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Scheme 2. The open structures of the synthesized 

benzimidazolium salts 1-4. 

 

2.3. Experimental protocol for the Suzuki-

Miyaura coupling reaction 

 

The catalytic activity studies were done according 

to the protocols in the literature [15, 16, 21]. 

Briefly, benzimidazolium salts (2-5), Pd(OAc)2 

(0.1 mmol), aryl chlorides (1 mmol), boronic acid 

derivatives (1.5 mmol) and NaOBut (2 mmol) as 

base in DMF/H2O (1:1) mixture as solvents were 

added to a 25 mL Schleng tube. The reaction was 

conducted at 80 oC for 2 h. After the specified 

period of time completed, the reaction temperature 

was dropped to room temperature. Ethyl acetate 

and hexane (1:5) were added on this reaction 

mixture and it mixed at rapidly. The two phases 

formed were separated and MgSO4 was added to 

the organic phase for removing water. The products 

were purified with flash column chromatography 

using 5 mL of hexane and 1 mL of ethyl acetate as 

solvents. Final products were analyzed using GC.  

 

3. RESULTS AND DISCUSSION 

Catalytic activities of the compounds (1-4) were 

tested in Suzuki-Miyaura reaction. For this, 

benzimidazolium salt (1-4), Pd(OAc)2, aryl 

chloride, phenylboronic acid/tianaphthene-2-

boronic acid and NaOBut were used. The reaction 

was carried out in DMF/H2O mixture at 80 oC with 

heating for two hours. At the end of the this time (2 

h), the waited product (5-8) was purified by column 

chromatography and analyzed using GC. The 

results obtained are presented in Table 1. 

 

In the presence of catalysts synthesized from 1-

4/Pd(OAc)2, various Suzuki-Miyaura coupling 

products (5-8) were obtained from the reaction of 

4-chloronitrobenzene, 4-chloroanisole or 4-

chlorotoluene with phenylboronic acid and 4-

chloroacetophenone with tianaften-2-boronic acid. 

These are 1-phenyl-4-nitrobenzene (5), 1-phenyl-

4-methoxybenzene (6), 1-phenyl-4-methylbenzene 

(7) and 1-(4-(benzo[b]thiophen-2-yl)phenyl 

ethanone (8). It is seen that from Table 1 the 

reaction yields of the Suzuki-Miyaura coupling 

products are between 11 and 93% and their 

conversions are among 11 and 98%. 

 

The product 1-phenyl-4-nitrobenzene (5), formed 

from the coupling of phenylboronic acid with 4-

chloronitrobenzene, was obtained in 27% yield 

using ligand 1 (Table 1, Entry 1) (Figure 1).
 

 

 

 

 

 

 

 

 

 

856 



 

  

Akkoc / Cumhuriyet Sci. J., Vol.40-4 (2019) 854-859 

Table 1. Application of synthesized compounds as catalysts in the Suzuki-Miyaura cross-coupling reaction. a 

 

Cl

Pd(OAc)2  (1 mmol)

 1-4 (0.3 mmol)

NaOBut, DMF/H2O (1/1) 

2 h, 80 oC

+ B(OH)2
R R' R'R

 
Entry Aryl chloride Boronic acid 

derivative 

LHX Product Yield 

(%) 

Conve

rsion 

(%) 

1  

ClO2N

 

 

 

 

 

B
OH

OH  

1  

O2N

 

5 

27 29 

2 2 61 93 

3 3 31 41 

4 4 31 56 

5  

ClO
 

1  

O
 

6 

65 85 

6 2 91 96 

7 3 21 22 

8 4 19 52 

9  

Cl

 

1  

 

7 

74 89 

10 2 48 85 

11 3 93 98 

12 4 13 68 

13  

Cl

O  

 

S

B
OH

OH  

1  

S O

 

8 

11 11 

14 2 82 94 

15 3 58 74 

16 4 44 61 

a Reaction conditions: p-R-C6H4Cl (1 mmol), Pd(OAc)2, boronic acid derivative (1.5 mmol), NaOBut (2 mmol), LHX (1-4), 

DMF-H2O (2-2 mL), 80 oC, 2 h. 
 

 
Figure 1. Carbon-Carbon coupling of 4-chloronitrobenzene 

with phenylboronic acid in the presence of Pd(OAc)2 and 

compound 1. 

 

 
Figure 2. Carbon-Carbon coupling of 4-chloroanisole with 

phenylboronic acid in the presence of Pd(OAc)2 and 

compound 1. 
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The 1-phenyl-4-nitrobenzene (5) product was 

obtained in a higher yield in the presence of ligand 

2 containing 3-methylbenzyl substituent (Table 1, 

entry 2). Furthermore, the highest yield was 

obtained when compound 2 was used in the 

coupling of 4-chloroanisole with phenyl boronic 

acid (Table 1, entry 6) (Figure 3). 

 

 
Figure 3. Carbon-Carbon coupling of phenylboronic acid 

with 4-chloroanisole in the presence of Pd(OAc)2 and 

compound 2. 

 

Using compounds 1, 2 and 4, the images of results 

of C-C coupling of 4-chloroacetophenone with 

thianaphthene-2-boronic acid in the presence of 

Pd(OAc)2 were given in the figures 4-6, 

respectively. 

 

 
Figure 4. Carbon-Carbon coupling of 4-chloroacetophenone 

with thianaphthene-2-boronic acid in the presence of 

Pd(OAc)2 and compound 1. 

 

 
Figure 5. Carbon-Carbon coupling of 4-chloroacetophenone 

with thianaphthene-2-boronic acid in the presence of 

Pd(OAc)2 and compound 2. 

 

 
Figure 6. Carbon-Carbon coupling of 4-chloroacetophenone 

with thianaphthene-2-boronic acid in the presence of 

Pd(OAc)2 and compound 4. 

 

The highest yield and conversion were obtained 

when ligand 3 was used to obtain 1-phenyl-4-

methylbenzene (7) product (Table 1, entry 11). The 

lowest activity in the coupling of thianapheten-2-

boronic acid with 4-chloroacetophenone was 

obtained when ligand 1 with 2-methylbenzyl 

substituent was used (Table 1, entry 13). On the 

other hand, the highest yield was obtained when 

ligand 2 was used in the same coupling reaction 

(Table 1, entry 14). This result attaches extreme 

importance to ligand 2.  
 

4. CONCLUSION 

In this study, four different organic compounds 

were prepared according to the methods in the 

literature and their structures were characterized by 

various spectroscopic methods. These compounds 

were used as catalysts for the C-C coupling of 

various aryl halides with two different 

phenylboronic acids by interacting with Pd(OAc)2 

in in situ medium. Although the activities of the 

tested catalysts were generally obtained very close 

to each other, it was seen that the catalyst formed 

as in situ by using compound 2 was observed more 

active than the others. 
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Abstract. In this study, a new bivariate distribution family is introduced by adding an appropriate term to 

independent class. By choosing a base distribution which is negatively dependent from the same marginals we 

derive a new distribution around the product of marginals, i.e. independent class of distribution. We note that 

the new distribution has additional parameter which would provide additional flexibility in applications. The 

joint probability density, joint reliability and reversed hazard rate functions of the new bivariate distribution are 

obtained. Furthermore, we obtain lower and upper bounds of Spearman’s correlation coefficient. Two example 

are given to illustrate this family. This new bivariate continuous distribution can make more appropriate 

modeling of some data sets in terms of the Spearman rank coefficient. 

Keywords: Transmuted bivariate distribution, Dependence, Bivariate distribution, Spearman’s Rho correlation 

coefficient, Fréchet bounds.   

Bağımlı Dağılım Fonksiyonunun Dönüştürülmesi ile İki Boyutlu Sürekli 

Dağılım Fonksiyonu Oluşturulması 

Özet. Bu çalışmada, bağımsız dağılım fonksiyonuna uygun bir terim eklenerek yeni bir iki boyutlu dağılım 

fonksiyonu tanıtılmıştır. Bu yeni dağılım karmaşık bir yapıda değildir. Aynı marjinallere sahip dağılım 

fonksiyonları sınıfından bir temel dağılım seçilerek, bağımsız dağılım fonksiyonu etrafında yeni dağılım 

türetilmiştir. Bu yeni dağılımın fazladan bir parametresi olup, uygulama alanlarında modelleme esnasında 

esneklik sağlayacağı düşünülmektedir. Bu yeni iki boyutlu dağılımın ortak olasılık yoğunluk fonksiyonu, ortak 

güvenirlilik fonksiyonu ve ters bozulma oranı fonksiyonu elde edilmiştir. Bunun yanı sıra, bu metot ile elde 

edilen yeni dağılım fonksiyonunun Spearman Sıra Korelasyonu katsayısı bakımından biraz daha esneklik 

kazandırabileceği söylenebilir. 

Anahtar Kelimeler: Dönüştürülmüş iki boyutlu dağılım, Bağımlılık, İki boyutlu dağılım, Spearman sıra 

korelasyonu, Fréchet sınırları. 

 

1. INTRODUCTION  

In both statistical theory and practice, univariate models are sometimes insufficient to explain random 

phenomena. Bivariate distributions are very important in modeling dependent random quantities in many 

different areas. We need to construct a joint distribution with specific marginals and higher or lower 

correlations.  Dolati and Ubeda-Flores [1] introduced a method based on the choice of pairs of order 

statistics of the marginal distributions. Lai and Xie [2] studied on construction of continuous bivariate 

distributions that possesses the Positive Quadrant Dependence property. According to similar work of [2], 

[3] introduces some conditions for negatively dependent families. Inspired by these studies, we desire to 

propose a simpler but useful model. After giving the necessary conditions to construct a new distribution, 

https://orcid.org/0000-0001-9659-287X
https://orcid.org/0000-0002-9762-6688
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Spearman's rank correlation coefficient is calculated on two illustrative examples and the usefulness of 

this family is discussed. Furthermore, some reliability properties are studied for this family. 

Let (𝑋1, 𝑌1) and (𝑋2, 𝑌2) be two independent vectors of random variables with common distribution 

function  𝐻(𝑥, 𝑦).  Note that, 𝐻(𝑥, 𝑦) belongs to the distribution family ℱ(𝐹, 𝐺) where 𝐹 and 𝐺 denote 

respectively marginals of 𝑋 and Y. Let 𝑋(1), 𝑋(2) and 𝑌(1), 𝑌(2) be their corresponding order statistics. 

According to [4], consider the random vector 

(𝑍1, 𝑍2) = {
(𝑋(1), 𝑌(2)),with probability 1/2  

(𝑋(2), 𝑌(1)),  with probability 1/2.
 

Then the distribution of (𝑍1, 𝑍2) is given by 

𝐻1(𝑥, 𝑦) = 𝐻(𝑥, 𝑦)[1 − 𝐻̅(𝑥, 𝑦)], (1) 

where 𝐻̅(𝑥, 𝑦)  denotes survival function of (𝑋, 𝑌) i.e., 𝑃𝑟(𝑋 > 𝑥, 𝑌 > 𝑦). If we consider the random 

vector 

(𝑇1, 𝑇2) = {
(𝑋(1), 𝑌(1)),with probability 1/2  

(𝑋(2), 𝑌(2)),  with probability 1/2.
 

Then the distribution function of (𝑇1, 𝑇2) is given by 

𝐻2(𝑥, 𝑦) = 𝐹(𝑥)𝐺(𝑦) + 𝐻(𝑥, 𝑦)𝐻̅(𝑥, 𝑦). (2) 

If we look at the equations (1) and (2) immediately, it is possible to say that the model formed by obtaining 

a mixture of 𝐻1 and 𝐻2 is not a simple structure. With this in mind, our contribution is to propose a simpler 

model. According to eq. (2.1) and and the conditions (2.2)-(2.4) of Han (2011) [3], the following 

assumption is sufficient for our purpose: Suppose that 𝜓(𝑥, 𝑦) = −𝐻(𝑥, 𝑦)𝐻̅(𝑥, 𝑦). Then we have a 

function defined as 𝐻1
∗(𝑥, 𝑦) = 𝐹(𝑥)𝐺(𝑦) + 𝜓(𝑥, 𝑦). For subsequent discussions, following theorem 

explains the necessity of having negative dependence (or independence) condition on 𝐻(𝑥, 𝑦). 

Theorem1. Let  𝐻(𝑥, 𝑦)  be a distribution function belongs to the distribution family ℱ(𝐹, 𝐺) which is 

differentiable on ℝ2 and ℎ(𝑥, 𝑦) =
𝜕2𝐻(𝑥,𝑦)

𝜕𝑥𝜕𝑦
 denote the joint probability density function. Then  

𝐻1
∗(𝑥, 𝑦) = 𝐹(𝑥)𝐺(𝑦) − 𝐻(𝑥, 𝑦)𝐻̅(𝑥, 𝑦) is a distribution function if 𝐻(𝑥, 𝑦) ≤ 𝐹(𝑥)𝐺(𝑦), for all (𝑥, 𝑦) ∈

ℝ2 (or 𝐻(𝑥, 𝑦) = 𝐹(𝑥)𝐺(𝑦), for all (𝑥, 𝑦) ∈ ℝ2). 

Proof.  Multivariate distribution function must satisfy following properties (see, Barlow and Proschan, 

1975, Chapter 5), [4]:  

(P1)  

lim
𝑥→∞

𝐹(𝑥)𝐺(𝑦) − 𝐻(𝑥, 𝑦)𝐻̅(𝑥, 𝑦) = 𝐺(𝑦), 

lim
𝑦→∞

𝐹(𝑥)𝐺(𝑦) − 𝐻(𝑥, 𝑦)𝐻̅(𝑥, 𝑦) = 𝐹(𝑥), 

lim
𝑥∧𝑦→∞

𝐹(𝑥)𝐺(𝑦) − 𝐻(𝑥, 𝑦)𝐻̅(𝑥, 𝑦) = 1. 

(P2)  
𝜕𝐻1

∗(𝑥,𝑦)

𝜕𝑥
≥ 0 and 

𝜕𝐻1
∗(𝑥,𝑦)

𝜕𝑦
≥ 0. For the simplicity 𝑓𝑥  =

𝑑𝐹(𝑥)

𝑑𝑥
 and 𝑔𝑦 =

𝑑𝐺(𝑦)

𝑑𝑦
. Then 
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𝜕𝐻1
∗(𝑥, 𝑦)

𝜕𝑥
= 𝑓𝑥𝐺(𝑦) −

𝜕𝐻(𝑥, 𝑦)

𝜕𝑥
𝐻̅(𝑥, 𝑦) − 𝐻(𝑥, 𝑦)

𝜕𝐻̅(𝑥, 𝑦)

𝜕𝑥
 

= 𝑓𝑥(𝐺(𝑦) − 𝑃𝑟(𝑌 ≤ 𝑦|𝑋 = 𝑥)𝐻̅(𝑥, 𝑦) + 𝐻(𝑥, 𝑦)𝑃𝑟(𝑌 > 𝑦|𝑋 = 𝑥)) 

Now, by noting that negatively dependence implies 𝑃𝑟(𝑌 ≤ 𝑦|𝑋 = 𝑥) ≤ 𝐺(𝑦), then we have 

𝜕𝐻1
∗(𝑥, 𝑦)

𝜕𝑥
≥  𝑓𝑥(𝑃𝑟(𝑌 ≤ 𝑦|𝑋 = 𝑥)[1 − 𝐻̅(𝑥, 𝑦)] + 𝐻(𝑥, 𝑦)𝑃𝑟(𝑌 > 𝑦|𝑋 = 𝑥)) 

≥ 0. 

Obviously, 
𝜕𝐻1

∗(𝑥,𝑦)

𝜕𝑦
≥ 0. 

(P3)  
𝜕2𝐻1

∗(𝑥,𝑦)

𝜕𝑥𝜕𝑦
≥ 0. For the simplicity, let ℎ0 = 𝑓(𝑥)𝑔(𝑦), 𝐻0 = 𝐹(𝑥)𝐺(𝑦) and ℎ𝑥𝑦 =

𝜕2𝐻(𝑥,𝑦)

𝜕𝑥𝜕𝑦
. Then 

𝜕2𝐻1
∗(𝑥, 𝑦)

𝜕𝑥𝜕𝑦
= ℎ0 − ℎ𝑥𝑦[𝐻(𝑥, 𝑦) + 𝐻̅(𝑥, 𝑦)] −

𝜕𝐻(𝑥, 𝑦)

𝜕𝑥

𝜕𝐻̅(𝑥, 𝑦)

𝜕𝑦
−
𝜕𝐻(𝑥, 𝑦)

𝜕𝑦

𝜕𝐻̅(𝑥, 𝑦)

𝜕𝑥
. 

Now, according to Domma (2011) [5], by noting that negative dependence implies both ℎ𝑥𝑦𝐻(𝑥, 𝑦) ≤
𝜕𝐻(𝑥,𝑦)

𝜕𝑥

𝜕𝐻(𝑥,𝑦)

𝜕𝑦
 and ℎ𝑥𝑦𝐻̅(𝑥, 𝑦) ≤

𝜕𝐻̅(𝑥,𝑦)

𝜕𝑥

𝜕𝐻̅(𝑥,𝑦)

𝜕𝑦
. Hence, we have 

𝜕2𝐻1
∗(𝑥, 𝑦)

𝜕𝑥𝜕𝑦
≥ ℎ0 − [

𝜕𝐻(𝑥, 𝑦)

𝜕𝑥
+
𝜕𝐻̅(𝑥, 𝑦)

𝜕𝑥
] [
𝜕𝐻(𝑥, 𝑦)

𝜕𝑦
+
𝜕𝐻̅(𝑥, 𝑦)

𝜕𝑦
]. 

By considering 
𝜕𝐻̅(𝑥,𝑦)

𝜕𝑥
= −𝑓𝑥 +

𝜕𝐻(𝑥,𝑦)

𝜕𝑥
 and 

𝜕𝐻̅(𝑥,𝑦)

𝜕𝑦
= −𝑓𝑦 +

𝜕𝐻(𝑥,𝑦)

𝜕𝑦
, the expressions in square brackets 

are rewritten as ℎ0 − 2𝑓𝑦
𝜕𝐻(𝑥,𝑦)

𝜕𝑥
− 2𝑓𝑥

𝜕𝐻(𝑥,𝑦)

𝜕𝑦
+ 4

𝜕𝐻(𝑥,𝑦)

𝜕𝑥

𝜕𝐻(𝑥,𝑦)

𝜕𝑦
. After some simplification, the above 

inequality becomes: 

𝜕2𝐻1
∗(𝑥, 𝑦)

𝜕𝑥𝜕𝑦
≥ 2

𝜕𝐻(𝑥, 𝑦)

𝜕𝑥
(𝑓𝑦 −

𝜕𝐻(𝑥, 𝑦)

𝜕𝑦
) + 2

𝜕𝐻(𝑥, 𝑦)

𝜕𝑦
(𝑓𝑥 −

𝜕𝐻(𝑥, 𝑦)

𝜕𝑥
) 

≥ 0. 

This completes the proof.  

According to Therorem1, by assuming 𝐻(𝑥, 𝑦) be negatively dependent or independent, we can define a 

new pairs of random variables 𝑈 and 𝑉 as below: 

(𝑈, 𝑉) = {
(𝑇1, 𝑇2 ),           with probability           𝛼
(𝑍1

∗, 𝑍2
∗ ),         with probability     1 − 𝛼,

 

where (𝑍1
∗, 𝑍2

∗ ) is distributed as 𝐻1
∗. Hence, the distribution of (𝑈, 𝑉) is given by 

𝐹(𝑥, 𝑦) = 𝑃𝑟(𝑈 ≤ 𝑥, 𝑉 ≤ 𝑦 ) = 𝛼𝐻2(𝑥, 𝑦) + (1 − 𝛼)𝐻1
∗(𝑥, 𝑦) 

= 𝐹(𝑥)𝐺(𝑦) + (2𝛼 − 1)𝐻(𝑥, 𝑦)𝐻̅(𝑥, 𝑦). (3) 

By letting 𝜆 = 2𝛼 − 1, where 𝜆 ∈ [−1,1], eq. (3) can be rewritten as 

𝐹(𝑥, 𝑦) = 𝐹(𝑥)𝐺(𝑦) + 𝜆𝐻(𝑥, 𝑦)𝐻̅(𝑥, 𝑦). (4) 

λ = 0 indicates 𝐹 = 𝐹(𝑥)𝐺(𝑦), 𝜆 = −1 indicates that 𝐹 is negatively dependent and 𝜆 = 1 indicates that 

𝐹 is positively dependent. Note that, if 𝐻(𝑥, 𝑦) = 𝐹(𝑥)𝐺(𝑦), 𝐹 indicates well-known bivariate 

distribution which is called as Farlie-Gumbel-Morgenstern distribution (see, [6] and  [7]). 
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We need the survival and probability density function for subsequent discussions. These functions are 

respectively given by 

𝐹̅(𝑥, 𝑦) = 𝐹̅(𝑥)𝐺̅(𝑦) + 𝜆𝐻(𝑥, 𝑦)𝐻̅(𝑥, 𝑦) 

and 

𝑓(𝑥, 𝑦) = 𝑓(𝑥)𝑔(𝑦) + 𝜆ℎ(𝑥, 𝑦)[𝐻̅(𝑥, 𝑦) + 𝐻(𝑥, 𝑦)] − λ𝑘(𝑥, 𝑦),  

where  𝑘(𝑥, 𝑦) = 𝑃𝑟(𝑋 ≤ 𝑥|𝑌 = 𝑦)𝑃𝑟(𝑌 > 𝑦|𝑋 = 𝑥) + 𝑃𝑟(𝑋 > 𝑥|𝑌 = 𝑦)𝑃𝑟(𝑌 ≤ 𝑦|𝑋 = 𝑥). 

2. REVERSED HAZARD RATE OF THE NEW FAMILY OF BIVARIATE DISTRIBUTION 

The bivariate reversed hazard is defined by Bismi [8]  as  𝑟𝑣(𝑥, 𝑦) = 𝑓( 𝑥, 𝑦)/𝐹(𝑥, 𝑦). Furthermore, the 

bivariate hazard rate function defined by Basu [9] as  𝑟(𝑥, 𝑦) = 𝑓( 𝑥, 𝑦)/𝐹̅(𝑥, 𝑦). Analogously to the 

hazard  gradient  by  Johnson  and  Kotz  [10],  Roy [11]  defined  the  bivariate  reversed  hazard  rate  

and the bivariate hazard rate as  follows: 𝒓𝒗1,2(𝑥, 𝑦) = (𝑟𝑣1(𝑥, 𝑦), 𝑟𝑣2(𝑥, 𝑦)), where 

𝑟𝑣1(𝑥, 𝑦) =
𝜕𝑙𝑜𝑔𝐹(𝑥, 𝑦)

𝜕𝑥
, 𝑟𝑣2(𝑥, 𝑦) =

𝜕𝑙𝑜𝑔𝐹(𝑥, 𝑦)

𝜕𝑦
, 

and  𝒓1,2(𝑥, 𝑦) = (𝑟1(𝑥, 𝑦), 𝑟2(𝑥, 𝑦)), where 

𝑟1(𝑥, 𝑦) =
−𝜕𝑙𝑜𝑔𝐹̅(𝑥, 𝑦)

𝜕𝑥
, 𝑟2(𝑥, 𝑦) =

−𝜕𝑙𝑜𝑔𝐹̅(𝑥, 𝑦)

𝜕𝑦
. 

Reversed hazard rate gradients of 𝐹(𝑥, 𝑦) given by eq. (4) are as follows: 

𝑟𝑣1(𝑥, 𝑦) = 𝑤(𝑥, 𝑦, 𝜆)𝑟𝑣1(𝑥,∞) + (1 − 𝑤(𝑥, 𝑦, 𝜆)) (𝑟𝑣1𝐻(𝑥, 𝑦) − 𝑟1𝐻(𝑥, 𝑦)) , 

𝑟𝑣2(𝑥, 𝑦) = 𝑤(𝑥, 𝑦, 𝜆)𝑟𝑣2(∞, 𝑦) + (1 − 𝑤(𝑥, 𝑦, 𝜆)) (𝑟𝑣2𝐻(𝑥, 𝑦) − 𝑟2𝐻(𝑥, 𝑦)). 

Accordingly, after some simplifications, bivariate reversed hazard rate can be given by 

 𝑟𝑣(𝑥, 𝑦) = 𝑤(𝑥, 𝑦, 𝜆)𝑟𝑣1(𝑥,∞)𝑟𝑣2(∞, 𝑦) + (1 − 𝑤(𝑥, 𝑦, 𝜆))(𝑟𝑣𝐻(𝑥, 𝑦) + 𝑟𝐻(𝑥, 𝑦)) 

                      −(1 − 𝑤(𝑥, 𝑦, 𝜆))[𝑟𝑣1𝐻(𝑥, 𝑦)𝑟2𝐻(𝑥, 𝑦) + 𝑟𝑣2𝐻(𝑥, 𝑦)𝑟1𝐻(𝑥, 𝑦)], 

where 𝑤(𝑥, 𝑦, 𝜆) =
𝐹(𝑥)𝐺(𝑦)

𝐹(𝑥)𝐺(𝑦)+𝜆𝐻(𝑥,𝑦)𝐻̅(𝑥,𝑦)
.  

3. LOWER AND UPPER BOUNDS ON SPEARMAN’S RHO MEASURE FOR THE NEW 

FAMILY OF BIVARIATE DISTRIBUTION 

This section deals with obtaining bounds for the bivariate distribution family given by the eq. (4). 

According to Hoeffding [12] and Fréchet [13], for any bivariate distribution belonging to ℱ(𝐹, 𝐺) contains 

Fréchet a lower bound and an upper bound. These bounds are respectively defined as  

𝐹−(𝑥, 𝑦) = max{𝐹(𝑥) + 𝐺(𝑦) − 1,0}                   (5) 

𝐹+(𝑥, 𝑦) = min{𝐹(𝑥), 𝐺(𝑦)}. (6) 

For 𝐹 ∈ ℱ(𝐹, 𝐺),  Spearman’s rho can be expressed as 

𝜌𝑠(𝑋, 𝑌) = 12 ∫ ∫{𝐹(𝑥, 𝑦) − 𝐹(𝑥)𝐺(𝑦)}𝑑𝐺(𝑦)𝑑𝐹(𝑥)

ℝℝ

 (7) 
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 (see, Schweizer and Wolff  [14]). The coefficient of Spearman’s rho for the new family can be obtained 

by 

𝜌𝑠 = 12𝜆 ∫ ∫ 𝐻(𝑥, 𝑦)𝐻̅(𝑥, 𝑦)𝑑𝐺(𝑦)𝑑𝐹(𝑥)

ℝℝ

. (8) 

Hence, by using the fact that 𝐻(𝑥, 𝑦) ≤ 𝐹(𝑥)𝐺(𝑦), for 𝜆 > 0,  we have the upper bound as 𝜌𝑠 ≤
𝜆

3
. To 

obtain the lower bound for 𝜆 > 0, we use the eq. (5), then the lower bound is 𝜌𝑠 ≥ 0. According to sign 

of 𝜆, we achieve the bounds as below: 

𝜌𝑠 ∈

{
 
 

 
 [
−𝜆

3
, 0 ] , 𝑓𝑜𝑟 𝜆 < 0

0             , 𝑓𝑜𝑟 𝜆 = 0

[0,
𝜆

3
 ]    , 𝑓𝑜𝑟 𝜆 > 0.

 

We have two example to illustrate this family. 

Example1. The Farlie-Gumbel –Morgenstern (FGM) family of bivariate distributions are given by 

𝐻(𝑥, 𝑦) = 𝐹(𝑥)𝐺(𝑦)[1 + 𝜃 𝐹̅(𝑥)𝐺̅(𝑦)], for 𝜃 ∈  [−1,1]. By taking 𝜃 ∈ [−1,0], the distribution 𝐹(𝑥, 𝑦) 

is given by 

𝐹(𝑥, 𝑦) = 𝐹(𝑥)𝐺(𝑦) + 𝜆𝐹(𝑥)𝐺(𝑦)𝐹̅(𝑥)𝐺̅(𝑦)[1 + 𝜃𝐹̅(𝑥)𝐺̅(𝑦)][1 + 𝜃 𝐹(𝑥)𝐺(𝑦)], 

where 𝜆 ∈ [−1, 1] and 𝜃 ∈ [−1,0]. Hence, 𝜌𝑠 = 𝜆 (
1

3
+
𝜃

6
+
𝜃2

75
). Since 𝜃 ∈ [−1,0], 

9𝜆

50
≤ 𝜌𝑠 ≤

𝜆

3
 for 𝜆 >

0, and 
𝜆

3
≤ 𝜌𝑠 ≤

9𝜆

50
   for 𝜆 < 0.  

We conclude that this family model weak dependence as FGM does. 

Example2.  The bivariate Gumbel- Exponential (BGE) distribution is given by 𝐻(𝑥, 𝑦) = 1 − 𝑒−𝑥 −

𝑒−𝑦 + 𝑒−𝑥−𝑦−𝜃𝑥𝑦, for 𝜃 ∈  [0,1]. The distribution 𝐹(𝑥, 𝑦) is given by 

𝐹(𝑥, 𝑦) = 1 − 𝑒−𝑥 − 𝑒−𝑦 + 𝑒−𝑥−𝑦 + 𝜆 (𝑒
−𝑥−𝑦−𝜃𝑥𝑦 − 𝑒−2𝑥−𝑦−𝜃𝑥𝑦 − 𝑒−𝑥−2𝑦−𝜃𝑥𝑦

+𝑒−2𝑥−2𝑦−2𝜃𝑥𝑦
), 

where 𝜆 ∈ [−1, 1] and 𝜃 ∈ [0,1]. According to Yela and Cuevas [15], the Spearman’s rho coefficient of 

BGE distribution is 𝜌𝑠
𝐵𝐺𝐸 = 12 [−

𝑒
4
𝜃

𝜃
𝐸𝑖 (−

4

𝜃
) −

1

4
], where 𝐸𝑖(·) is the exponential integral function.  

Then, 𝜌𝑠 can be obtained as 

𝜌𝑠 = 12𝜆
𝑒
4

𝜃

𝜃
[−𝐸𝑖 (−

4

𝜃
) + 2𝑒

2

𝜃𝐸𝑖 (−
6

𝜃
) −

𝑒
1

2𝜃𝐸𝑖 (−
9

2𝜃
)

2
]. 

The following plot shows the shape of 𝜌𝑠
𝐵𝐺𝐸 for different values of 𝜃. Here, the approximate values 

obtained by Matlab package program are used in 𝐸𝑖 evaluations. 
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Figure 1. Plots of the 𝜌𝑠  for some parameter values. 

As can be seen from the Figure1, for the negative values of 𝜆, it can be said that 𝐹 can model negative 

dependence slightly better than BGE in small theta values. Moreover, for the positive values of 𝜆, 𝐹 can 

be used to model weak positive dependence. 

4.  CONCLUSION 

In this study, we proposed a new bivariate distribution using a base distribution from the negative 

dependency class which is in ℱ(𝐹, 𝐺). Thus, this new distribution can reveal both negative dependence, 

positive dependence and independence between the random variables 𝑋 and 𝑌. As a result of illustrative 

examples, it can be said that distributions can be derived for pairs of random variables with higher 

correlations considering some base distributions. 

If we pay attention to Example 2 again, we can explain a structure  by illustrating  a random phenomenon 

which looks essentially negatively dependent but may also be positively dependent as follows:  

As the temperatures usually begin to increase in spring, snow starts to melt into the stream. This leads to 

a rapid increase in the water level of the river. Thereby, it can be thought that there is a positive 

dependence between temperature and the amount of water level of the river. On the other hand, during 

the summer season, as the temperatures rise, the water level in the river will decrease due to evaporation. 

In this case, there is a negative dependence between these two random variables.  

The proposed distribution may be useful to model the relationship between river water level and 

temperature all year round.  
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Abstract. Let (𝑀, 𝐹) be a forward complete and connected Finsler manifold of dimensional 𝑛 ≥ 2. In this 

study, we extend Wan’s extension theorem in Riemannian manifolds to Finsler manifolds by using the weighted 

Ricci curvature R𝑖𝑐𝑁 bounded below. The proof of theorem is obtained by the Laplacian comparison theorem 

on Finsler manifolds and the excess function.  

Keywords: Distance function, Finsler manifold, Weighted Ricci curvature. 

Finsler Manifoldlar Üzerinde Ağırlıklı Ricci Eğriliği İçin Bir Genişleme 

Teoremi 

Özet. (M,F) tam ve bağlantılı n≥2 boyutlu bir Finsler manifold olsun. Bu çalışmada aşağıdan sınırlı 

R𝑖𝑐𝑁 ağırlıklı Ricci eğriliği yardımıyla Wan’ın Riemann manifoldlarında elde ettiği genişleme teoremi Finsler 

manifoldlara genişletilmiştir. Teoremin ispatı Finsler manifoldlar üzerindeki Laplasyan karşılaştırma teoremi 

ve excess fonksiyonu kullanılarak elde edilmiştir. 

Anahtar Kelimeler: Uzaklık fonksiyonu, Finsler manifold, Ağırlıklı Ricci eğriliği. 

 

1. INTRODUCTION  

Finsler geometry includes analogues for many of the natural objects in Riemannian geometry. It is just 

Riemannian geometry without quadratic restriction. The recent works have shown that some results in 

Riemannian geometry have been extended to the Finsler setting. For example in this scope, the reader is 

referred to [1, 2, 3] and references therein. 

In the Riemannian case, in [4], Myers obtained a compactness theorem. The theorem of Myers concludes 

that if R𝑖𝑐 ≥ (𝑛 − 1)𝐾 > 0, then d𝑖𝑎𝑚(𝑀) ≤ 𝜋/√𝐾. Later, Calabi [5] extended this theorem as follows:  

Theorem 1. Let M be a complete and connected n-dimensional Riemannian manifold with non-negative 

Ricci curvature. Suppose there exists a point po ∈ M such that every geodesic ray γ(t) issuing from po 

satisfies  

       limsup
𝑘→∞

(∫
𝑘

0
R𝑖𝑐(𝑠)1/2𝑑𝑠 − 1/2ln(𝑘)) = ∞, (1) 

then manifold is compact.  

In [6] Cheeger-Gromov-Taylor have proved the following result: 

https://orcid.org/0000-0001-9009-1214
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Theorem 2. Let Mn be a complete and connected Riemannian manifold. If there exist o ∈ M and r0, ν >

0 such that  

                             R𝑖𝑐(𝑥) ≥
(𝑛−1)(

1

4
+𝜈2)

𝑟2
 (2) 

holds for all r(x) ≥ r0 > 0, then M is compact and the diameter is bounded from above by diamo(M) <

r0e
π/ν, where r is distance function defined with respect to fixed point o ∈ M.  

The idea of their proof relies on studying carefully the index form or the second variation. 

Recently, Wan [7] gave a complementary extension of Calabi and Cheeger-Gromov-Taylor’s theorems 

by showing that the manifold has no ray issuing from some point. 

Theorem 3.  Let (M, g) be a complete n-dimensional Riemannian manifold and satisfy 

                                                         R𝑖𝑐 ≥
𝐻(𝑛,ℓ,𝜔)

(𝑟+𝜔)ℓ
                    (3) 

for all r ≥ 0, ω > 0 and ℓ ≥ 2, where r is a distance function r(x) = d(x, o) with respect to a fixed point 

o ∈ M and H is a constant depending on n, ℓ and ω. Then manifold is compact. Here H can be chosen to 

equal to (n − 1).ωℓ−2.
(ℓ−1)ℓ

(ℓ−2)ℓ−2
  for ℓ > 2 and (n − 1). (1 +

ω

ε
),  ε > 0 for ℓ = 2.  

Qui [8] used the idea of Wan, by using the excess function and 𝑉-Laplacian comparison theorem, he 

derived an extension of Bonnet– Myers type theorem with the Bakry–Emery Ricci curvature R𝑖𝑐𝑉:=

R𝑖𝑐 −
1

2
𝐿𝑉𝑔. Also, he showed that when the vector field 𝑉 is the gradient of some smooth function 𝑓 on 

𝑀, i.e., 𝑉 = ∇𝑓, if R𝑖𝑐𝑉 has a positive lower bound and |𝑓| is bounded, then manifold is compact. 

Moreover, for the 𝑚-Bakry-Emery Ricci curvature R𝑖𝑐𝑉
𝑚:= R𝑖𝑐 −

1

2
𝐿𝑉𝑔 −

1

𝑚−𝑛
𝑉∗⊗𝑉∗, he obtained a 

compactness theorem by using a similar method as in the proof of Wan. 

Also, these type theorems and other calculations in Riemannian geometry has been generalized in various 

direction by a lot of authors [9, 10, 11, 12] and references therein. 

Motivated by the above studies, in this paper we will prove the corresponding Wan’s above theorem, for 

the weighted Ricci curvature R𝑖𝑐𝑁 on Finsler manifolds. In particular, we will use the Laplacian 

comparison theorem on Finsler manifolds and the excess function. Our main result is as follows: 

Theorem 4. Let (M, F, dμ) be a forward complete and connected Finsler manifold of dimension n with 

arbitrary volume form and let r be the distance function r(x) = d(x, o) with respect to a fixed point o ∈

M. Suppose that the weighted Ricci curvature  

 R𝑖𝑐𝑁:= R𝑖𝑐∞ −
𝑆2

𝑁−𝑛
≥ 𝐴𝜓(𝑟) (4) 

 for all N ∈ (n,∞) and A is a constant depending on ψ and N. Then   

  •  Manifold is compact,  

  • Let ϵ and δ be positive arbitrary constants. Then A can be chosen as (
N−1

ϵ
)(∫

∞

ϵ
ψ(s)ds)−1 + δ.  
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Remark 5. If we choose ψ =
1

r2
 and ψ =

1

(r+1)2
, then Theorem 4 becomes Theorem 2 and Theorem 3 in 

[13], respectively.  

Remark 6. If ψ satisfies ∫
∞

ϵ
ψ(s)ds = ∞, then A can be chosen as an arbitrary positive real number.  

Choose 𝜓 =
1

(𝑟+𝜔)ℓ
 such that ℓ ∈ ℝ and 𝜔 > 0. So we can obtain the following result: 

Corollary 7. Let (M, F, dμ) be a forward complete and connected Finsler manifold of dimension n with 

arbitrary volume form and let r be the distance function r(x) = d(x, o) with respect to a fixed point o ∈

M. Suppose that the weighted Ricci curvature 

                                  R𝑖𝑐𝑁 ≥
𝐵(𝑛,ℓ,𝜔)

(𝑟+𝜔)ℓ
 (5) 

for all r ≥ 0 and ω > 0, where r is a distance function r(x) = d(x, o) with respect to a fixed point o ∈ M 

and B is a positive constant depending on N, ℓ and ω. Then manifold is compact. Here B can be chosen 

to equal to   

    • (𝑁 − 1). 𝜔ℓ−2.
(ℓ−1)ℓ

(ℓ−2)ℓ−2
+ 𝛿 for ℓ > 2,  

    • 
(𝑁−1)(ℓ−1)

𝜖
. (𝜔 + 𝜖)ℓ−1 + 𝛿 for 1 < ℓ ≤ 2,  

    • an arbitrary positive real number for ℓ ≤ 1  

 (𝜖, 𝛿 are positive constants).  

Additionally, if  R𝑖𝑐𝑁 ≥  𝛿 > 0,  we can rescale the metric such that δ is bigger than the right hand of  (5). 

So manifold is compact (see [13]). By taking 𝜓 ≡ 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 in Theorem 4 we have 

Corollary 8. Let (M, F, dμ) be a forward complete and connected Finsler manifold of dimension n with 

arbitrary volume form. Assume that RicN ≥ (N − 1)C, C > 0, then manifold is compact and the diameter 

has an upper bound.  

The proof of Corollary 8 is almost the same steps of Theorem 2 in [13]. So, it may be omitted here. 

Now, we review below a summary of the basic concepts associated with the Finsler geometry. 

2. FINSLER GEOMETRY 

Let M be a differentiable n-manifold and TM be the tangent bundle on M, where TxM is tangent space at 

x ∈ M. Set T0M = TM\{0}. Let π: TM → M be the natural projection and (x, y) be a point of TM such that 

x ∈ M and y ∈ TxM. 

Definition 9. A Finsler metric F: TM → [0,∞) is a 𝒞∞-Finsler structure of M with the following 

conditions: 

1.  F is 𝒞∞ on T0M (Regularity), 

2.  F(x, λy) = λF(x, y) for all λ > 0 (Positive homogeneity), 

3.  The n × n Hessian matrix 
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 gij: =
1

2
[F2]yiyj (6) 

is positive-definite at every point of T0M (Strong convexity). 

The pair (M, F) is called a Finsler manifold. 

The Chern curvature RV for vectors fields X, Y, Z ∈ TxM\{0} is defined by 

 RV(X, Y)Z: = ∇X
V∇Y

VZ − ∇Y
V∇X

VZ − ∇[X,Y]
V Z. (7) 

In the Riemannian case this curvature does not depend on V and coincides with the Riemannian curvature 

tensor. The flag curvature is defined as follows: 

 K(V,W):=
gV(R

V(V,W)W,V)

gV(V,V)gV(W,W)−gV(V,W)2
, (8) 

where V,W ∈ TxM\{0} are linearly independent vectors. Then the Ricci curvature of V (as the trace of the 

flag curvature) is given as 

                                          Ric(V):= ∑n−1i=1 K(V, Ei), (9) 

where {E1, E2, . . . , En−1, V/F(V)} is an orthonormal basis of TxM with respect to gV, namely gV(Ei, Ej) =

δij and gV(V, Ei) = 0 for all i, j = 1, . . . , n − 1. 

Let dμ = σF(x)dx
1dx2. . . dxn be the volume form on M. For a vector V ∈ TxM\{0}, 

                                            τ(x, V):= ln
√det(gij(x,V))

σF(x)
 (10) 

is a scalar function on TxM\{0} which is called the distortion of (M, F, dμ). We say that the distortion τ is 

a 𝒞∞-function, if M is a Riemannian manifold. Setting 

                                             S(x, V):=
d

dt
(τ(γ(t), γ̇(t)))|t=0, (11) 

where γ is the geodesic with γ(0) = x, γ̇(0) = V. S(x, λV) = λS(x, V) for all λ > 0. S is a scalar function 

on TxM\{0} which is called the S-curvature. From the definition, it seems that the S-curvature measures 

the rate of change in the distortion along geodesics in the direction V ∈ TxM. 

For all N ∈ (n,∞), we define the weighted Ricci curvature of (M, F, dμ) as follows (see [1]): 

{
 
 

 
 RicN(W):= Ric(W) + Ṡ(W) −

S(W)2

N − n
,

Ric∞(W):= Ric(W) + Ṡ(W),

Ricn(W)  ∶= {
Ric + Ṡ(W), if    S(W) = 0
−∞ otherwise.

 

 

Also RicN(βW):= β
2RicN(W) for β > 0. 

870 



 

 

Soylu / Cumhuriyet Sci. J., Vol.40-4 (2019) 867-874 

We say that (M, F) is forward complete if each geodesic γ: [0, ℓ] → M is extended to a geodesic on [0,∞), 

in other words, if exponential map is defined on whole TM. Then the Hopf-Rinow theorem gives that 

every pair of points in M can be joined by a minimal geodesic. 

The Legendre transformation ℒ: TM → T∗M is defined as 

ℒ(Z): = {
gZ(Z, . ), Z ∈ T0M,
0 Z = 0.

 

For a smooth function h:M → ℝ, the gradient vector of h at x ∈ M is defined as ∇h(x):= ℒ−1(dh). 

Given a smooth vector field Z = Zi ∂/ ∂xi on M, the divergence of Z with respect to an arbitrary volume 

form dμ = eφdx1dx2. . . dxn is defined by 

                                             divZ:= ∑ni=1 (
∂Zi

∂xi
+ Zi

∂φ

∂xi
). (12) 

Then we define the Finsler-Laplacian of h by Δh:= div(∇h) = div(ℒ−1(dh)). 

Let U = {x ∈ M:∇u|x ≠ 0}. The Hessian of u on U is defined by follows: 

H(u)(V,W):= VW(u) − ∇V
∇uW(u),   ∀ V,W ∈ TM|U. 

We know that H(u) is symmetric, and it can be rewritten as 

H(u)(V,W) = g∇u(∇V
∇u∇u,W). 

The following lemma will be very useful in the proofs of our main results (see [14]). 

Lemma 10.  Let (M, F, dμ) be a Finsler n-manifold, and u:M → R a smooth function on M. Then on U =

{x ∈ M:∇u|x ≠ 0} we have 

 Δu = ∑i H(u)(Ei, Ei) − S(∇u):= tr∇uH(u) − S(∇u), (13) 

where E1, E2, . . . , En is a local g∇u-orthonormal frame on U. 

Finally, define revesibility λ:= λ(M, F) as follows: 

                               λ: = sup
x∈M,y∈TM\0

F(x,−y)

F(x,y)
.                                                                               (14) 

It is clear that λ ∈ [1,∞], and λ = 1 if and only if (M, F) is called reversible. 

3. THE PROOF OF THE MAIN RESULT 

Let (𝑀, 𝐹, 𝑑𝜇) be a Finsler manifold of dimensional 𝑛 and 𝑟(𝑥) = 𝑑(𝑜, 𝑥) be a distance function with 

respect to a fixed point 𝑜 ∈ 𝑀. It is well known that 𝑟 is only smooth on 𝑀 − (𝐶𝑜 ∪ {𝑜}) where 𝐶𝑜 is the 

cut locus of the point 𝑜 ∈ 𝑀. We assume that 𝜎 is a minimal unit speed geodesic segment. We have ∇𝑟 =

𝜎′(𝑡) in the adapted coordinates with respect to the 𝑟, and the distance function 𝑟 satisfies 𝐹(∇𝑟) = 1 for 

all 𝑝 ∈ 𝑀 − (𝐶𝑜 ∪ {𝑜}) (see [15]). On the other hand, using the Finsler metric we obtain a weighted 

Riemannian metric 𝑔∇𝑟. Thus we apply the Riemannian calculation for 𝑔∇𝑟 (on 𝑀− (𝐶𝑜 ∪ {𝑜})). 

In order to prove the Theorem 4 we first give an upper estimate for the Laplacian of the distance function 

𝑟(𝑥) = 𝑑(𝑜, 𝑥). 
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Lemma 11. [16] If RicN ≥ 0 for N ∈ (n,∞), then the Laplacian of the distance function r(x) = d(o, x) 
from any given point o ∈ M can be estimated as follows:  

                                                       Δ𝑟 ≤
𝑁−1

𝑟
                                                                             (15) 

in the sense of distributions on M\{o}.  

Now, we can prove our main theorem using the above notations.  

Proof of Theorem 4. Let σ(t) be a unit speed ray starting from a fixed point o ∈ M with σ(0) = o. For 

every t > 0, Δr(γ(t)) denotes the Finsler-Laplacian of distance function r from a fixed point o ∈ M. It 

satisfies F(∇r) = 1. In the Finsler case, recall that the Bochner-Weitzenböck formula [17] for a smooth 

function u ∈ 𝒞∞(M)  

 0 = Δ∇𝑢 (
𝐹(∇𝑢)2

2
) = R𝑖𝑐∞(∇𝑢) + 𝐷(Δ𝑢)(∇𝑢)+∥ ∇

2𝑢 ∥𝐻𝑆(∇𝑢)
2 . (16) 

From the Bochner formula applied to distance function 𝑟 and by Lemma 10, we have, on 𝑀− (𝐶𝑝 ∪ {𝑝}),  

 0 = R𝑖𝑐∞(∇𝑟) + 𝐷(Δ𝑟)(∇𝑟)+∥ ∇
2𝑟 ∥𝐻𝑆(∇𝑟)

2  

 ≥ R𝑖𝑐∞(∇𝑟) + 𝑔∇𝑟(∇
∇𝑟Δ𝑟, ∇𝑟) +

1

𝑛−1
(𝑡𝑟∇𝑟H𝑒𝑠𝑠𝑟)

2 

 = R𝑖𝑐∞(∇𝑟) + 𝑔∇𝑟(∇
∇𝑟Δ𝑟, ∇𝑟) +

(Δ𝑟+𝑆(∇𝑟))2

𝑛−1
. (17) 

Using the basic inequality  

 (𝑥 + 𝑧)2 ≥
1

𝜈+1
𝑥2 −

1

𝜈
𝑧2 

holding for all real numbers 𝑥, 𝑧 and positive real number 𝜈, we have  

 
(Δ𝑟+𝑆(∇𝑟))2

𝑛−1
≥

(Δ𝑟)2

(𝑛−1)(𝜈+1)
−
(𝑆(∇𝑟))2

(𝑛−1)𝜈
. (18) 

In the case where 𝑁 > 𝑛, taking 𝜈 =
𝑁−𝑛

𝑛−1
> 0, (17) yields  

 0 ≥ R𝑖𝑐∞(∇𝑟) + 𝑔∇𝑟(∇
∇𝑟Δ𝑟, ∇𝑟) +

(Δ𝑟)2

𝑁−1
−
(𝑆(∇𝑟))2

𝑁−𝑛
 

 = R𝑖𝑐𝑁(∇𝑟) +
𝜕

𝜕𝑟
(Δ𝑟) +

(Δ𝑟)2

𝑁−1
. (19) 

Integrating the inequality (19) over the interval [𝜖, 𝑡], we get  

 0 ≥ ∫
𝑡

𝜖
R𝑖𝑐𝑁(∇𝑟)𝑑𝑠 + Δ𝑟(𝑡) − Δ𝑟(𝜖) +

1

𝑁−1
∫
𝑡

𝜖
(Δ𝑟)2𝑑𝑠 (20) 

for any 𝜖 > 0. Because R𝑖𝑐𝑁 ≥ 𝐴𝜓(𝑟) > 0, by Lemma 11, we have Δ𝑟(𝜎(𝑡)) ≤
𝑁−1

𝑡
. 

Now, let 𝑟1(𝑥) = 𝑑(𝑜, 𝑥) and 𝑟2(𝑥) = 𝑑(𝜎(𝑗), 𝑥). We can think of the excess function 𝑒 as  

 𝑒(𝑥): = 𝑑(𝑜, 𝑥) + 𝑑(𝜎(𝑗), 𝑥) − 𝑗, (21) 

which measures how much the triangle inequality fails to be an equality. By the triangle inequality, we 

have 𝑒(𝑥) ≥ 0 and 𝑒(𝜎(𝑡)) = 0 for 0 ≤ 𝑡 ≤ 𝑗. Thus  
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 Δ𝑒(𝜎(𝑡)) = Δ𝑑(𝑜, 𝜎(𝑡)) + Δ𝑑(𝜎(𝑗), 𝜎(𝑡)) ≥ 0. (22) 

From here, we have   

 Δ𝑟(𝜎(𝑡)) = Δ𝑑(𝜎(0), 𝜎(𝑡)) ≥ −Δ𝑑(𝜎(𝑗), 𝜎(𝑡)) ≥ −
𝑛−1

𝑗−𝑡
. (23) 

By taking 𝑗 → ∞ in the above inequality, we obtain Δ𝑟(𝜎(𝑡)) ≥ 0 and therefore we have 

 0 ≤ Δ𝑟(𝜎(𝑡)) ≤
𝑁−1

𝑡
. (24) 

From (20), (24) and the assumption of Theorem 4, we have 

 0 ≤
1

𝑁−1
∫
𝑡

𝜖
(Δ𝑟)2𝑑𝑠 ≤

𝑁−1

𝜖
− ∫

𝑡

𝜖
𝐴𝜓(𝑠)𝑑𝑠 (25) 

We observe that this is a contradiction if 𝐴 is very large (see [7]). So manifold must be compact. Now we 

calculate the 𝐴 constant we need. By taking 𝑡 → ∞ and solving . The term 

 
𝑁−1

𝜖
− 𝐴∫

∞

𝜖
𝜓(𝑠)𝑑𝑠 ≤ 0,  (26) 

we get  

 𝐴 ≥ (
𝑁−1

𝜖
) (∫

∞

𝜖
𝜓(𝑠)𝑑𝑠)

−1
. (27) 

This allows to choose 𝐴 = (
𝑁−1

𝜖
) (∫

∞

𝜖
𝜓(𝑠)𝑑𝑠)

−1
+ 𝛿 for any 𝛿 > 0. Therefore theorem holds. 

Proof of the Corollary 7. If we take 𝐴 = 𝐵(𝑛, ℓ,𝜔) and 𝜓(𝑠) =
1

(𝑟+𝜔)ℓ
 in the proof of the Theorem 4, 

then we have 

 0 ≤
1

𝑁−1
∫
𝑡

𝜖
(Δ𝑟)2𝑑𝑠 ≤

𝑁−1

𝜖
− ∫

𝑡

𝜖

𝐵(𝑛,ℓ,𝜔)

(𝑠+𝜔)ℓ
𝑑𝑠 

 

 =
𝑁−1

𝜖
−

𝐵

ℓ−1
[

1

(𝜖+𝜔)ℓ−1
−

1

(𝑡+𝜔)ℓ−1
] (28) 

from the inequality (25). Let 𝑡 → ∞. So we get  

 𝐵 ≥ (𝑁 − 1)(ℓ − 1)
(𝜖+𝜔)ℓ−1

𝜖
. (29) 

The term 
(𝜖+𝜔)ℓ−1

𝜖
 attains its minimal value when 𝜖 =

𝜔

ℓ−2
 for ℓ > 2. Inserting 𝜖 =

𝜔

ℓ−2
 into the above 

inequality, we have (𝑁 − 1). 𝜔ℓ−2.
(ℓ−1)ℓ

(ℓ−2)ℓ−2
+ 𝛿, 𝛿 > 0. It is easy to see that (𝑖𝑖) for 1 < ℓ ≤ 2 and (𝑖𝑖𝑖) 

for ℓ ≤ 1. 
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Abstract.  In this work, we study the inverse nodal problem for Dirac type integro-differential operator with 

the boundary conditions dependent spectral parameter polynomially. We prove that dense subset of the nodal 

points determines the coefficients of differential part of operator and gives partial information for integral part 

of it. 

 

 

Keywords: Dirac operator, integro-differential operators, inverse nodal problem, parameter dependent boundary 

conditions. 

Sınır Koşulları Spektral Parametreye Polinom Şeklinde Bağlı Olan Dirac 

Tipli İntegro-Diferansiyel Sistemi İçin Ters Nodal Problemler 

Özet. Bu çalışmada sınır koşulunun spektral parametreye polinom şeklinde bağlı olduğu Dirac tipli integro 

diferansiyel operatörü ele aldık ve nodal noktaların yoğun bir alt kümesinin operatörün diferansiyel kısmının 

katsayılarını  belirlediğini,  integral parçası için de kısmi bilgi verdiğini gösterdik.     

Anahtar Kelimeler: Dirac operatörü,  integro diferansiyel operator, ters nodal problem, parametreye bağlı sınır 

koşulu. 

  

 

1. INTRODUCTION 

We consider the following boundary value problem L(Ω, M, a1, a2, b1, b2), generated by the Dirac-type 

integro-differential system 

𝐵𝑌′(𝑥) + 𝛺(𝑥)𝑌(𝑥) + ∫ 𝑀(𝑥, 𝑡)𝑌(𝑡)𝑑𝑡

𝑥

0

= 𝜆𝑌(𝑥), 𝑥 ∈ (0, 𝜋)          (1) 

with the spectral parameter dependent boundary conditions 

{
𝑎₁(𝜆)𝑦₁(0) + 𝑎₂(𝜆)𝑦₂(0) = 0
𝑏₁(𝜆)𝑦₁(𝜋) + 𝑏₂(𝜆)𝑦₂(𝜋) = 0

                                                                        (2) 

https://orcid.org/0000-0003-1689-8954
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where  𝑎𝑣(𝜆) = ∑ 𝑎𝑣𝑘𝜆𝑘𝑠𝑣
𝑘=0  and 𝑏𝑣(𝜆) = ∑ 𝑏𝑣𝑘𝜆𝑘𝑟𝑣

𝑘=0 , (𝑣 = 1,2) are monic polynomial with real 

cofficients; 𝑎1(𝜆) and 𝑎2(𝜆) have no common zeros and same for 𝑏1(𝜆) and 𝑏2(𝜆) , 𝜆 is the spectral 

parameter, 𝐵 = (
0 1

−1 0
), 𝛺(𝑥) = (

𝑉(𝑥) + 𝑚 0
0 𝑉(𝑥) − 𝑚

), 𝑀(𝑥, 𝑡) = (
𝜒₁₁(𝑥, 𝑡) 𝜒₁₂(𝑥, 𝑡)
𝜒₂₁(𝑥, 𝑡) 𝜒₂₂(𝑥, 𝑡)

), 𝑌(𝑥) =

(
𝑦₁(𝑥)
𝑦₂(𝑥)

), 𝛺(𝑥) and 𝑀(𝑥, 𝑡) are real-valued functions in the class of 𝑊2
1(0, 𝜋) where 𝑚 is a real constant. 

Throughout this paper, we denote 𝑝(𝑥) = 𝑉(𝑥) + 𝑚, 𝑟(𝑥) = 𝑉(𝑥) − 𝑚. 

Inverse nodal problems were first proposed and solved for Sturm-Liouville operator by McLaughlin in 1988 

[1]. In this study, it has been shown that a dense subset of zeros of eigenfunctions, called nodal points, 

uniquelly determines the potential of the Sturm Liouville operator. In 1989, Hald and McLaughlin gave 

some numerical schemes for reconstructing potential from nodal points for more general boundary 

conditions [2]. In 1997 Yang gave an algorithm to determine the coefficients of operator for the inverse 

nodal Sturm-Liouville problem [3]. Inverse nodal problems have been addressed by various researchers in 

several papers for different operators [4], [5], [6], [7], [8], [9], [10], [11] and [12]. The inverse nodal 

problems for Dirac operators with various boundary conditions have been studied and shown that the dense 

subsets of nodal points which are the first components of the eigenfunctions determines the coefficients of 

discussed operator by Yang C-F, Huang Z-Y [13]; Yang C-F, Pivovarchik VN [14] and Guo Y, Wei Y 

[15]. 

In recent years, perturbation of a differential operator by a Volterra type integral operator, namely the 

integro-differential operator has acquired significant popularity and major attention from several authors 

and  take significant place in the literature [16], [17], [18], [19] 𝑎𝑛𝑑 [20]. Integro-differential operators are 

nonlocal, and therefore they are more difficult for investigation, than local ones. New methods for solution 

of these problems are being developed. For Sturm-Liouville type integro-differential operators, there exist 

some studies about inverse problems but there is very little study for Dirac type integro-differential 

operators. The inverse nodal problem for Dirac type integro-differential operators was first studied by [21]. 

In their study, it is shown that the coefficients of the differential part of the operator can be determined by 

using nodal points and nodal points also gives the partial information about integral part. In [22] the authors 

considered boundary conditions depend on the spectral parameter linearly. In our study, we deal with an 

inverse nodal problem of reconstructing the Dirac type integro-differential operators with the spectral 

parameter in the boundary conditions polynomially. We have obtained asymptotic estimates of the solutions, 

eigenvalues and nodal points of considered problem. We have proved that the operator can be reconstructed 

by given dense subset of the nodal points. 

2. MAIN RESULTS 

Let 𝜑(𝑥, 𝜆) = (
𝜑₁(𝑥, 𝜆)
𝜑2(𝑥, 𝜆)

) be the solution of (1) under the the initial condition  𝜑(0, 𝜆) = (
𝑎₂(𝜆)

−𝑎₁(𝜆)
) . It is 

easy to see that this solution is an entire function of λ for each fixed 𝑥 and 𝑡. One can easily verify that the 

function 𝜑(𝑥, 𝜆) satisfies  

                          𝜑1(𝑥, 𝜆) = 𝑎₁(𝜆)𝑠𝑖𝑛𝜆𝑥 + 𝑎₂(𝜆)𝑐𝑜𝑠𝜆𝑥 
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+ ∫ 𝑝(𝑡)𝜑1(𝑡)𝑠𝑖𝑛𝜆(𝑥 − 𝑡)𝑑𝑡 + ∫ 𝑟(𝑡)𝜑2(𝑡)𝑐𝑜𝑠𝜆(𝑥 − 𝑡)𝑑𝑡

𝑥

0

𝑥

0

 

+ ∫ ∫{𝑀11(𝑡, 𝜉)𝜑₁(𝜉) + 𝑀₁₂(𝑡, 𝜉)𝜑₂(𝜉)}𝑠𝑖𝑛𝜆(𝑥 − 𝑡)𝑑𝜉𝑑𝑡

𝑡

0

𝑥

0

 

+ ∫ ∫{𝑀21(𝑡, 𝜉)𝜑₁(𝜉) + 𝑀12𝑡, 𝜉)𝜑₂(𝜉)}𝑐𝑜𝑠𝜆(𝑥 − 𝑡)}𝑑𝜉𝑑𝑡

𝑡

0

𝑥

0

 

𝜑2(𝑥, 𝜆) = −𝑎₁(𝜆)𝑐𝑜𝑠𝜆𝑥 + 𝑎₂(𝜆)(𝜆)𝑠𝑖𝑛𝜆𝑥                                                                      

− ∫ 𝑝(𝑡)𝜑1(𝑡)𝑐𝑜𝑠𝜆(𝑥 − 𝑡)𝑑𝑡

𝑥

0

+ ∫ 𝑟(𝑡)𝜑2(𝑡)𝑠𝑖𝑛𝜆(𝑡 − 𝑥)𝑑𝑡

𝑥

0

 

− ∫ ∫{𝑀11(𝑡, 𝜉)𝜑₁(𝜉) + 𝑀12(𝑡, 𝜉)𝜑₂(𝜉)}𝑐𝑜𝑠𝜆(𝑥 − 𝑡)𝑑𝜉𝑑𝑡

𝑡

0

𝑥

0

 

+ ∫ ∫{𝑀21(𝑡, 𝜉)𝜑₁(𝜉) + 𝑀12𝑡, 𝜉)𝜑₂(𝜉)}𝑠𝑖𝑛𝜆(𝑥 − 𝑡)𝑑𝜉𝑑𝑡

𝑡

0

𝑥

0

 

Theorem1. The functions 𝜑1(𝑥, 𝜆) and 𝜑2(𝑥, 𝜆) have the following asymptotic expansions: 

                       𝜑1(𝑥, 𝜆) = 𝑎1(𝜆)𝑠𝑖𝑛[𝜆𝑥 − 𝑤(𝑥)] + 𝑎2(𝜆)𝑐𝑜𝑠[𝜆𝑥 − 𝑤(𝑥)]                                   (3)                          

               

                      

     +
𝑎₁(𝜆)𝑚

𝜆
𝑠𝑖𝑛[𝜆𝑥 − 𝑤(𝑥)] −

𝑎₁(𝜆)𝑚²𝑥

2𝜆
𝑐𝑜𝑠[𝜆𝑥 − 𝑤(𝑥)]

     
  

                           +
𝑎₂(𝜆)𝑚²𝑥

2𝜆
𝑠𝑖𝑛[𝜆𝑥 − 𝑤(𝑥)] −

𝑎₁(𝜆)

2𝜆
𝐾(𝑥)𝑠𝑖𝑛[𝜆𝑥 − 𝑤(𝑥)] 

                                  −
𝑎₂(𝜆)

2𝜆
𝐾(𝑥)𝑐𝑜𝑠[𝜆𝑥 − 𝑤(𝑥)] +

𝑎₁(𝜆)

2𝜆
𝐿(𝑥)𝑐𝑜𝑠[𝜆𝑥 − 𝑤(𝑥)]       

−
𝑎₂(𝜆)

2𝜆
𝐿(𝑥)𝑠𝑖𝑛[𝜆𝑥 − 𝑤(𝑥)] + 𝑜 (

𝑒|𝜏|𝑥

𝜆1−𝑠)     

𝜑₂(𝑥, 𝜆) = −𝑎₁(𝜆)𝑐𝑜𝑠[𝜆𝑥 − 𝑤(𝑥)] + 𝑎₂(𝜆)𝑠𝑖𝑛[𝜆𝑥 − 𝑤(𝑥)]                   (4) 

        −
𝑎₂(𝜆)𝑚

𝜆
𝑠𝑖𝑛[𝜆𝑥 − 𝑤(𝑥)] −

𝑎₁(𝜆)𝑚²𝑥

2𝜆
𝑠𝑖𝑛[𝜆𝑥 − 𝑤(𝑥)] 

               −
𝑎₂(𝜆)𝑚²𝑥

2𝜆
𝑐𝑜𝑠[𝜆𝑥 − 𝑤(𝑥)] +

𝑎₁(𝜆)

2𝜆
𝐾(𝑥)𝑐𝑜𝑠[𝜆𝑥 − 𝑤(𝑥)] 
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      −
𝑎₂(𝜆)

2𝜆
𝐾(𝑥)𝑠𝑖𝑛[𝜆𝑥 − 𝑤(𝑥)] +

𝑎₁(𝜆)

2𝜆
𝐿(𝑥)𝑠𝑖𝑛[𝜆𝑥 − 𝑤(𝑥)] 

   +
𝑎₂(𝜆)

2𝜆
𝐿(𝑥)𝑐𝑜𝑠[𝜆𝑥 − 𝑤(𝑥)] + 𝑜 (

𝑒|𝜏|𝑥

𝜆1−𝑠)                               

for sufficiently large |λ|, uniformly in 𝑥, where, 𝑤(𝑥) =
1

2
∫ (𝑝(𝑡) + 𝑟(𝑡))𝑑𝑡

𝑥

0
,                                             

𝐾(𝑥) = ∫ (𝑀11(𝑡, 𝑡) + 𝑀22(𝑡, 𝑡))𝑑𝑡
𝑥

0
, 𝐿(𝑥) = ∫ (𝑀12(𝑡, 𝑡) − 𝑀21(𝑡, 𝑡))𝑑𝑡

𝑥

0
 and 𝜏 = 𝐼𝑚𝜆 

Proof  To apply the method of successive approximations to (4) and (5), put 

𝜑1,0(𝑥, 𝜆) = 𝑎₁(𝜆)𝑠𝑖𝑛𝜆𝑥 + 𝑎₂(𝜆)𝑐𝑜𝑠𝜆𝑥    

𝜑2,0(𝑥, 𝜆) = −𝑎₁(𝜆)𝑐𝑜𝑠𝜆𝑥 + 𝑎₂(𝜆)𝑠𝑖𝑛𝜆𝑥 

𝜑1,𝑛+1(𝑥, 𝜆) = ∫ 𝑝(𝑡)𝜑1,𝑛(𝑡)𝑠𝑖𝑛𝜆(𝑥 − 𝑡)𝑑𝑡

𝑥

0

+ ∫ 𝑟(𝑡)𝜑2,𝑛(𝑡)𝑐𝑜𝑠𝜆(𝑥 − 𝑡)𝑑𝑡

𝑥 

0

 

                       + ∫ ∫{𝑀11(𝑡, 𝜉)𝜑1,𝑛(𝜉) + 𝑀₁₂(𝑡, 𝜉)𝜑2,𝑛(𝜉)}𝑠𝑖𝑛𝜆(𝑥 − 𝑡)𝑑𝜉𝑑𝑡

𝑡

0

𝑥

0

 

                      + ∫ ∫{𝑀21(𝑡, 𝜉)𝜑1,𝑛(𝜉) + 𝑀22(𝑡, 𝜉)𝜑2,𝑛(𝜉)}𝑐𝑜𝑠𝜆(𝑥 − 𝑡)𝑑𝜉𝑑𝑡

𝑡

0

𝑥

0

 

    𝜑2,𝑛+1(𝑥, 𝜆) = − ∫ 𝑝(𝑡)𝜑1,𝑛(𝑡)𝑐𝑜𝑠𝜆(𝑥 − 𝑡)𝑑𝑡

𝑥

0

+ ∫ 𝑟(𝑡)𝜑2,𝑛(𝑡)𝑠𝑖𝑛𝜆(𝑡 − 𝑥)𝑑𝑡

𝑥

0

 

− ∫ ∫{𝑀11(𝑡, 𝜉)𝜑1,𝑛(𝜉) + 𝑀₁₂(𝑡, 𝜉)𝜑2,𝑛(𝜉)}𝑐𝑜𝑠𝜆(𝑥 − 𝑡)𝑑𝜉𝑑𝑡

𝑡

0

𝑥

0

 

+ ∫ ∫{𝑀21(𝑡, 𝜉)𝜑1,𝑛(𝜉) + 𝑀22𝑡, 𝜉)𝜑2,𝑛(𝜉)}𝑠𝑖𝑛𝜆(𝑥 − 𝑡)𝑑𝜉𝑑𝑡

𝑡

0

𝑥

0

 

Then we have 

𝜑1,1(𝑥, 𝜆) = −𝑎₁(𝜆)𝑤(𝑥)𝑐𝑜𝑠𝜆𝑥 + 𝑎₂(𝜆)𝑤(𝑥)𝑠𝑖𝑛𝜆𝑥 

                     +
𝑎₁(𝜆)𝑚

𝜆
𝑠𝑖𝑛𝜆𝑥 −

𝑎₁(𝜆)

2𝜆
𝐾(𝑥)𝑠𝑖𝑛𝜆𝑥 

                            +
𝑎₁(𝜆)

2𝜆
𝐿(𝑥)𝑐𝑜𝑠𝜆𝑥 −

𝑎2(𝜆)

2𝜆
𝐾(𝑥)𝑐𝑜𝑠𝜆𝑥  
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−
𝑎2(𝜆)

2𝜆
𝐿(𝑥)𝑠𝑖𝑛𝜆𝑥 + 𝑜 (

𝑒|𝜏|𝑥

𝜆1−𝑠) 

𝜑2,1(𝑥, 𝜆) = −𝑎₁(𝜆)𝑤(𝑥)𝑠𝑖𝑛𝜆𝑥 − 𝑎₂(𝜆)𝑤(𝑥)𝑐𝑜𝑠𝜆𝑥 

                    −
𝑎2(𝜆)𝑚

𝜆
𝑠𝑖𝑛𝜆𝑥 +

𝑎₁(𝜆)

2𝜆
𝐾(𝑥)𝑐𝑜𝑠𝜆𝑥 

                        +
𝑎₁(𝜆)

2𝜆
𝐿(𝑥)𝑠𝑖𝑛𝜆𝑥 −

𝑎2(𝜆)

2𝜆
𝐾(𝑥)𝑠𝑖𝑛𝜆𝑥 

           +
𝑎2(𝜆)

2𝜆
𝐿(𝑥)𝑐𝑜𝑠𝜆𝑥 + 𝑜 (

𝑒|𝜏|𝑥

𝜆1−𝑠) 

and for n ∈ ℤ⁺ 

𝜑1,2𝑛+1(𝑥, 𝜆) = (−1)𝑛+1𝑎₁(𝜆)
𝑤2𝑛+1(𝑥)

(2𝑛 + 1)!
𝑐𝑜𝑠𝜆𝑥 + (−1)𝑛𝑎₂(𝜆)

𝑤2𝑛+1(𝑥)

(2𝑛 + 1)!
𝑠𝑖𝑛𝜆𝑥 

                             +(−1)𝑛
𝑎1(𝜆)𝑚

𝜆

𝑤2𝑛(𝑥)

(2𝑛)!
𝑠𝑖𝑛𝜆𝑥 + (−1)𝑛

𝑎1(𝜆)𝑚2𝑥

2𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝑠𝑖𝑛𝜆𝑥 

                                       +(−1)𝑛
𝑎2(𝜆)𝑚2𝑥

2𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝑐𝑜𝑠𝜆𝑥 + (−1)𝑛+1

𝑎1(𝜆)

2𝜆

𝑤2𝑛(𝑥)

(2𝑛)!
𝐾(𝑥)𝑠𝑖𝑛𝜆𝑥 

                                   +(−1)𝑛+1
𝑎2(𝜆)

2𝜆

𝑤2𝑛(𝑥)

(2𝑛)!
𝐾(𝑥)𝑐𝑜𝑠𝜆𝑥 + (−1)𝑛

𝑎1(𝜆)

2𝜆

𝑤2𝑛(𝑥)

(2𝑛)!
𝐿(𝑥)𝑐𝑜𝑠𝜆𝑥 

        +(−1)𝑛+1
𝑎2(𝜆)

2𝜆

𝑤2𝑛(𝑥)

(2𝑛)!
𝐿(𝑥)𝑠𝑖𝑛𝜆𝑥 + 𝑜 (

𝑒|𝜏|𝑥

𝜆1−𝑠)                 

𝜑1,2𝑛(𝑥, 𝜆) = (−1)𝑛
𝑤2𝑛(𝑥)

(2𝑛)!
𝑠𝑖𝑛𝜆𝑥 + (−1)𝑛

𝑤2𝑛(𝑥)

(2𝑛)!
𝑐𝑜𝑠𝜆𝑥                                              

                 +(−1)𝑛
𝑎1(𝜆)𝑚

𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝑐𝑜𝑠𝜆𝑥 + (−1)𝑛

𝑎1(𝜆)𝑚2𝑥

2𝜆

𝑤2𝑛−2(𝑥)

(2𝑛 − 2)!
𝑐𝑜𝑠𝜆𝑥 

                              +(−1)𝑛+1
𝑎2(𝜆)𝑚2𝑥

2𝜆

𝑤2𝑛−2(𝑥)

(2𝑛 − 2)!
𝑠𝑖𝑛𝜆𝑥 + (−1)𝑛+1

𝑎1(𝜆)

2𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝐾(𝑥)𝑐𝑜𝑠𝜆𝑥 

                            +(−1)ⁿ
𝑎2(𝜆)

2𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝐾(𝑥)𝑠𝑖𝑛𝜆𝑥 + (−1)𝑛+1

𝑎1(𝜆)

2𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝐿(𝑥)𝑠𝑖𝑛𝜆𝑥 

             +(−1)ⁿ+1
𝑎2(𝜆)

2𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝐿(𝑥)𝑐𝑜𝑠𝜆𝑥 + 𝑜 (

𝑒|𝜏|𝑥

𝜆1−𝑠)                                

𝜑2,2𝑛+1(𝑥, 𝜆) = (−1)𝑛+1
𝑤2𝑛+1(𝑥)

(2𝑛 + 1)!
𝑠𝑖𝑛𝜆𝑥 + (−1)𝑛+1

𝑤2𝑛+1(𝑥)

(2𝑛 + 1)!
𝑐𝑜𝑠𝜆𝑥                                                
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                   +(−1)𝑛+1
𝑎2(𝜆)𝑚

𝜆

𝑤2𝑛(𝑥)

(2𝑛)!
𝑠𝑖𝑛𝜆𝑥 + (−1)𝑛+1

𝑎1(𝜆)𝑚2𝑥

2𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝑐𝑜𝑠𝜆𝑥 

                +(−1)𝑛
𝑎2(𝜆)𝑚2𝑥

2𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝑠𝑖𝑛𝜆𝑥 + (−1)𝑛

𝑎1(𝜆)

2𝜆

𝑤2𝑛(𝑥)

(2𝑛)!
𝐾(𝑥)𝑐𝑜𝑠𝜆𝑥 

             +(−1)𝑛+1
𝑎2(𝜆)

2𝜆

𝑤2𝑛(𝑥)

(2𝑛)!
𝐾(𝑥)𝑠𝑖𝑛𝜆𝑥 + (−1)𝑛

𝑎1(𝜆)

2𝜆

𝑤2𝑛(𝑥)

(2𝑛)!
𝐿(𝑥)𝑠𝑖𝑛𝜆𝑥 

+(−1)𝑛
𝑎2(𝜆)

2𝜆

𝑤2𝑛(𝑥)

(2𝑛)!
𝐿(𝑥)𝑐𝑜𝑠𝜆𝑥 + 𝑜 (

𝑒|𝜏|𝑥

𝜆1−𝑠)                                 

𝜑2,2𝑛(𝑥, 𝜆) = (−1)𝑛+1𝑎1(𝜆)
𝑤2𝑛(𝑥)

(2𝑛)!
𝑐𝑜𝑠𝜆𝑥 + (−1)𝑛𝑎2(𝜆)

𝑤2𝑛(𝑥)

(2𝑛)!
𝑠𝑖𝑛𝜆𝑥                                 

                 +(−1)𝑛+1
𝑎2(𝜆)𝑚

𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝑐𝑜𝑠𝜆𝑥 + (−1)𝑛

𝑎1(𝜆)𝑚2𝑥

2𝜆

𝑤2𝑛−2(𝑥)

(2𝑛 − 2)!
𝑠𝑖𝑛𝜆𝑥 

                      +(−1)𝑛
𝑎2(𝜆)𝑚2𝑥

2𝜆

𝑤2𝑛−2(𝑥)

(2𝑛 − 2)!
𝑐𝑜𝑠𝜆𝑥 + (−1)𝑛+1

𝑎1(𝜆)

2𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝐾(𝑥)𝑠𝑖𝑛𝜆𝑥 

                      +(−1)𝑛+1
𝑎2(𝜆)

2𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝐾(𝑥)𝑐𝑜𝑠𝜆𝑥 + (−1)𝑛

𝑎1(𝜆)

2𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝐿(𝑥)𝑐𝑜𝑠𝜆𝑥 

+(−1)𝑛+1
𝑎2(𝜆)

2𝜆

𝑤2𝑛−1(𝑥)

(2𝑛 − 1)!
𝐿(𝑥)𝑠𝑖𝑛𝜆𝑥 + 𝑜 (

𝑒|𝜏|𝑥

𝜆1−𝑠)                          

 for sufficiently large |λ|, uniformly inx. Hence, the proof  of the theorem1 is completed by successive 

approximations method. 

    For defineteness, below we suppose 𝑠1 = 𝑠2 = 𝑠  and  𝑟1 = 𝑟2 = 𝑟 . The other cases can be treated 

similarly. 

    Define the entire function Δ(λ) by 

𝛥(𝜆) = 𝑏₁(𝜆)𝜑₁(𝜋, 𝜆) + 𝑏₂(𝜆)𝜑₂(𝜋, 𝜆),                                 (5) 

this function is called the characteristic function of the problem (1)-(3) and  the zeros {𝜆𝑛}𝑛∈ℤ. (counting 

with algebraic multipicities) coincide with the eigenvalues of the problem (1)-(3). The spectrum of the 

considered problem consist of eigenvalues {𝜆𝑛}𝑛∈ℤ up to 𝑜(𝑛−1). From (3) and (4), we get the 

characteristic function Δ(λ) has the following asymptotic relation for sufficiently large |λ|, 

𝛥(𝜆) = 𝜆𝑠+𝑟{2𝑠𝑖𝑛(𝜆𝜋 − 𝑤(𝜋)) −
𝑚²𝜋

𝜆
𝑐𝑜𝑠(𝜆𝜋 − 𝑤(𝜋))          (6) 

+
𝐿(𝜋)

𝜆
𝑐𝑜𝑠(𝜆𝜋 − 𝑤(𝜋)) −

𝐾(𝜋)

𝜆
𝑠𝑖𝑛(𝜆𝜋 − 𝑤(𝜋)) + 𝑜 (

𝑒|𝜏|𝜋

𝜆
)} 
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Using this asymptotic relation, for sufficiently large 𝑛 > 0, we get 

𝜆𝑛 = 𝑛 − 𝑟 − 𝑠 +
𝑤(𝜋)

𝜋
+

𝑚²−𝐿(𝜋)

2𝑛
+ 𝑜 (

1

𝑛
)                                  (7) 

Similarly, for n ≥ 1, 

𝜆−𝑛 = −𝑛 +
𝑤(𝜋)

𝜋
−

𝑚²−𝐿(𝜋)

2𝑛
+ 𝑜 (

1

𝑛
)                                          (8) 

Denote the algebraic multiplicity of 𝜆𝑛 ∈ ℤ by ρ𝑛 , then by virtue of (7) and (8) we have ρ𝑛 = 1, for 

sufficiently large |𝑛| . 

Theorem2. For sufficiently large |𝑛|, the first component 𝜑₁(𝑥, 𝜆𝑛)of the eigenfunction 𝜑(𝑥, 𝜆𝑛) has 

exactly 𝑛 − 𝑟 − 𝑠 nodes 𝑥𝑛
𝑗   (𝑗 = 0, … , 𝑛 − 𝑟 − 𝑠 − 1 ) in the interval (0, 𝜋) i.e.,  

0<𝑥𝑛
0 < 𝑥𝑛

1 < ⋯ < 𝑥𝑛
𝑛−𝑟−𝑠−1<π. The numbers {𝑥𝑛

𝑗} satisfy the following asymptotic formula: 

𝑥𝑛
𝑗 =

𝑗𝜋

𝑛 − 𝑟 − 𝑠
+

𝑤(𝑥𝑛
𝑗) − 1

𝑛 − 𝑟 − 𝑠
−

𝑤(𝜋)

(𝑛 − 𝑟 − 𝑠)𝜋

𝑗𝜋

𝑛 − 𝑟 − 𝑠
 

−
(𝑤(𝑥𝑛

𝑗) − 1)𝑤(𝜋)

(𝑛 − 𝑟 − 𝑠)²𝜋
+

𝑚 + 𝑚²𝑥𝑛
𝑗 − 𝐿(𝑥𝑛

𝑗)

(𝑛 − 𝑟 − 𝑠)²
+ 𝑂 (

1

𝑛³
) 

Proof  From (3), we can write 

𝜑1(𝑥, 𝜆𝑛) = 𝑎1(𝜆𝑛)𝑠𝑖𝑛[𝜆𝑛𝑥 − 𝑤(𝑥)] + 𝑎₂(𝜆𝑛)𝑐𝑜𝑠[𝜆𝑛𝑥 − 𝑤(𝑥)] 

                       +
𝑎₁(𝜆𝑛)𝑚

𝜆𝑛
𝑠𝑖𝑛[𝜆𝑛𝑥 − 𝑤(𝑥)] −

𝑎₁(𝜆𝑛)𝑚²𝑥

2𝜆𝑛
𝑐𝑜𝑠[𝜆𝑛𝑥 − 𝑤(𝑥)] 

                        +
𝑎₂(𝜆𝑛)𝑚²𝑥

2𝜆𝑛
𝑠𝑖𝑛[𝜆𝑛𝑥 − 𝑤(𝑥)] −

𝑎₁(𝜆𝑛)

2𝜆𝑛
𝐾(𝑥)𝑠𝑖𝑛[𝜆𝑛𝑥 − 𝑤(𝑥)] 

                        −
𝑎₂(𝜆𝑛)

2𝜆𝑛
𝐾(𝑥)𝑐𝑜𝑠[𝜆𝑛𝑥 − 𝑤(𝑥)] +

𝑎₁(𝜆𝑛)

2𝜆𝑛
𝐿(𝑥)𝑐𝑜𝑠[𝜆𝑛𝑥 − 𝑤(𝑥)] 

                        −
𝑎₂(𝜆𝑛)

2𝜆𝑛
𝐿(𝑥)𝑠𝑖𝑛[𝜆𝑛𝑥 − 𝑤(𝑥)] + 𝑜 (

𝑒|𝜏|𝑥

𝜆1−𝑠) 

which is equivalent to 

𝜑1(𝑥, 𝜆𝑛) = (𝜆𝑛)𝑠{sin[𝜆𝑛𝑥 − 𝑤(𝑥)] + cos[𝜆𝑛𝑥 − 𝑤(𝑥)] +
𝑚

𝜆𝑛
sin[𝜆𝑛𝑥 − 𝑤(𝑥)]] 

−
𝑚2𝑥

2𝜆𝑛
𝑐𝑜𝑠[𝜆𝑛𝑥 − 𝑤(𝑥)] +

𝑚2𝑥

2𝜆𝑛
𝑠𝑖𝑛[𝜆𝑛𝑥 − 𝑤(𝑥)]               

    −
1

2𝜆𝑛
𝐾(𝑥)𝑠𝑖𝑛[𝜆𝑛𝑥 − 𝑤(𝑥)]  −

1

2𝜆𝑛
𝐾(𝑥)𝑐𝑜𝑠[𝜆𝑛𝑥 − 𝑤(𝑥)] 
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                        +
1

2𝜆𝑛
𝐿(𝑥)𝑐𝑜𝑠[𝜆𝑛𝑥 − 𝑤(𝑥)] −

1

2𝜆𝑛
𝐿(𝑥)𝑠𝑖𝑛[𝜆𝑛𝑥 − 𝑤(𝑥)] + 𝑜 (

𝑒|𝜏|𝑥

𝜆𝑛
) 

for sufficiently large |n|. From 𝜑1(𝑥𝑛
𝑗, 𝜆𝑛) = 0, we get 

𝑠𝑖𝑛[𝜆𝑛𝑥𝑛
𝑗 − 𝑤(𝑥𝑛

𝑗)] + 𝑐𝑜𝑠[𝜆𝑛𝑥𝑛
𝑗 − 𝑤(𝑥𝑛

𝑗)] +
𝑚

𝜆𝑛
𝑠𝑖𝑛[𝜆𝑛𝑥𝑛

𝑗 − 𝑤(𝑥𝑛
𝑗)]                         

−
𝑚2𝑥𝑛

𝑗

2𝜆𝑛
𝑐𝑜𝑠[𝜆𝑛𝑥𝑛

𝑗 − 𝑤(𝑥𝑛
𝑗)] +

𝑚2𝑥𝑛
𝑗

2𝜆𝑛
𝑠𝑖𝑛[𝜆𝑛𝑥𝑛

𝑗 − 𝑤(𝑥𝑛
𝑗)]                                                 

 −
1

2𝜆𝑛
𝐾(𝑥𝑛

𝑗)𝑠𝑖𝑛[𝜆𝑛𝑥𝑛
𝑗 − 𝑤(𝑥𝑛

𝑗)] −
1

2𝜆𝑛
𝐾(𝑥𝑛

𝑗)𝑐𝑜𝑠[𝜆𝑛𝑥𝑛
𝑗 − 𝑤(𝑥𝑛

𝑗)]                              

+
1

2𝜆𝑛
𝐿(𝑥𝑛

𝑗)𝑐𝑜𝑠[𝜆𝑛𝑥𝑛
𝑗 − 𝑤(𝑥𝑛

𝑗)] −
1

2𝜆𝑛
𝐿(𝑥𝑛

𝑗)𝑠𝑖𝑛[𝜆𝑛𝑥𝑛
𝑗 − 𝑤(𝑥𝑛

𝑗)] + 𝑜 (
𝑒|𝜏|𝑥

𝜆𝑛
) = 0 

divide both sides by 𝑐𝑜𝑠[𝜆𝑛𝑥𝑛
𝑗 − 𝑤(𝑥𝑛

𝑗), we get 

𝑡𝑎𝑛[𝜆𝑛𝑥𝑛
𝑗 − 𝑤(𝑥𝑛

𝑗)] + 1 +
𝑚

𝜆𝑛
𝑡𝑎𝑛[𝜆𝑛𝑥𝑛

𝑗 − 𝑤(𝑥𝑛
𝑗)] −

𝑚2𝑥𝑛
𝑗

2𝜆𝑛
                                       

+
𝑚²𝑥𝑛

𝑗

2𝜆𝑛
𝑡𝑎𝑛[𝜆𝑛𝑥𝑛

𝑗 − 𝑤(𝑥𝑛
𝑗)] −

1

2𝜆𝑛
𝐾(𝑥𝑛

𝑗)𝑡𝑎𝑛[𝜆𝑛𝑥𝑛
𝑗 − 𝑤(𝑥𝑛

𝑗)]  −
1

2𝜆𝑛
𝐾(𝑥𝑛

𝑗) 

+
1

2𝜆𝑛
𝐿(𝑥𝑛

𝑗) −
1

2𝜆𝑛
𝐿(𝑥𝑛

𝑗)𝑡𝑎𝑛[𝜆𝑛𝑥𝑛
𝑗 − 𝑤(𝑥𝑛

𝑗)] + 𝑜 (
𝑒|𝜏|𝑥

𝜆𝑛
) = 0,                                                     

then, we get 

𝑡𝑎𝑛[𝜆𝑛𝑥𝑛
𝑗 − 𝑤(𝑥𝑛

𝑗)] = (1 +
𝑚

𝜆𝑛
+

𝑚²𝑥𝑛
𝑗

2𝜆𝑛
−

𝐾(𝑥𝑛
𝑗)

2𝜆𝑛
−

𝐿(𝑥𝑛
𝑗)

2𝜆𝑛
)

−1

× 

                                        × (−1 +
𝑚²𝑥𝑛

𝑗

2𝜆𝑛
+

𝐾(𝑥𝑛
𝑗)

2𝜆𝑛
−

𝐿(𝑥𝑛
𝑗)

2𝜆𝑛
+ 𝑜 (

𝑒|𝜏|𝑥

𝜆𝑛
)), 

Taylor formula for the function arctangent yields 

𝑥𝑛
𝑗 =

1

𝜆𝑛
(𝑗𝜋 + 𝑤(𝑥𝑛

𝑗) − 1 +
𝑚

𝜆𝑛
+

𝑚²𝑥𝑛
𝑗

𝜆𝑛
−

𝐿(𝑥𝑛
𝑗)

𝜆𝑛
+ 𝑜 (

1

𝜆𝑛
)). 

If we put 

𝜆𝑛
−1 =

1

𝑛 − 𝑟 − 𝑠
{1 −

𝑤(𝜋)

(𝑛 − 𝑟 − 𝑠)𝜋
+ 𝑜 (

1

𝑛
)} ; 

1

𝜆𝑛
2 =

1

(𝑛 − 𝑟 − 𝑠)2 {1 −
2𝑤(𝜋)

(𝑛 − 𝑟 − 𝑠)𝜋
+ 𝑜 (

1

𝑛
)} 

then we get 

882 



 
Keskin, Tel / Cumhuriyet Sci. J.,Vol.40-4(2019) 875-885 

 

𝑥𝑛
𝑗 =

𝑗𝜋

𝑛 − 𝑟 − 𝑠
+

𝑤(𝑥𝑛
𝑗) − 1

𝑛 − 𝑟 − 𝑠
−

𝑤(𝜋)

(𝑛 − 𝑟 − 𝑠)𝜋

𝑗𝜋

𝑛 − 𝑟 − 𝑠
 

−
(𝑤(𝑥𝑛

𝑗) − 1)𝑤(𝜋)

(𝑛 − 𝑟 − 𝑠)2𝜋
+

𝑚 + 𝑚²𝑥𝑛
𝑗 − 𝐿(𝑥𝑛

𝑗)

(𝑛 − 𝑟 − 𝑠)2
+ 𝑂 (

1

𝑛3) 

Fix x ∈ (0, π). Let X be the set of nodal points. One can choose a sequence 𝑥𝑛
𝑗 ⊂ 𝑋 such that 

𝑥𝑛
𝑗converges to x. Then the following limits are exist and finite: 

𝑓(𝑥): = lim
|𝑛|→∞

(𝑥𝑛
𝑗 −

𝑗𝜋

𝑛−𝑟−𝑠
) (𝑛 − 𝑟 − 𝑠) = 𝑤(𝑥𝑛

𝑗) − 1 +
𝑤(𝜋)

𝜋
𝑥                    (9) 

and 

𝑔(𝑥): = lim
|𝑛|→∞

(𝑥𝑛
𝑗 −

𝑗𝜋

𝑛−𝑟−𝑠
−

𝑤(𝑥𝑛
𝑗)−1

𝑛−𝑟−𝑠
+

𝑤(𝜋)

(𝑛−𝑟−𝑠)𝜋

𝑗𝜋

𝑛−𝑟−𝑠
) (𝑛 − 𝑟 − 𝑠)2           (10) 

= −
(𝑤(𝑥𝑛

𝑗) − 1)𝑤(𝜋)

𝜋
+ 𝑚 + 𝑚²𝑥𝑛

𝑗 − 𝐿(𝑥𝑛
𝑗) 

Now, we can formulate the following uniqueness theorem and establish a constructive procedure for 

reconstructing the potantial of the considered problem. Without loss of generality, we assume 

𝐿(𝜋) = ∫ (𝜒₁₂(𝑡, 𝑡) − 𝜒₂₁(𝑡, 𝑡))𝑑𝑡
𝜋

0

= 0 

Theorem3. The given dense subset of nodal set X uniquely determines the potential V(x) of the problem, 

the function 𝐿′(𝑥) = 𝜒12(𝑥, 𝑥) − 𝜒21(𝑥, 𝑥) of the partial imformation of the integral part, a.e. on (0, 𝜋). 

Moreover, 𝑉(𝑥), 𝐿′(𝑥) , and 𝑚 can be constructed by the following algorithm: 

(1) fix 𝑥 ∈ (0, 𝜋) , choose a sequence (𝑥𝑛
𝑗(𝑛)) ⊂ X such that lim

|𝑛|→∞
𝑥𝑛

𝑗(𝑛) = 𝑥; 

 (2) find the function 𝑓(𝑥) via (9) and calculate 

𝑤(𝜋) =
𝑓(𝜋) + 1

2
                  

𝑉(𝑥) =  𝑓′(𝑥) −
𝑓(𝜋) + 1

2𝜋
 

(3) find the function 𝑔(𝑥)  via (10) and calculate 

 𝑚 = 𝑔(0) −
𝑓(𝜋) + 1

2𝜋
             

  𝐿′(𝑥) = −𝑔′(𝑥) −
𝑉(𝑥)

𝜋
+ 𝑚² 
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Abstract. In this paper, fuzzy initial value problems for first-order fuzzy differential equations with positive 

and negative fuzzy number coefficients are studied by fuzzy Laplace transform. Solutions are found under the 

approach of generalized differentiability. Examples are solved. Figures of the solutions are drawn using the 

Mathematica program. Finally, conclusions are given. 

Keywords: Fuzzy Initial Value Problem, Generalized Differentiability, Fuzzy Laplace Transform, Positive and 

Negative Fuzzy Numbers. 

Fuzzy Laplace Dönüşümüyle Pozitif ve Negatif Fuzzy Sayı Katsayılı 

Birinci-Mertebe Fuzzy Başlangıç Değer Problemleri Üzerine Bir 

Çalışma 

Özet. Bu çalışmada, fuzzy Laplace dönüşümüyle pozitif ve negatif fuzzy sayı katsayılı birinci-mertebe fuzzy 

diferansiyel denklemler için fuzzy başlangıç değer problemleri çalışıldı. Çözümler genelleştirilmiş 

diferansiyellenebilirlik yaklaşımı altında bulundu. Örnekler çözüldü. Çözümlerin şekilleri Mathematica 

programı kullanarak çizildi. Son olarak, sonuçlar verildi.  

Anahtar Kelimeler Fuzzy Başlangıç Değer Problem, Genelleştirilmiş Diferansiyellenebilirlik, Fuzzy Laplace 

Dönüşüm, Pozitif ve Negatif Fuzzy Sayılar. 

 

1. INTRODUCTION  

The topic of fuzzy differential equations has been rapidly grown in current years. The term of ‘‘fuzzy 

differetial equation’’ was introduced by Kandel and Byatt [1]. The fuzzy differential equations are 

extensively used in applied mathematics, physics and engineering. Many researchers study fuzzy 

differential equation with different approach. The first approach is on the Zadeh’s extenciple [2]. The 

second approach is differential inclusion [3]. The third approach is Hukuhara derivative [4-5] or 

generalized derivative [6-8].  

Fuzzy Laplace transform is very useful to solve fuzzy differential equation. In many papers, fuzzy Laplace 

transform was studied [9-11].  

This paper is on solutions of fuzzy initial value problems for first-order fuzzy differential equations with 

positive and negative fuzzy number coefficients by fuzzy Laplace transform.  
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Definition 1.1 [12] A fuzzy number is a function 𝑢: ℝ → [0,1] satisfying the following properties:  

𝑢 is normal,  𝑢 is convex fuzzy set, 𝑢 is upper s 

emi-continuous on ℝ and 𝑐𝑙{𝑥 ∈ ℝ|𝑢(𝑥) > 0} is compact, where 𝑐𝑙 denotes the closure of a subset.  

Let ℝ𝐹 be the space of fuzzy numbers.    

Definition 1.2 [12] Let be 𝑢 ∈ ℝ𝐹. The 𝛼-level set of 𝑢 is [𝑢]𝛼 = {𝑥 ∈ ℝ|𝑢(𝑥) ≥ 𝛼}, 0 < 𝛼 ≤ 1.   

If 𝛼 = 0, the support of 𝑢 is [𝑢]0 = 𝑐𝑙{𝑥 ∈ ℝ|𝑢(𝑥) > 0}. 

Definition 1.3 [13] A fuzzy number 𝑢 in parametric form is a pair [𝑢𝛼, 𝑢𝛼] of functions 𝑢𝛼 , 𝑢𝛼, 0 ≤ 𝛼 ≤ 1, 

which satisfy the following requirements:  

1. 𝑢𝛼 is bounded non-decreasing left-continuous in (0,1], right-continuous at 𝛼 = 0. 

2. 𝑢𝛼 is bounded non-increasing left-continuous in (0,1] , right-continuous at 𝛼 = 0. 

3. 𝑢𝛼 ≤ 𝑢𝛼, 0 ≤ 𝛼 ≤ 1.  

Definition 1.4 [14] A fuzzy number 𝑢 is called positive (negative), denoted by 𝑢 > 0 (𝑢 < 0), if its 

membership function 𝑢(𝑥) satisfies 𝑢(𝑥) = 0, ∀𝑥 < 0 (𝑥 > 0).  

Definition 1.5 [12] If 𝐴 is a symmetric triangular number with support [𝑎, 𝑎], the  𝛼-level set of 𝐴 is  

[𝐴]𝛼 = [𝑎 + (
𝑎−𝑎

2
) 𝛼, 𝑎 − (

𝑎−𝑎

2
) 𝛼]. 

Definition 1.6 [15] Let be 𝑢, 𝑣 ∈ ℝ𝐹, [𝑢]𝛼 = [𝑢𝛼 , 𝑢𝛼], [𝑣]𝛼 = [𝑣𝛼 , 𝑣𝛼], the product 𝑢. 𝑣 is defined by   

[𝑢. 𝑣]𝛼 = [𝑢]𝛼 . [𝑣]𝛼 , ∀𝛼 ∈ [0,1], 

where 

[𝑢]𝛼 . [𝑣]𝛼 = [𝑢𝛼, 𝑢𝛼][𝑣𝛼, 𝑣𝛼] = [𝑤𝛼 , 𝑤𝛼], 

𝑤𝛼 = 𝑚𝑖𝑛{𝑢𝛼𝑣𝛼 , 𝑢𝛼𝑣𝛼, 𝑢𝛼𝑣𝛼, 𝑢𝛼𝑣𝛼}, 𝑤𝛼 = 𝑚𝑎𝑥{𝑢𝛼𝑣𝛼, 𝑢𝛼𝑣𝛼, 𝑢𝛼𝑣𝛼, 𝑢𝛼𝑣𝛼}. 

Definition 1.7 [16] Let be 𝑢, 𝑣 ∈ ℝ𝐹. If there exists 𝑤 ∈ ℝ𝐹 such that 𝑢 = 𝑣 + 𝑤 then 𝑤 is called the H-

difference of 𝑢 and 𝑣 and it is denoted 𝑢 ⊝ 𝑣.   

Definition 1.8 [16] Let be 𝑓: [𝑎, 𝑏] ⟶ ℝ𝐹 and 𝑡0 ∈ [𝑎, 𝑏]. If there exists 𝑓′(𝑡0) ∈ ℝ𝐹 such that for all 

ℎ > 0 sufficiently small, ∃𝑓(𝑡0 + ℎ) ⊝ 𝑓(𝑡0), 𝑓(𝑡0) ⊝ 𝑓(𝑡0 − ℎ) and the limits hold 

lim
ℎ⟶0

𝑓(𝑡0 + ℎ) ⊝ 𝑓(𝑡0)

ℎ
= lim

ℎ⟶0

𝑓(𝑡0) ⊝ 𝑓(𝑡0 − ℎ) 

ℎ
= 𝑓′(𝑡0), 

𝑓 is (1)-differentiable at 𝑡0. If there exists 𝑓′(𝑡0) ∈ ℝ𝐹 such that for all ℎ > 0 sufficiently small, ∃𝑓(𝑡0) ⊝

𝑓(𝑡0 + ℎ), 𝑓(𝑡0 − ℎ) ⊝ 𝑓(𝑡0) and the limits hold 

lim
ℎ⟶0

𝑓(𝑡0) ⊝ 𝑓(𝑡0 + ℎ) 

−ℎ
= lim

ℎ⟶0

𝑓(𝑡0 − ℎ) ⊝ 𝑓(𝑡0) 

−ℎ
= 𝑓′(𝑡0), 

𝑓 is (2)-differentiable.  

Definition 1.9 [13] The fuzzy Laplace transform of fuzzy function 𝑓 is 
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𝐹(𝑠) = 𝐿(𝑓(𝑡)) = ∫ 𝑒−𝑠𝑡
∞

0

𝑓(𝑡)𝑑𝑡 = [ lim
𝜌⟶∞

∫ 𝑒−𝑠𝑡
𝜌

0

𝑓(𝑡)𝑑𝑡 , lim
𝜌⟶∞

∫ 𝑒−𝑠𝑡
𝜌

0

𝑓(𝑡)𝑑𝑡]. 

𝐹(𝑠, 𝛼) = 𝐿([𝑓(𝑡)]𝛼) = [𝐿 (𝑓𝛼(𝑡)) , 𝐿 (𝑓
𝛼

(𝑡))], 

𝐿 (𝑓𝛼(𝑡)) = ∫ 𝑒−𝑠𝑡
∞

0

𝑓𝛼(𝑡)𝑑𝑡 = lim
𝜌⟶∞

∫ 𝑒−𝑠𝑡
𝜌

0

𝑓𝛼(𝑡)𝑑𝑡, 

𝐿 (𝑓
𝛼

(𝑡)) = ∫ 𝑒−𝑠𝑡
∞

0

𝑓
𝛼

(𝑡)𝑑𝑡 = lim
𝜌⟶∞

∫ 𝑒−𝑠𝑡
𝜌

0

𝑓
𝛼

(𝑡)𝑑𝑡. 

Theorem 1.1 [9]  Let 𝑓′(𝑡) be an integrable fuzzy function and 𝑓(𝑡) is primitive of 𝑓′(𝑡) on (0, ∞].  

1. If 𝑓 is (1)-differentiable, 𝐿(𝑓′(𝑡)) = 𝑠𝐿(𝑓(𝑡)) ⊝ 𝑓(0).  

2. If 𝑓 is (2)-differentiable, 𝐿(𝑓′(𝑡)) = (−𝑓(0)) ⊝ (−𝑠𝐿(𝑓(𝑡))).  

  2. RESULTS AND DISCUSSION 

Consider the fuzzy problem    

                                          𝑢′(𝑡) + [𝜇]𝛼𝑢(𝑡) = [𝜌]𝛼 , 𝑡 > 0                                                                    (1)                     

                                                  u(0) = [𝜔]𝛼,                                                                                           (2)   

by the fuzzy Laplace transform, where [𝜇]𝛼 = [𝜇𝛼, 𝜇𝛼], [𝜌]𝛼 = [𝜌𝛼 , 𝜌𝛼] , [𝜔]𝛼 =  [𝜔𝛼 , 𝜔𝛼] are 

symmetric triangular fuzzy numbers and 𝑢(𝑡) is positive fuzzy function. In this paper, (i) solution means 

that 𝑢 is (i)-differentiable, i=1,2.  

I) The case of positive fuzzy number coefficient 

Let be [𝜇]𝛼 = [𝜇𝛼 , 𝜇𝛼] positive fuzzy number. 

1) Let be 𝑢 (1)-differentiable. Then, using the fuzzy Laplace transform, from the fuzzy differential 

equation (1)  

𝑠𝐿(𝑢(𝑡)) ⊝ 𝑢(0) + [𝜇]𝛼𝐿(𝑢(𝑡)) = 𝐿([𝜌]𝛼) 

is obtained. Using the Hukuhara difference and fuzzy arithmetic, we have 

𝑠𝐿 (𝑢𝛼(𝑡)) − 𝑢𝛼(0) + 𝜇𝛼𝐿 (𝑢𝛼(𝑡)) = 𝐿 (𝜌𝛼), 

𝑠𝐿(𝑢𝛼(𝑡)) − 𝑠𝑢𝛼(0) + 𝜇𝛼𝐿(𝑢𝛼(𝑡)) = 𝐿(𝜌𝛼). 

Also, using the initial condition (2), we obtain 

𝐿 (𝑢𝛼(𝑡)) =
𝜌𝛼

𝑠 (𝑠 + 𝜇𝛼)
+

𝜔𝛼

𝑠 + 𝜇𝛼
, 

 𝐿(𝑢𝛼(𝑡)) =
𝜌𝛼

𝑠(𝑠 + 𝜇𝛼)
+

𝜔𝛼

𝑠 + 𝜇𝛼

. 
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Taking the inverse Laplace transform of this equations, (1) solution is obtained as 

𝑢𝛼(𝑡) = 𝑒−𝜇𝛼𝑡 (𝜔𝛼 −
𝜌𝛼

𝜇𝛼
) +

𝜌𝛼

𝜇𝛼
, 

𝑢𝛼(𝑡) = 𝑒−𝜇𝛼𝑡 (𝜔𝛼 −
𝜌𝛼

𝜇𝛼

) +
𝜌𝛼

𝜇𝛼

, 

[𝑢(𝑡)]𝛼 = [𝑢𝛼(𝑡), 𝑢𝛼(𝑡)]. 

2) Let be 𝑢 (2)-differentiable. Using the fuzzy Laplace transform, from the fuzzy differential equation (1)  

−𝑢(0) ⊝ (−𝑠𝐿(𝑢(𝑡))) + [𝜇]𝛼𝐿(𝑢(𝑡)) = 𝐿([𝜌]𝛼), 

that is, the equations 

−𝑢𝛼(0) + 𝑠𝐿(𝑢𝛼(𝑡)) + 𝜇𝛼𝐿 (𝑢𝛼(𝑡)) = 𝐿 (𝜌𝛼), 

−𝑢𝛼(0) + 𝑠𝐿 (𝑢𝛼(𝑡)) + 𝜇𝛼𝐿(𝑢𝛼(𝑡)) = 𝐿(𝜌𝛼) 

are obtained. From this, we have 

                                                   𝑠𝐿(𝑢𝛼(𝑡)) + 𝜇𝛼𝐿 (𝑢𝛼(𝑡)) =
𝜌𝛼

𝑠
+ 𝜔𝛼                                                                  (3)  

                                                     𝑠𝐿 (𝑢𝛼(𝑡)) + 𝜇𝛼𝐿(𝑢𝛼(𝑡)) =
𝜌𝛼

𝑠
+ 𝜔𝛼 .                                                             (4)                        

If 𝐿(𝑢𝛼(𝑡)) in the equation (4) is replaced by the equation (3),  

𝐿 (𝑢𝛼(𝑡)) = (𝜌𝛼 − 𝜇𝛼𝜔𝛼) (
1

𝑠2 − 𝜇𝛼𝜇𝛼

) + 𝜔𝛼 (
𝑠

𝑠2 − 𝜇𝛼𝜇𝛼

) −
𝜌𝛼𝜇𝛼

𝑠 (𝑠2 − 𝜇𝛼𝜇𝛼)
 

is obtained. Taking the inverse Laplace transform of this equation, the lower solution is obtained as 

𝑢𝛼(𝑡) =
(𝜌𝛼 − 𝜇𝛼𝜔𝛼)

√𝜇𝛼𝜇𝛼

𝑠𝑖𝑛 (√𝜇𝛼𝜇𝛼𝑡) + 𝜔𝛼𝑐𝑜𝑠 (√𝜇𝛼𝜇𝛼𝑡) −
𝜌𝛼

𝜇𝛼
(

𝑒
√𝜇𝛼𝜇𝛼𝑡

+ 𝑒
−√𝜇𝛼𝜇𝛼𝑡

2
− 1). 

Similarly, the upper solution is obtained as 

𝑢𝛼(𝑡) =
(𝜌𝛼 − 𝜇𝛼𝜔𝛼)

√𝜇𝛼𝜇𝛼

𝑠𝑖𝑛 (√𝜇𝛼𝜇𝛼𝑡) + 𝜔𝛼𝑐𝑜𝑠 (√𝜇𝛼𝜇𝛼𝑡) −
𝜌𝛼

𝜇𝛼

(
𝑒

√𝜇𝛼𝜇𝛼𝑡
+ 𝑒

−√𝜇𝛼𝜇𝛼𝑡

2
− 1). 

Example 2.1 Consider the fuzzy initial value problem                                                                                    

  𝑢′(𝑡) + [1]𝛼𝑢(𝑡) = [2]𝛼 , 𝑡 > 0                                                                     (5) 

           u(0) = [1]𝛼,                                                                                           (6) 

using the fuzzy Laplace transform, where [1]𝛼 = [𝛼, 2 − 𝛼], [2]𝛼 = [1 + 𝛼, 3 − 𝛼].    
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If 𝑢 is (1)-differentiable, (1) solution is  

𝑢𝛼(𝑡) = 𝑒−𝛼𝑡 (𝛼 − (
1 + 𝛼

𝛼
)) + (

1 + 𝛼

𝛼
), 

𝑢𝛼(𝑡) = 𝑒−(2−𝛼)𝑡 ((2 − 𝛼) − (
3 − 𝛼

2 − 𝛼
)) + (

3 − 𝛼

2 − 𝛼
), 

[𝑢(𝑡)]𝛼 = [𝑢𝛼(𝑡), 𝑢𝛼(𝑡)]. 

If 𝑢 is (2)-differentiable, (2) solution is  

𝑢𝛼(𝑡) = (
(3−𝛼)−(2−𝛼)2

√𝛼(2−𝛼)
) 𝑠𝑖𝑛 (√𝛼(2 − 𝛼)𝑡) + 𝛼𝑐𝑜𝑠 (√𝛼(2 − 𝛼)𝑡) − (

1+𝛼

𝛼
) (

𝑒√𝛼(2−𝛼)𝑡+𝑒−√𝛼(2−𝛼)𝑡

2
− 1), 

𝑢𝛼(𝑡) = (
(1 + 𝛼) − 𝛼2

√𝛼(2 − 𝛼)
) 𝑠𝑖𝑛 (√𝛼(2 − 𝛼)𝑡) + (2 − 𝛼)𝑐𝑜𝑠 (√𝛼(2 − 𝛼)𝑡) 

                                      − (
3−𝛼

2−𝛼
) (

𝑒√𝛼(2−𝛼)𝑡+𝑒−√𝛼(2−𝛼)𝑡

2
− 1),          

[𝑢(𝑡)]𝛼 = [𝑢𝛼(𝑡), 𝑢𝛼(𝑡)]. 

 

 

 

Figure 1 (1) solution for 𝛼 = 0.5 
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Figure 2 (2) solution for 𝛼 = 0.5 

𝑟𝑒𝑑 → 𝑢𝛼(𝑡), 𝑏𝑙𝑢𝑒 → 𝑢𝛼(𝑡), 𝑔𝑟𝑒𝑒𝑛 → 𝑢(𝑡) 

From Definition 1.3 and since [𝑢(𝑥)]𝛼 is positive fuzzy function, according to figure 1, (1) solution is a 

valid fuzzy number for 𝑥𝜖[0,1.21735], according to figure 2, (2) solution is a valid fuzzy number for 

𝑥𝜖[0,0.704091]. 

II) The case of negative fuzzy number coefficient              

Let be [𝜇]𝛼 = [𝜇𝛼 , 𝜇𝛼] negative fuzzy number. 

1) Let be 𝑢 (1)-differentiable. Then, using the fuzzy Laplace transform, the fuzzy differential equation (1) 

yields  

𝑠𝐿(𝑢(𝑡)) ⊝ 𝑢(0) + [𝜇]𝛼𝐿(𝑢(𝑡)) = 𝐿([𝜌]𝛼). 

From this, using the fuzzy arithmetic and Hukuhara difference 

𝑠𝐿 (𝑢𝛼(𝑡)) − 𝑢𝛼(0) + 𝜇𝛼𝐿(𝑢𝛼(𝑡)) = 𝐿 (𝜌𝛼), 

𝑠𝐿(𝑢𝛼(𝑡)) − 𝑠𝑢𝛼(0) + 𝜇𝛼𝐿 (𝑢𝛼(𝑡)) = 𝐿(𝜌𝛼) 

are obtained. That is, we have the equations 

                                               𝑠𝐿 (𝑢𝛼(𝑡)) + 𝜇𝛼𝐿(𝑢𝛼(𝑡)) =
𝜌𝛼

𝑠
+ 𝜔𝛼 ,                                                       (7)  

                                                𝑠𝐿(𝑢𝛼(𝑡)) + 𝜇𝛼𝐿 (𝑢𝛼(𝑡)) =
𝜌𝛼

𝑠
+ 𝜔𝛼 .                                                      (8)   

 If 𝐿(𝑢𝛼(𝑡)) in the equation (7) is replaced by the equation (8),  

𝐿 (𝑢𝛼(𝑡)) = (𝜌𝛼 − 𝜇𝛼𝜔𝛼) (
1

𝑠2 − 𝜇𝛼𝜇𝛼

) + 𝜔𝛼 (
𝑠

𝑠2 − 𝜇𝛼𝜇𝛼

) −
𝜌𝛼𝜇𝛼

𝑠 (𝑠2 − 𝜇𝛼𝜇𝛼)
 

is obtained. Then, the lower solution is  

0.5 1.0 1.5 2.0

4

2

2
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𝑢𝛼(𝑡) =
(𝜌𝛼 − 𝜇𝛼𝜔𝛼)

√𝜇𝛼𝜇𝛼

𝑠𝑖𝑛 (√𝜇𝛼𝜇𝛼𝑡) + 𝜔𝛼𝑐𝑜𝑠 (√𝜇𝛼𝜇𝛼𝑡) −
𝜌𝛼

𝜇𝛼

(
𝑒

√𝜇𝛼𝜇𝛼𝑡
+ 𝑒

−√𝜇𝛼𝜇𝛼𝑡

2
− 1). 

Similarly, upper solution is  

 

𝑢𝛼(𝑡) =
(𝜌𝛼 − 𝜇𝛼𝜔𝛼)

√𝜇𝛼𝜇𝛼

𝑠𝑖𝑛 (√𝜇𝛼𝜇𝛼𝑡) + 𝜔𝛼𝑐𝑜𝑠 (√𝜇𝛼𝜇𝛼𝑡) −
𝜌𝛼

𝜇𝛼
(

𝑒
√𝜇𝛼𝜇𝛼𝑡

+ 𝑒
−√𝜇𝛼𝜇𝛼𝑡

2
− 1). 

2) Let be 𝑢 (2)-differentiable. Then, using the fuzzy Laplace transform, from the fuzzy differential 

equation (1)  

−𝑢(0) ⊝ (−𝑠𝐿(𝑢(𝑡))) + [𝜇]𝛼𝐿(𝑢(𝑡)) = 𝐿([𝜌]𝛼), 

that is, 

−𝑢𝛼(0) + 𝑠𝐿(𝑢𝛼(𝑡)) + 𝜇𝛼𝐿(𝑢𝛼(𝑡)) = 𝐿 (𝜌𝛼), 

−𝑢𝛼(0) + 𝑠𝐿 (𝑢𝛼(𝑡)) + 𝜇𝛼𝐿 (𝑢𝛼(𝑡)) = 𝐿(𝜌𝛼) 

are obtained. From this, we have  

𝐿 (𝑢𝛼(𝑡)) =
𝜌𝛼

𝑠(𝑠 + 𝜇𝛼)
+

𝜔𝛼

𝑠 + 𝜇𝛼

, 

 𝐿(𝑢𝛼(𝑡)) =
𝜌𝛼

𝑠 (𝑠 + 𝜇𝛼)
+

𝜔𝛼

𝑠 + 𝜇𝛼
. 

Then, (2) solution is obtained as 

𝑢𝛼(𝑡) = 𝑒−𝜇𝛼𝑡 (𝜔𝛼 −
𝜌𝛼

𝜇𝛼

) +
𝜌𝛼

𝜇𝛼

, 

𝑢𝛼(𝑡) = 𝑒−𝜇𝛼𝑡 (𝜔𝛼 −
𝜌𝛼

𝜇𝛼
) +

𝜌𝛼

𝜇𝛼
, 

[𝑢(𝑡)]𝛼 = [𝑢𝛼(𝑡), 𝑢𝛼(𝑡)]. 

Example 2.2 Consider the fuzzy initial value problem                                                                                     

                                            𝑢′(𝑡) + [−1]𝛼𝑢(𝑡) = [2]𝛼 , 𝑡 > 0                                                   (9)                        

                                                       𝑢(0) = [1]𝛼,                                                                                    (10)    

using the fuzzy Laplace transform, where  

[−1]𝛼 = [−2 + 𝛼, −𝛼],  [1]𝛼 = [𝛼, 2 − 𝛼], [2]𝛼 = [1 + 𝛼, 3 − 𝛼]. 
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If 𝑢 is (1)-differentiable, (1) solution is  

𝑢𝛼(𝑡) = (
(1 + 𝛼) + (2 − 𝛼)2

√𝛼(2 − 𝛼)
) 𝑠𝑖𝑛 (√𝛼(2 − 𝛼)𝑡) + 𝛼𝑐𝑜𝑠 (√𝛼(2 − 𝛼)𝑡) 

+ (
3 − 𝛼

𝛼
) (

𝑒√𝛼(2−𝛼)𝑡 + 𝑒−√𝛼(2−𝛼)𝑡

2
− 1) , 

 

𝑢𝛼(𝑡) = (
(3 − 𝛼) + 𝛼2

√𝛼(2 − 𝛼)
) 𝑠𝑖𝑛 (√𝛼(2 − 𝛼)𝑡) + (2 − 𝛼)𝛼𝑐𝑜𝑠 (√𝛼(2 − 𝛼)𝑡) 

                                   

+ (
1 + 𝛼

2 − 𝛼
) (

𝑒√𝛼(2−𝛼)𝑡 + 𝑒−√𝛼(2−𝛼)𝑡

2
− 1) , 

 

[𝑢(𝑡)]𝛼 = [𝑢𝛼(𝑡), 𝑢𝛼(𝑡)]. 

  

If 𝑢 is (2)-differentiable, (2) solution is  

𝑢𝛼(𝑡) = 𝑒𝛼𝑡 (
𝛼2 + 3 − 𝛼

𝛼
) − (

3 − 𝛼

𝛼
), 

𝑢𝛼(𝑡) = 𝑒(2−𝛼)𝑡 (
(2 − 𝛼)2 + 1 + 𝛼

2 − 𝛼
) − (

1 + 𝛼

2 − 𝛼
), 

[𝑢(𝑡)]𝛼 = [𝑢𝛼(𝑡), 𝑢𝛼(𝑡)]. 

 

 

 

Figure 3 (1) solution for 𝛼 = 0.5 
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Figure 4 (2) solution for 𝛼 = 0.5 

𝑟𝑒𝑑 → 𝑢𝛼(𝑡), 𝑏𝑙𝑢𝑒 → 𝑢𝛼(𝑡), 𝑔𝑟𝑒𝑒𝑛 → 𝑢(𝑡) 

From Definition 1.3 and since [𝑢(𝑥)]𝛼is positive fuzzy function,  according to figure 3, (1) solution is a 

valid fuzzy number for 𝑥𝜖[0,0.514863], according to figure 4, (2) solution i 

s a valid fuzzy number for  𝑡 > 0. 

3. CONCLUSIONS 

In this study, solutions of fuzzy initial value problems for first-order fuzzy differential equations with 

positive and negative fuzzy number coefficients are investigated by fuzzy Laplace transform. Generalized 

differentiability is used. Examples are solved and the figures of the solutions are drawn. It is shown that 

whether the solutions are valid fuzzy functions or not. Also, it is shown that solutions are valid fuzzy 

functions in different intervals for each 𝛼 −cut.  
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Abstract. Dynamic networks imply those states of which change over time and such changes are generally 

associated with the topology of a network. Dynamic models are currently needed for numerous systems which 

could be defined as a network model. Those related to the propagation of living organisms are also a typical 

example. The study has examined a sample space which has been defined in the network topology of human 

population as the way in which it will spread with population growth and correlated with various variables in 

the modeled dynamic network. 

Keywords: Network, Population growth, Logistic differential equation, Connected component, Clustering 

coefficient, Correlation.   

Nüfus Artışı ve Kentleşme İçin Dinamik Bir Ağ Modeli 

Özet. Dinamik ağlar, zaman içinde değişiklik gösteren durumları belirtmekte ve bu değişiklikler genellikle bir 

ağın topolojisi ile ilişkilendirilmektedir. Ağ modeli olarak tanımlanabilecek birçok sistem için dinamik 

modellere ihtiyaç duyulmaktadır. Canlı organizmaların yayılması ile ilgili olanlar da bu duruma bir örnektir. 

Çalışmada insan nüfusunun ağ topolojisi tanımlanarak ile bir örnek uzay oluşturulmuş, nüfus artışı ile içerisinde 

nasıl bir yayılma görüleceği araştırılmış ve nüfus büyümesinin modellenen dinamik ağdaki çeşitli değişkenler 

ile aralarındaki korelasyonlar incelenmiştir. 

Anahtar Kelimeler: Dönüştürülmüş iki boyutlu dağılım, Bağımlılık, İki boyutlu dağılım, Spearman sıra 

korelasyonu, Fréchet sınırları. 

 

1. INTRODUCTION  

When the human population was still small and when people were constantly moving from one place to 

another, the abandonment of the land on which they grew plants and lived was not a problem for the 

nature yet. However, the idea that nature had to be conquered developed later and people pass on to 

expansionist form of life [1]. By far the most important factor in this sense originated from the transition 

to settlement. So sufficient was settlement instead of immigration for sources that existing land was 

preserved with inevitable expansion to the new soils. It is known that Neolithic people first passed to 

settlement approximately 12500 years ago [2,3]. It was the major factors which played a significant role 

in the related transition that agricultural development, climatic changes and husbandry of animals 

occurred. Although it is still obscure whether those reasons triggered population growth or population 

growth lead to those reasons, it is a fact that population growth accelerated use up of present sources in a 

place and necessitated people to expand to new lands, which is currently going on. 
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Expansion of regions by human being under the settlement principle has caused the cities to be made up 

of districts and countries to be composed of cities [4]. Increasingly growing population and urbanization 

leads to construction shifting to rural areas and expansion is in the form of construction across natural 

zones by transforming them into increased settlement. Various predictions and dynamic models have been 

thus far developed on the growth and spread of countless plant and animal populations [5,6] while those 

on spreading human population are far cry from being sufficient [7,8]. 

The present study has modeled the human expansion accompanied by population growth using a network 

model to finally examine its correlation of several variables with it. A fictitious region has been defined, 

separated into a certain number of nodes and a precessor pattern is created in such a way that no nodes 

are connected with each other (disconnected graph) first and then a random starting node has been selected 

where the population first began to proliferate and urbanized in a sense with the identification of the 

location and linking a new node to the preceeding ones over time. In conclusion, the correlation between 

population growth and some characteristics of the growing network has been shown and the conclusions 

presented in the section of results and discussion. 

2. MATERIALS AND METHODS 

A population-related differential equation to indicate the two important concepts namely, ecology and 

epidemiology are as follows; 

 𝑁̇ = (𝑟 − 𝑑)𝑁, (1) 

where 𝑁 is the number of individuals 𝑟 birth rate and 𝑑 death. If 𝑟 > 𝑑 the population continues to grow 

indefinitely. In a real environment, any growth in the population will hit constraints such as in running 

out of nutrients or physical space, which suggests the concept of carrying capacity and a more proper 

population growth could be given by the logistic equation [9] below; 

 
𝑁̇ = 𝑟𝑁 (1 −

𝑁

𝜅
), (2) 

where 𝜅 is the carrying capacity. When 𝑁 increases, the rate of growth decreases. As 𝑁 = 𝜅, growth of 

the population stops. For any initial population 𝑁0, solution of eq. 2 is presented as follows; 

 
𝑁(𝑡) =

𝜅𝑁0𝑒
𝑟𝑡

𝜅 + 𝑁0(𝑒
𝑟𝑡 − 1)

 (3) 

with 𝑁0 being the initial population. As time passes, the population converges to its carrying capacity. 

Once it has reached it, growth stops. However, there may be occasional dynamic limits for the carrying 

capacity [10]. Ecological carrying capacity is suitable for non-human beings whereas it does not always 

apply to human beings, because economy, environment, culture and demography are involved [11]. 

Nevertheless, an average carrying capacity can be determined in order to acquire fundamental approaches 

to population dynamics [12,13]. 

The region of population distribution in the developed model as a pattern composed of 36 nodes, each of 

which corresponds to a zone likely to be occupied on a possible settlement map. The network growth has 

been defined as expanding 2-D graph distribution which represents a graph with 𝑛 nodes uniformly 

distributed over a plane. Edges between nodes have been determined by distance 𝑑. The simulation 

exhibits that the 𝑑 value in the network changes proportionally with the increasing population by the 

continuous logistic equation. The initial population for population growth model is 100 individuals and 
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the growth rate (𝑟) 0.3. The carrying capacity corresponding to the situation where all the spread on the 

system is completed is limited to a hundred thousand. Moreover, one has calculated the global clustering 

coefficient (GCC) and the largest connected component (LCC) values of the cluster at each moment 

corresponding to the time checkpoints of the continuous logistic equation in the growing network as a 2-

D graph distribution. The LCC represents the largest subset in a network [14] (reaches the total number 

of nodes in the network with each node having a connection), while the GCC, a measure of how much 

the network is connected, is the ratio of three-fold number of the triangles to that of pairs of adjacent 

edges in network [15]. GCC and LCC in network growth have been simulated by averaging over ten 

thousand experiments to reduce possible errors statistically. Figure 1 has shown the edges between nodes 

in the growing network at various timesteps (given checkpoints) selected from a random experiment. 

a)              b)                c) 

           

Figure 1. Three snapshots of the growing network which has a) 𝑑 = 0.07, b) 𝑑 = 0.22, c) 𝑑 = 0.49. 

The aforementioned times correspond to steps of 0.01 for 𝑑 values with figure 2 exhibiting the graph of 

the GCC values versus time and logistic population growth (𝑁) versus time. Note that the logistic 

population growth data have been normalized to the [0,1] range where 1 is the carrying capacity. 

 

Figure 2. Behaviors of the population and the global clustering coefficient over time. When the population reaches 

to carrying capacity, the number of edges of the network is observed to be still increasing. 

When the population reaching to the carrying capacity, the reason for the growth of the GCC is that the 

number of connections of each node increases due to the rise of the connection distance in the 2-D graph 

distribution model. Accordingly, the increase of LCC in the growth of the network over time is presented 

in figure 3. 
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Figure 3. Growth of the largest connected component of the network. After the 26th timestep, the network has been 

fully connected. 

Following a given period of time, the logistic growth of the population has reached to carrying capacity, 

the LCC value to the maximum number of nodes and the GCC to its maximum of 1, which exhibits the 

way the population growth and the GCC and LCC of the network correlate with the generated model. 

Pearson correlation coefficient [16] between two variables is given as; 

 𝜌𝑋𝑌 =
𝜎𝑋𝑌
𝜎𝑋𝜎𝑌

, (4) 

where 𝜎𝑋𝑌 is the covariance between variables 𝑋 and 𝑌 and the denominator is also their multiplied 

standard deviations. Each of three variables’ Pearson correlation coefficients with the other two has thus 

been calculated and shown in Table 1. 

Table 1. Pearson correlation coefficients. 

𝑁-GCC 𝑁-LCC GCC-LCC 

0.793 0.958 0.801 

 

3. RESULTS AND DISCUSSION 

With a certain population growing, the interconnectedness of each region spread over time is also seen in 

such concepts as online social, spread disease and traffic networks [17-19]. Therefore, the three quantities 

examined in the established model are correlated with each other. LCC is highly correlated with 

population growth in simulation outputs. The reason for the very strong relationship between them is the 

increase in LCC in a behavior similar to the population in spreading from one node to the other with 

population growth. On the other hand, as the population grows and spreads to other nodes, the number of 

connections between the nodes increases. For instance, open triplets turn into closed triangles, which has 

been simulated in such a way that interactions have increased between settlements as the population grows 

in the model. That is the explanation for the strong relationship between 𝑁 and GCC. The strong 

relationship between the GCC and the LCC is also one of the basic networking features requiring that the 

growth of the connected component should depend on the number of connections, ie the clustering 
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coefficient [20]. They have become well correlated since the network grew from a single point in the 2-

D graph distribution-based model. 

The present knowledge of the world is often determined by geographical maps. In the developed model, 

a possible settlement on a given map has been divided into units (nodes) and extrapolated from the initial 

node to the others with the population. In order that the model to should show some similarity to the 

reality, the number of connections has continued to increase even if the carrying capacity has been reached 

in order to make the settlement area completely connected to each other. If different components of a 

human population is to have heterogeneous requirements, estimates of total carrying capacity based on a 

single formula could not be accurate. Similarly, it is possible that different parts of the global human 

population would have heterogeneous needs as well. Therefore, the developed model may seem to be 

simplified in terms of the increase of the human population and its limitation to a certain area. However, 

in future studies, carrying capacity, a variable of equations such as logistic growth, could be rendered 

more dynamic by having multiple variables within itself. 
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Abstract. In this paper, half-inverse problem is considered for Dirac equations with boundary and finite number 

of transmission conditions depending polynomially on the spectral parameter, if the potential is given over the 

half of the considered interval and if one spectrum is known then, potential function Ω(x) on the whole interval 

and the other coefficients of the considered problem can be determined uniquely. 

Keywords: Dirac equations, Transmission conditions, Spectral parameter. 

Sınır ve Süreksizlik Koşulları Spektral Parametreye Polinom Olarak 

Bağlı Dirac Operatörü İçin Yarı-Ters Problem 

Özet. Bu makalede, sınır koşulları ve sonlu sayıda süreksizlik koşulları spektral parametreye polinom olarak 

bağlı Dirac denklemleri için yarı-ters problem ele alınmış olup, yarı aralıkta Ω(x) potansiyel fonksiyonu 

biliniyorken, bir spektruma göre, aralığın tamamında Ω(x) potansiyel fonksiyonu ile ele alınan problemin 

katsayılarının tek olarak belirlendiği gösterilmiştir. 

Anahtar Kelimeler: Dirac denklemler, Süreksizlik koşulları, Spektral parametre. 

 

1. INTRODUCTION  

Inverse problems of spectral analysis compose of retrieving operators from their spectral characteristics. 

For this reason, inverse spectral theory is so significant research subject in mathematics, physics, 

mechanics, electronics, geophysics and other branches of natural sciences. 

Half-inverse problem for a Dirac operator consists in reconstruction of the operator from its spectrum and 

known potential in the half-interval. Half inverse problem was first studied by Hochstadt and Lieberman 

in 1978[1]. In study of [2],by one boundary condition and potential which is known on half the interval, 

the potential and other boundary condition are uniquely determined. After that, these results have been 

used to lots of works[3-12]. 

On the other hand, in 1973 Walter [13] and in 1977 Fulton [14] studied the Sturm-Liouville problem with 

boundary conditions dependent on spectral parameter linearly. Then, inverse problems for some classes 

of differential operators depending on the eigenvalue-parameter linearly or nonlinearly on boundary and 

also transmission conditions were studied in various papers[15-33]. 

    The main result of this paper is that if the potential function Ω(x)  is known over the half the interval 

and one spectrum is given, then coefficients of the following problem can be uniquely determined. 
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    In this study, we concern the boundary value problem L generated by the following system of Dirac 

equations 

𝑙[𝑌(𝑥)] ≔ 𝐵𝑌′(𝑥) + Ω(x)Y(x) = 𝜆𝑌(𝑥)            (1) 

with the boundary conditions 

     𝑙1𝑦 ≔ 𝑎2(𝜆)𝑦2(𝑎) − 𝑎1(𝜆)𝑦1(𝑎) = 0                                                       (2) 

𝑙2𝑦 ≔ 𝑏2(𝜆)𝑦2(𝑏) − 𝑏1(𝜆)𝑦1(𝑏) = 0             (3) 

and the transmission conditions 

𝑈𝑖(𝑦) ≔ 𝑦1(𝜉𝑖 + 0) − 𝜃𝑖𝑦1(𝜉𝑖 − 0) = 0

𝑉𝑖(𝑦) ≔ 𝑦2(𝜉𝑖 + 0) − 𝜃𝑖
−1𝑦2(𝜉𝑖 − 0) − 𝛾𝑖(𝜆)𝑦1(𝜉𝑖 − 0) = 0

  𝑖 = 1, 𝑛̅̅ ̅̅̅           (4) 

where 𝐵 = (
0 1

−1 0
), Ω(x) = (

𝑝(𝑥) 𝑞(𝑥)
𝑞(𝑥) 𝑟(𝑥)

), 𝑌(𝑥) = (
𝑦1(𝑥)
𝑦2(𝑥)

), 𝑝(𝑥), 𝑞(𝑥) and 𝑟(𝑥) are real valued 

functions in 𝐿2(𝑎, 𝑏), 𝝀 is a spectral parameter, 𝑎𝑖(𝜆), 𝑏𝑖(𝜆), (𝑖 = 1,2) and 𝛾𝑖(𝜆) (𝑖 = 1, 𝑛̅̅ ̅̅̅ ) are 

polynomial with real cofficients and no common zeros, 𝜉𝑖𝜖(𝑎, 𝑏) (𝑖 = 1, 𝑛̅̅ ̅̅̅ ), 𝜃𝑖𝜖ℝ+, 

 𝑎1(𝜆) = ∑ 𝑎𝑘1𝜆𝑘𝑚1
𝑘=0 , 𝑎2(𝜆) = ∑ 𝑎𝑘2𝜆𝑘𝑚2

𝑘=0 , 𝑏1(𝜆) = ∑ 𝑏𝑘1𝜆𝑘𝑚3
𝑘=0 , 𝑏2(𝜆) = ∑ 𝑏𝑘2𝜆𝑘𝑚4

𝑘=0  and  

𝛾𝑖(𝜆)=∑ 𝛾𝑘𝑖𝜆𝑘𝑟𝑖
𝑘=0 , 𝑓(𝜆) =

𝑏1(𝜆)

𝑏2(𝜆)
 ,  𝑚𝑎 = 𝑚𝑎𝑥{𝑚1, 𝑚2}, 𝑚𝑏 = 𝑚𝑎𝑥{𝑚3, 𝑚4}, 

𝑟 = 𝑚𝑎𝑥1≤𝑖≤𝑛{𝑑𝑒𝑔 𝛾𝑖(𝜆)}. 

2. UNIQUENESS THEOREM 

Theorem:  Suppose  

𝜆𝑛 = 𝜆̃𝑛 , 𝑎𝑖(𝜆) = 𝑎̃𝑖(𝜆) (𝑖 = 1,2), Ω(x) = Ω̃(x) on [𝑎,
𝑎+𝑏

2
] and 𝑈𝑖 = 𝑈̃𝑖 , 𝑉𝑖 = 𝑉̃𝑖 for all 𝑖 = 1, 𝑛̅̅ ̅̅̅ with 

𝜉𝑖 ≤
𝑎+𝑏

2
 for 𝑑𝑒𝑔𝑎2(𝜆) > 𝑑𝑒𝑔𝑎1(𝜆) 

if 𝑑𝑒𝑔𝑏2(𝜆) > 𝑑𝑒𝑔𝑏1(𝜆)   𝑚2 > 𝑚4 + ∑ 𝑟𝑖
𝑛
𝑖=1  

if 𝑑𝑒𝑔𝑏1(𝜆) > 𝑑𝑒𝑔𝑏2(𝜆)   𝑚2 > 𝑚3 + ∑ 𝑟𝑖
𝑛
𝑖=1  

if 𝑑𝑒𝑔𝑏1(𝜆) = 𝑑𝑒𝑔𝑏2(𝜆)      𝑚2 > 𝑚𝑏 + ∑ 𝑟𝑖
𝑛
𝑖=1 . 

 Then Ω(x) = Ω̃(x) almost everywhere on [𝑎, 𝑏], 𝑓(𝜆) = 𝑓(𝜆) and 𝜃𝑖 = 𝜃̃𝑖, 𝛾𝑖(𝜆) = 𝛾̃𝑖(𝜆), 𝜉𝑖 = 𝜉𝑖 for 

𝑖 = 1, 𝑛̅̅ ̅̅̅. 

We need the following lemma, before we prove this theorem. 

Lemma: If 𝜆∗ is the zero of the polynomial 𝑎2(𝜆) with multiplicities 𝑚𝜆∗ then 𝜆∗ is also the zero of the 

entire function  

𝐶𝜓1(𝑎, 𝜆) − 𝜓̃1(𝑎, 𝜆)  

with at least multiplicities 𝑚𝜆∗. 

Proof:  Δ(𝜆) =  𝑎1(𝜆)𝜓1(𝑎, 𝜆) − 𝑎2(𝜆)𝜓2(𝑎, 𝜆) and 𝛥̃(𝜆) =  𝑎1(𝜆)𝜓̃1(𝑎, 𝜆) − 𝑎2(𝜆)𝜓̃2(𝑎, 𝜆). 

903 



 

 

Arslantaş, Güldü  / Cumhuriyet Sci. J., Vol.40-4 (2019) 902-908 

If 𝜆∗  is the zero of the polynomial 𝑎2(𝜆) with multiplicities 𝑚𝜆∗ at that time we attain 

Δ(𝜆∗) =  𝑎1(𝜆∗)𝜓1(𝑎, 𝜆∗) and 𝛥̃(𝜆∗) =  𝑎1(𝜆∗)𝜓̃1(𝑎, 𝜆∗). 

On the other hand, since 𝛥̃(𝜆) and Δ(𝜆) are both entire in 𝜆,  by Hadamard's factorization theorem we 

can 𝛥̃(𝜆) = 𝐶Δ(𝜆). Then 

0 = 𝐶Δ(𝜆∗) − 𝛥̃(𝜆∗)= 𝑎1(𝜆∗)[𝐶𝜓1(𝑎, 𝜆∗) − 𝜓̃1(𝑎, 𝜆∗)]. 

Since 𝑎1(𝜆) and 𝑎2(𝜆) do not have common zeros, we have 

𝐶𝜓1(𝑎, 𝜆∗) − 𝜓̃1(𝑎, 𝜆∗) = 0. 

Now, inductively, if for all 0 ≤ 𝑠 < 𝑘 ≤ 𝑚𝜆∗ − 1 there holds 

𝑑𝑠

𝑑𝜆𝑠 [𝐶𝜓1(𝑎, 𝜆) − 𝜓̃1(𝑎, 𝜆)]|
𝜆=𝜆∗

=0 

then we will prove that 

𝑑𝑘

𝑑𝜆𝑘 [𝐶𝜓1(𝑎, 𝜆) − 𝜓̃1(𝑎, 𝜆)]|
𝜆=𝜆∗

=0. 

𝑑𝑘

𝑑𝜆𝑘
Δ(𝜆) =

𝑑𝑘

𝑑𝜆𝑘
[𝑎1(𝜆)𝜓1(𝑎, 𝜆) − 𝑎2(𝜆)𝜓2(𝑎, 𝜆)] 

                 = ∑ (
𝑘
𝑡

) [
𝑑𝑡

𝑑𝜆𝑡 𝑎1(𝜆)
𝑑𝑘−𝑡

𝑑𝜆𝑘−𝑡 𝜓1(𝑎, 𝜆) −
𝑑𝑡

𝑑𝜆𝑡 𝑎2(𝜆)
𝑑𝑘−𝑡

𝑑𝜆𝑘−𝑡 𝜓2(𝑎, 𝜆)]𝑘
𝑡=0  

𝑑𝑘

𝑑𝜆𝑘
Δ(𝜆)|

𝜆=𝜆∗

= ∑ (
𝑘
𝑡

)
𝑑𝑡

𝑑𝜆𝑡
𝑎1(𝜆)|

𝜆=𝜆∗

𝑑𝑘−𝑡

𝑑𝜆𝑘−𝑡
𝜓1(𝑎, 𝜆)|

𝜆=𝜆∗

𝑘

𝑡=0

 

𝑑𝑘

𝑑𝜆𝑘
Δ̃(𝜆)|

𝜆=𝜆∗

= ∑ (
𝑘
𝑡

)
𝑑𝑡

𝑑𝜆𝑡
𝑎1(𝜆)|

𝜆=𝜆∗

𝑑𝑘−𝑡

𝑑𝜆𝑘−𝑡
𝜓̃1(𝑎, 𝜆)|

𝜆=𝜆∗

𝑘

𝑡=0

 

 

From the last two equations we have 

𝑑𝑘

𝑑𝜆𝑘 [𝐶Δ(𝜆) − Δ̃(𝜆)]|
𝜆=𝜆∗

= ∑ (
𝑘
𝑡

)
𝑑𝑡

𝑑𝜆𝑡 𝑎1(𝜆)|
𝜆=𝜆∗

𝑑𝑘−𝑡

𝑑𝜆𝑘−𝑡 [𝐶𝜓1(𝑎, 𝜆) − 𝜓̃1(𝑎, 𝜆)]|
𝜆=𝜆∗

𝑘
𝑡=0 . 

Since 

𝐶Δ(𝜆) − 𝛥̃(𝜆)=0 

∑ (
𝑘
𝑡

)
𝑑𝑡

𝑑𝜆𝑡
𝑎1(𝜆)|

𝜆=𝜆∗

𝑑𝑘−𝑡

𝑑𝜆𝑘−𝑡 [𝐶𝜓1(𝑎, 𝜆) − 𝜓̃1(𝑎, 𝜆)]|
𝜆=𝜆∗

= 0.

𝑘

𝑡=0

 

Since for all 0 ≤ 𝑠 < 𝑘 

𝑑𝑠

𝑑𝜆𝑠 [𝐶𝜓1(𝑎, 𝜆) − 𝜓̃1(𝑎, 𝜆)]|
𝜆=𝜆∗

=0 

we have 
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𝑎1(𝜆∗)
𝑑𝑘

𝑑𝜆𝑘 [𝐶𝜓1(𝑎, 𝜆) − 𝜓̃1(𝑎, 𝜆)]|
𝜆=𝜆∗

=0. 

Since 𝑎1(𝜆∗) we obtain 

𝑑𝑘

𝑑𝜆𝑘 [𝐶𝜓1(𝑎, 𝜆) − 𝜓̃1(𝑎, 𝜆)]|
𝜆=𝜆∗

=0. 

Lemma is proved. 

If 𝑎1(𝜆) ≡ 0 and 𝑎2(𝜆) ≡ 1 are taken in the boundary condition, since 𝑀(𝜆) = −
𝜓1(𝑎,𝜆)

Δ(𝜆)
 and 

Δ(𝜆) =  𝑎1(𝜆)𝜓1(𝑎, 𝜆) − 𝑎2(𝜆)𝜓2(𝑎, 𝜆) = −𝜓2(𝑎, 𝜆) 

𝑀0(𝜆) ≔
𝜓1(𝑎, 𝜆)

𝜓2(𝑎, 𝜆)
 

obtained. 

Remark 1: For the problem 𝐿 given by the conditions 𝑎1(𝜆) ≡ 0 and 𝑎2(𝜆) ≡ 1 if 𝑀0(𝜆) = 𝑀̃0(𝜆) 

then Ω(x) = Ω̃(x) almost everywhere on [𝑎, 𝑏], 𝑓(𝜆) = 𝑓(𝜆) and for each 𝑖 = 1, 𝑛̅̅ ̅̅̅  𝜃𝑖 = 𝜃̃𝑖, 

𝛾𝑖(𝜆) = 𝛾̃𝑖(𝜆), 𝜉𝑖 = 𝜉𝑖  applies. 

Remark 2: For the Dirac operator given in the interval [
𝑎+𝑏

2
, 𝑏] with equation (1), 𝑦2 (

𝑎+𝑏

2
) = 0 and the 

transmission conditions (4), from the above Remark 1; 𝑀0(𝜆) determines the function Ω(x) and 𝜃𝑖, 

𝛾𝑖(𝜆), 𝜉𝑖 for 𝑖 = 1, 𝑛̅̅ ̅̅̅  as one on [
𝑎+𝑏

2
, 𝑏]. 

Proof of Theorem : We only prove the case when 𝜉𝑖 ≠
𝑎+𝑏

2
  for all 𝑖. The argument of the case when  

𝜉𝑖 =
𝑎+𝑏

2
 for some 𝑖 is similar. Using Lagrange identity we have 

∫ (𝜓̃1(𝑥, 𝜆), 𝜓̃2(𝑥, 𝜆)) (Ω(x) − Ω̃(x)) (
𝜓1(𝑥, 𝜆)

𝜓2(𝑥, 𝜆)
)

𝑎+𝑏

2

𝑎

𝑑𝑥 

+[𝜓̃1(𝑥, 𝜆)𝜓2(𝑥, 𝜆) − 𝜓̃2(𝑥, 𝜆)𝜓1(𝑥, 𝜆)]|
𝑎

𝑎+𝑏

2  

For all 𝑖 satisfying 𝜉𝑖 <
𝑎+𝑏

2
  

[𝜓̃1(𝑥, 𝜆)𝜓2(𝑥, 𝜆) − 𝜓̃2(𝑥, 𝜆)𝜓1(𝑥, 𝜆)]|
𝜉𝑖−0

𝜉𝑖+0
= 0 

Together with Ω(x) = Ω̃(x) for a.e. [𝑎,
𝑎+𝑏

2
] we have 

𝜓̃1 (
𝑎 + 𝑏

2
, 𝜆) 𝜓2 (

𝑎 + 𝑏

2
, 𝜆) − 𝜓̃2 (

𝑎 + 𝑏

2
, 𝜆) 𝜓1 (

𝑎 + 𝑏

2
, 𝜆) 

= 𝜓̃1(𝑎, 𝜆)𝜓2(𝑎, 𝜆) − 𝜓̃2(𝑎, 𝜆)𝜓1(𝑎, 𝜆). 

Since 
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𝛥̃(𝜆) = 𝐶Δ(𝜆), Δ(𝜆) =  𝑎1(𝜆)𝜓1(𝑎, 𝜆) − 𝑎2(𝜆)𝜓2(𝑎, 𝜆) and 𝛥̃(𝜆) =  𝑎1(𝜆)𝜓̃1(𝑎, 𝜆) − 𝑎2(𝜆)𝜓̃2(𝑎, 𝜆) 

we get 

𝜓̃1(𝑎, 𝜆)𝜓2(𝑎, 𝜆) − 𝜓̃2(𝑎, 𝜆)𝜓1(𝑎, 𝜆) = Δ(𝜆)
𝐶𝜓1(𝑎, 𝜆) − 𝜓̃1(𝑎, 𝜆)

𝑎2(𝜆)
 

Denote 

Τ(𝜆): =
G(𝜆)

Δ(𝜆)
 

=
𝜓̃1 (

𝑎+𝑏

2
, 𝜆) 𝜓2 (

𝑎+𝑏

2
, 𝜆) − 𝜓̃2 (

𝑎+𝑏

2
, 𝜆) 𝜓1 (

𝑎+𝑏

2
, 𝜆)

Δ(𝜆)
 

The function Τ(𝜆) is  entire in ℂ. From the assumption that 𝜆𝑛 = 𝜆̃𝑛 and the term of the characteristic 

function Δ(𝜆) it is easy to infer that 

if 𝑑𝑒𝑔𝑏2(𝜆) > 𝑑𝑒𝑔𝑏1(𝜆)   𝑚4 = 𝑚̃4 

if 𝑑𝑒𝑔𝑏1(𝜆) > 𝑑𝑒𝑔𝑏2(𝜆)   𝑚3 = 𝑚̃3 

if 𝑑𝑒𝑔𝑏1(𝜆) = 𝑑𝑒𝑔𝑏2(𝜆)      𝑚𝑏 = 𝑚̃𝑏. 

From the following inequalities 

|Δ(𝜆)| ≥ 𝐶𝛿|𝜆|𝑚2+𝑚4+𝐴𝑒𝑥𝑝{|𝐼𝑚𝜆|(𝑏 − 𝑎)}, 𝑑𝑒𝑔𝑏2(𝜆) > 𝑑𝑒𝑔𝑏1(𝜆) 

|Δ(𝜆)| ≥ 𝐶𝛿|𝜆|𝑚2+𝑚3+𝐴𝑒𝑥𝑝{|𝐼𝑚𝜆|(𝑏 − 𝑎)}, 𝑑𝑒𝑔𝑏1(𝜆) > 𝑑𝑒𝑔𝑏2(𝜆) 

|Δ(𝜆)| ≥ 𝐶𝛿|𝜆|𝑚2+𝑚𝑏+𝐴𝑒𝑥𝑝{|𝐼𝑚𝜆|(𝑏 − 𝑎)}, 𝑑𝑒𝑔𝑏1(𝜆) = 𝑑𝑒𝑔𝑏2(𝜆) 

and the asymptotic formulas of the functions 𝜓𝑖(𝑥, 𝜆), (𝑖 = 1,2) for all intervals (𝜉𝑖, 𝜉𝑖+1), (𝑖 = 0, 𝑛̅̅ ̅̅̅) 

and Phragmen-Lindelöf theorem, for all 𝜆 we get Τ(𝜆) ≡ 0. 

Because of G(𝜆) ≡ 0 it yields 

𝜓̃1 (
𝑎 + 𝑏

2
, 𝜆) 𝜓2 (

𝑎 + 𝑏

2
, 𝜆) − 𝜓̃2 (

𝑎 + 𝑏

2
, 𝜆) 𝜓1 (

𝑎 + 𝑏

2
, 𝜆) = 0 

which is equivalent to 

𝜓1 (
𝑎+𝑏

2
, 𝜆)

𝜓2 (
𝑎+𝑏

2
, 𝜆)

=
𝜓̃1 (

𝑎+𝑏

2
, 𝜆)

𝜓̃2 (
𝑎+𝑏

2
, 𝜆)

. 

From Remark 1 and Remark 2, proof of this theorem is finished. 
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Abstract. Lung cancer is one of the leading causes of cancer - related deaths. Recently, radiotherapy is being 

used extensively for the treatment of patients suffering from cancer. Proton therapy is a very suitable form of 

radiation therapy for tumors that occur in the vicinity of critical tissues such as lung, due to the unique 

characteristics of the protons used in the treatment. In this study, a geometry model with lung, heart, tumor and 

bone structures in a water phantom is modeled with the Monte Carlo simulation tool vGATE, version of 7.2. 

With this simulation, the accumulated dose are calculated for each organ.  

Keywords: GATE, Monte Carlo, Lung cancer, Proton therapy  

Küçük Hücreli Olmayan Akciğer Kanseri (KHDAK) Tedavisinde 

GATE ile Proton Tedavi Simülasyonları 

Özet. Akciğer kanseri, kansere bağlı ölümlerde ilk sırada yer almaktadır. Günümüzde kanser hastalarını tedavi 

etmek amacıyla yaygın bir şekilde radyoterapi kullanılmaktadır. Proton tedavisi, tedavide kullanılan protonların 

benzersiz karakteristik özelliklerinden dolayı akciğer gibi kritik dokuların yakınında oluşan tümörler için 

oldukça uygun bir radyasyon tedavisi şeklidir. Bu çalışmada, Monte Carlo simülasyon aracı GATE (vGATE 

7.2) ile bir su fantomu içerisinde akciğerler, kalp, tümör ve kemik yapıların bulunduğu bir geometri 

modellenmiştir. Bu benzetim ile organların aldığı dozlar hesaplanmıştır. 

Anahtar Kelimeler GATE, Monte Carlo, Akciğer kanseri, Proton terapi  

 

1. INTRODUCTION  

According to the case records over the world in 2018, lung and breast cancer is the most common cancer. 

For all cancers in Turkey in 2018, a total of 210 537 new cases and 116 710 deaths have been reported. 

34 703 (16.5%) of these new cases reported as lung cancer [1]. 

The history of radiation therapy begins in 1895 when Rontgen discovered X-ray [2]. The existence of the 

proton was first introduced by Ernest Rutherford in 1919 and the first cyclotron was built in 1930 by E. 

O. Lawrence [3]. In 1946, Robert Wilson, from Harvard University, made the first suggestion that the use 

of accelerated protons should be considered [3,4] for radiation therapy. In 1954, the first patient 

applications were reported, and in 1955 he treated the patients with protons for the first time with Tobias 

and his colleagues at the Lawrence Berkeley Laboratory [3,5]. Following this, clinical treatments were 

started at Harvard University MGH (Massachusetts General Hospital) in USA and Uppsala University in 

Sweden. Hospital-based proton therapy began in 1990 at Loma Linda University, and by the end of 2008, 
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approximately 13,000 patients were treated [6]. Currently, there are a total of 99 particle treatment centers 

in the world since 1954, of which 86 are protons and 13 are carbon-ions. Furthermore, 43 treatment centers 

are under construction and 24 treatment centers are under planning [7]. 

Radiation therapy is an important component in the treatment applications for non-small cell lung cancer 

(NSCLC), either alone or in combination with chemotherapy and surgery [8]. The aim of radiation therapy 

is to protect the normal tissues around the tumor as much as possible while delivering required radiation 

dose to the tumor. However, radiation causes certain side effects and secondary cancer risk in healthy 

tissues around the tumor. Compared to photons considering accumulated the dose throughout the tissue 

and exit dose, protons show a maximum dose accumulation (Bragg peak) at the desired tissue depth due 

to their characteristic properties, followed by a sharp dose reduction with very little exit dose. This 

dosimetric difference of proton treatment is a good treatment option especially for lung cancer that is 

close to critical structures such as adjacent lung, esophagus, heart, spinal cord, main airways, vessels, as 

it provides an unnecessary dose reduction to critical organs [9-12]. Proton beam therapy (PBT) has also 

emerged as a potential solution to improve clinical outcomes such as isolated local recurrence, toxicity 

and life expectancy in modern photon radiation techniques in both early and locally advanced disease [8]. 

Recently, the popularity of Monte Carlo (MC) techniques in the field of medical physics has increased 

rapidly especially for proton therapy. MC simulations are important tools in the design and commissioning 

of clinical facilities that provide a detailed description of the beam line and distribution system and can 

also potentially be used to simulate the entire Proton Therapy System [13-16]. MC uses basic laws of 

physics to determine the probability distributions of individual interactions of photons and particles. As 

the number of simulated particles increases, the accuracy of predicting their dispersion increases, but the 

computational time is prolonged in a prohibitive manner. The dose distribution is calculated by the 

accumulation of ionizing events in the boxes (voxels) causing the accumulation of energy in the medium. 

MC is the most accurate method of calculating dose distribution in a patient, despite uncertainties in 

calculation time. Sample plans with MC simulation have shown improvements in dose calculation 

accuracy, particularly at the interfaces of heterogeneous tissues and in the lung where particle imbalance 

may occur under certain conditions [3]. Furthermore, beam data simulated with MC can be used as input 

data to the clinical commercial treatment planning systems [17]. This can greatly improve the 

commissioning efficiency of the Proton Therapy system. 

GATE (OpenGATE Collab.) is an open source software developed jointly by the world's leading medical 

physics laboratories, which simulates medical physics using the Geant4 code library. It supports output 

formats such as GATE, ROOT, ASCII, ECAT7 and LMF, which are commonly used for modeling, 

optimization and algorithm generation [18]. 

Geant4 is a toolkit that provides a comprehensive software package including the passage of particles 

through matter and their interactions with matter. Geant4 can handle complex geometries efficiently and 

compactly and allows visualization of the geometry and particle tracks through a variety of interfaces. Its 

areas of application include high energy, nuclear and accelerator physics, studies in medical and space 

science [19-20].  

There are recent studies have been performed using the Geant4 simulation program to simulate the proton 

beam line and compare the simulation data with the experimental data. The first study is done by Hong 

Qi Tan and his friends by using the GEANT4 toolkit and MC simulations for the preliminary preparation 

of a new Proton Therapy Center, scheduled to open in Singapore in 2020 [21]. They have shown the 

energy-range comparison of the measured data the simulation for different energies and data showed 

compatibility is observed. A second study published by Shane Mesko and Daniel Gomez is a review of 

treatment options, proton doses, and outcomes for patients with non-small cell lung cancer at different 

stages such as early stage, locally advanced stage, relapse and postoperative NSCLC radiation [8]. This 
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paper conclude that proton therapy provides higher survival, better local control and less toxicity than 

photon radiation therapy. A paper, by Cirrone and his friends, reported proton ranges and Bragg peaks 

obtained from different materials (water, aluminum, copper and PMMA) in the energy range of 10-62 

MeV [22]. Another study done by Cirrone and friends presents the treatment of the patients with ocular 

melanoma lesions of different stages using an energy of 62 MeV at the first Italian protontherapy facility 

called CATANA. The preliminary results were very similar to the treatment of uveal melanoma via 

hadrons reported in the literature, despite limited follow-up time, and showed a high percentage of tumor 

response with limited acute and subacute toxicity and visual outcome compared to previsions [23]. 

In our paper, we will report the Bragg peaks and deposited dose in the organs filled with proper materials 

by using vGATE. We first summarize the geometry of phantom contains lungs, heart, bones and tumor. 

Then Bragg peaks are shown for each organ and tumor. Later accumulated dose values are given, and 

results are discussed. 

2. GEOMETRY DEFINITION and SIMULATION of BEAM LINE 

All the relative results presented in this article and in the simulation of proton beam were obtained using 

QGSP_BERT_HP_EMY as the Reference Physics List. In this study, the vGATE7.2 version of GATE 

was used [18].   

This study is primarily intended to demonstrate the proton beam, from the proton source defined in the 

simulation, dose distribution in the organs we positioned. ‘Pencil Beam Scanning’ (PBS) rays were used 

as proton source. Pencil beam scanning is a perfect and efficient proton beam delivery method for both 

traditional and Intensity Modulated Proton Therapy (IMPT) techniques. Its major advantage is not 

requiring any site-specific equipment such as scattering foils, field openings and physical range 

compensators, and that subsequent areas are automatically transmitted without the need to enter the 

treatment room [3].   The source was positioned at 13 0 -25 cm inside the world volume, described in next 

paragraph, to suit the tumor position. 

As shown schematically in Figure 1, a world volume is defined, and a water phantom is placed at the 

center of this volume. A bone, right and left lungs, a spherical tumor with a radius of 1 cm inside the left 

lung, an ellipsoid heart, and a second bone were identified, respectively, according to their distance from 

the source into the water phantom. The simulated phantom, we use, is obtained by developing a sample 

which makes a range-dose comparison in water using a source of pencil beam scanning of the proton 

beam defined in a heterogeneous phantom (water, bones, lung). The size of simulated heart inside the 

phantom is determined using an average adult heart shape [24]. The lung parameters described in our 

study are decided by using inputs from ref [25]. This reference paper aims to determine lung sizes and 

volume ranges using computed tomography (CT) images to contribute to the development of the body 

phantom for a human. Muscle was selected as tumor material and tumor is placed in the left lung at the 

coordinates of 0.0 0.0 -6.0 cm. Tissues for each organ are defined in GATE as muscle, lung and bone 

materials. The heart with the material of muscle is placed in the phantom at 2.0 -3.0 2.0 cm. The size and 

positioning of each geometry are shown in Table 1. When the geometry formed, a schematic view is 

created to see the geometry. In Figure 1 left image shows lateral view (in the x direction), while right 

image represents the view from the z-axis. From the first image (left in Figure 1) one can see bone, lung, 

tumor within the lung, heart and second bone, respectively. When the geometry is viewed from the back, 

it is observed that the tumor is defined correctly in the left lung and the heart is between the two lungs 

along the z-axis. The source is positioned perpendicular to the phantom material (z-direction) and 

irradiated in this manner. 99 MeV proton energy is used to reach the target depth and 2.14×107 particles 

are delivered to get the ~4 Gy dose (around one fraction out of 70 Gy [8]). 
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Table 1: Dimensions and positions of simulated water phantom, organs (inside the water phantom) and tumor (inside the left 

lung) 

Organ Organ Dimensions (cm) (x, y, z) Organ Locations (cm) (x, y, z) 

Water Phantom 40  × 50 × 40 0.0 0.0 0.0 

Bone 1 36 × 40 × 4 0.0 0.0 -18.0 

Bone 2 36 × 40 × 4 0.0 0.0 11.0 

Right Lung 11.6 × 26.9 × 16.9 -11.0 0.0 -7.0 

Left Lung 10 × 26.1 × 17.1 13.0 0.0 -7.0 

Tumor r = 1  0.0 0.0 -6.0  

Heart r = 6, 4, 3  2.0 -3.0 2.0 

 

   

Figure 1: Schematic view of the geometry used during the simulation a) View of the simulation geometry from 2700 (lateral). 

b) View of the simulation geometry from 1800 (back). The white box is defined as world volume, blue box is the water 

phantom, cyan is the 1st bone, green is the right and left lung, red is the tumor, yellow is the heart and magenta is the 2nd 

bone. 

3. BRAGG PEAKS and ACCUMULATED DOSE in ORGANS 

The aim of this study is to ensure that the tumor volume receives at least 95% of the given dose, which 

recommended by International Commission on Radiation Units and Measurement (ICRU) and that the 

adjacent lungs and heart are exposed to the lowest possible dose [26]. In the simulation, the source energy 

was adjusted to allow the Bragg peak to peak over the tumor volume and to envelop the tumor volume. 

Bragg peak and dose distribution curves on the organs we defined were obtained within ROOT analysis 

program [27].  

Figure 2 shows the dose distributions versus depth of Bragg peak for each organ obtained within the 

ROOT analysis program. In the simulation, when the energy is adjusted to cover the tumor volume, a 

peak occurs at approximately -7.7 cm (distance from the negative edge of water box in z-direction) in the 

water phantom. In the simulation, the tumor volume was positioned at 0.0 0.0 -6.0 cm in the left lung. As 

seen in Figures 2a and 2c, the beam energy is adjusted and the position of the tumor is targeted. Figure 

2d shows that the entire volume of the tumor is exposed to dose. Dose distribution for right lung and heart 

decreases with depth. In the first bone, it is seen that the dose distribution with the range increases in 

proportion to the source. Finally, in the second bone, the dose distribution decreases deeply from the bone 

surface. 
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a)                                                              b)            

 

c)                                                                           d) 

 

e)                                                                           f) 

 

g) 

Figure 2: Proton Bragg Peaks obtained by ROOT for 99 MeV proton energy. The graph shows the stored depth in the vertical 

direction and the horizontal depth in the organ depth. The figure shows the dose distribution obtained for a) water 

phantom, b) right lung, c) left lung, d) tumor, e) heart, f) first bone, g) second bone. 
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Table 2 shows the amount of dose stored in each organ in Gy. The target tissue, tumor stored 4.28614 Gy, 

while dose of 0.0183414 Gy is stored in the left lung and 2.20925 𝑒−06  Gy is stored in heart. The 

acumulated dose in other organs are very low and listed in Table 2. 

Table 2: Total dose accumulated in each organ and tumor 

Organ 

 

Organ Volumes (cm3) Absorbed Dose (Gy) Percent (%) 

Water Box 80.000 0.00155207 

 

%0.036 

Bone 1 5760 0.00635112 

 

%0.15 

Bone 2 5760 

 

1.12122𝑒−06 <%0.01 

Right Lung 5273.476 

 

1.3463𝑒−06 <%0.01 

Left Lung 4463.1 

 

0.0183414 %0.43 

Tumor 4.19 

 

4.28614 %99.3913 

Heart 301.59 

 

2.20925 𝑒−06 <%0.01 

Total 101562.356 4.31239 %100 

 

 

4. CONCLUSION 

In this study, our aim is to ensure that the tumor volume defined in the simulation receives at least 95% 

of the total dose and that the adjacent lungs and heart are exposed to the lowest possible dose. In this 

study, a total dose of 4.31239 Gy was given to the phantom for one fraction. According to the simulation 

calculations, the dose in the tumor volume is 4.28614 Gy. This shows that tumor volume takes 99.3913% 

of the delivered total dose. The left lung received 0.43% of the total dose, while the right lung heart 

received less than 0.01%. 

Cirrone and his colleagues used Geant4 simulation program to illustrate proton beam line with different 

scatter materials and studied lateral dose distributions for proton beams at the patient position, while we 

used GATE simulation program to calculate accumulated dose inside the organs. Therefore, we have 

shown the change of Bragg peak and dose distributions without using the proton beam line and scatters 

defined in their study. The 99 MeV energy used in our study is consistent with experimental peak energy-

range distribution in water phantom reported in [28]. If we make a comparison of Bragg peak distributions 

to the ones obtained by Cirrone and colleagues, we see that the full width of the peak at half height 

(FWHM) is much narrower in the Bragg Peak distributions we obtained. As a result, in the absence of 

scattering, almost all of the delivered total dose is stored in the targeted volume and the critic organs are 

exposed to a very small dose, whereas a uniform dose distribution on the target tissue is not achieved 

since the width of the peak does not fully cover the target volume. 
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Abstract. In this work, a new, fast and green pH assisted solidified homogeneous liquid phase microextraction 

method (pH-MS-HLPME) was developed. Initially, the complex formation of Ni-1-Phenylthiosemicarbazide 

(Ni-PTC) and the dissolution of the extraction solvent (caprylic acid) in water were achieved by addition of 

NaOH. After base addition caprylic acid (CA) become completely soluble as sodium caprylate in model 

solution. The phase separation of extraction solvent was accessed by addition of HCl. The analyse of nickel 

concentrations was carried out by micro-sampler adapted flame atomic absorption spectrometer. Under 

optimized parameters, linear range (10.0-450 μg L-1), detection limit (3.2 μg L-1), limit of quantification (10.0 

μg L-1), relative standard deviation (2.0 %), relative error (-3.9 %), and preconcentration factor (45) were 

calculated, respectively. Finally, the developed pH-MS -HLPME methodology was successfully applied to LGC 

6010 hard drinking water (CRM) and some water samples. 

Keywords: Nickel, pH, liquid phase microextraction, drinking water samples, microsampler system. 

Su Örneklerinde Nikelin Zenginleştirilmesi ve Tayini için pH Modülasyonlu 

Katılaştırılmış Homojen Sıvı Faz Mikroekstraksiyon Metodunun 

Geliştirilmesi  

Özet. Bu çalışmada yeni, hızlı ve yeşil bir pH destekli katılaştırılmış homojen sıvı faz mikroekstraksiyon 

metodu (pH-MS-HLPME) geliştirildi. İlk olarak, Ni-1-feniltiyosemikarbazit (Ni-PTC) kompleksinin oluşumu 

ve ekstraksiyon çözücüsünün (kaprilik asit) su içinde çözülmesi, NaOH ilave edilerek sağlandı. Baz ilave 

edildikten sonra kaprilik asit (CA), model çözeltide sodyum kaprilat halinde tamamen çözünür hale geldi. 

Ekstraksiyon çözücüsü fazının ayrılması HC1 ilavesiyle gerçekleştirildi. Nikel konsantrasyonlarının tayini, 

mikro örnekleyici uyarlanmış alevli atomik absorpsiyon spektrometresi ile gerçekleştirildi. Optimize edilmiş 

parametreler altında, doğrusal çalışma aralığı (10.0-450 μg L-1), gözlenebilme sınırı (3.2 μg L-1), tayin sınırı 

(10.0 μg L-1), bağıl standart sapma (% 2.0), bağıl hata (-3.9 %) zenginleştirme faktörü (45) hesaplandı. Son 

olarak, geliştirilen pH-SFO-HLPME yöntemi LGC 6010 sert içme suyu standard referans maddesine ve bazı su 

örneklerine başarıyla uygulandı. 

Anahtar Kelimeler: Nikel, pH, sıvı faz mikroekstraksiyon, içme suları, mikro örnek verici sistem. 

 

1. INTRODUCTION 

Nickel is widely used industrial element for 

making many products such as batteries, coins, 

keys, cooking equipments and cell phones etc. In 

addition, natural waters, foods, fruits and 

vegetables include trace amount of nickel and 

nickel compounds. It is also very important for 
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hormonal activity and lipid metabolism [1–4]. 

However, the excessive amount uptake of nickel 

can cause cancer, allergic skin problems and 

psychological disorders. Because of these harmful 

effects determination of nickel is an essential 

obligation for analytical chemists. Many modern 

instrumental methods like inductively coupled 

plasma mass spectrometry (ICP-MS), inductively 

coupled plasma optical emission spectrometry 

(ICP-OES, electrothermal atomic absorption 

spectrometry (ETAAS), flame atomic absorption 

spectrometry (FAAS) can be used for 

determination of nickel in various samples. FAAS 

is the most favourable and used technique when it 

is compared to the other spectroanalytical 

techniques. However, for sensitive and reliable 

determination of nickel a sample pretreatment 

procedure is needed before FAAS measurements 

[5–9]. 

 

The aim of many analytic chemists is to develop 

high- performance, away from environmental 

pollution and matrix effects, less time consuming 

and economically feasible sample pretreatment 

methods. Nowadays, the popularity of liquid phase 

microextraciton (LPME) methods is increasing day 

by day when we compare with the other sample 

pretreatment methods. LPME was presented as a 

simpler and cheaper alternative to conventional 

liquid-liquid extraction in 1990s [10–12]. Many 

kinds of modified LPME techniques were reported 

in literature for separation and preconcentration of 

metals [13–18] such as dispersive liquid–liquid 

microextraction (DLLME) [19], single-drop 

microextraction (SDME) [20–22], hollow-fiber 

liquid-phase microextraction (HF-LPME) [23,24], 

solidification of floating organic droplets liquid 

phase microextraction (SFO-LPME) [25,26].  

 

The use of two types of solvent (disperser and 

extraction solvent) at DLLME, the instability of the 

extraction solvent drop at SDME, the use of 

expensive membranes at HF-LPME restrict the 

application of these methods [27]. Among these 

techniques, SFO-LPME draws more attention due 

to advantages such as easy removal of extraction 

solvent, use of less toxic extraction solvents and 

simplicity [28]. In this technique usually a low 

toxic extraction solvent with appropriate melting 

point (near room temperature) is mixed with a 

disperser solvent and injected into water sample for 

providing short extraction time and fast mass 

transfer. After phase separation by centrifugation, 

the sample tubes are placed in an ice bath for 

solidification of organic drop floats on the surface. 

The solidified organic drop including analyte 

removed with a spatula to a conical tube than the 

melted extraction solvent introduced to appropriate 

analytic techniques [29–31].  

 

The aim of this work was to develop a modified 

SFO-LPME called pH modulated solidified 

homogeneous liquid phase microextraction (pH-

MS-HLPME) method for determination of nickel. 

The concentration levels of nickel in various water 

samples were determined by microsampler adapted 

flame atomic absorption spectrometer. This 

method offers more green and economic alternative 

when compared to the other SFO-LPME methods. 

Because the dissolution of the extraction solvent 

(caprylic acid) and complex formation of Ni-1-

Phenylthiosemicarbazide (Ni-PTC) was achieved 

by using any disperser solvent and buffer solution. 

Both were achieved by addition of appropriate 

amount of NaOH-HCl.  

 

2. EXPERIMENTAL 

2.1 Instruments and chemicals 

 

A hand made micro-sampler adapted Perkin-Elmer 

Analyst 700 (Norwalk, CT, USA) atomic 

absorption spectrometer was used for Ni (II) 

determination. The operation conditions of FAAS 

were chosen according to manufacturer guides. A 

Sartorius pp-15 (Gottingen, Germany) model pH 

meter with glass-electrode and a Nüve NF 200 

(Ankara, Turkey) model centrifuge were used for 

pH measuring and centrifuging test solutions, 

respectively. 

 

All chemicals used during the pH-MS-HLPME 

were analytical reagent grade. Caprylic acid, 1-

phenylthiosemicarbazide were purchased from 

Merck chemical company (Darmstadt, Germany). 

0.1 % (w/v) PTC solution was prepared daily by 

dissolving in methanol. Sodium hydroxide and 

hydrochloric acid (E. Merck, Darmstadt, Germany) 

solutions at various concentrations were prepared 

by dissolving appropriate amount in deionized 

water. 1000 mg L-1 Ni (II) standard solution were 

prepared from Ni(NO3)2.6H2O (Sigma-Aldrich) 

and nickel solutions at other concentrations for test 

solutions were prepared by diluting from 1000 mg 

L-1 Ni (II) standard solution. 

 

2.2 pH-MS-HLPME procedure 

130 µL CA was added to conical test tube 

containing 9 mL test solution (containing 30 µg L-

1  Ni(II), 1 ml PTC from 0.1 %) by a micropipette . 

Than 1.0 mL NaOH (1 mol L-1) was added to test 
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solution and vortexed 20-30 seconds. CA became 

completely soluble as its salt form (sodium 

caprylate) and test solution was seen completely 

homogeneous. After addition of 1.0 mL HCl (1 mol 

L-1), cloudy solution was appeared and complexes 

of Ni-PTC were extracted to CA phase. This 

cloudy solution was centrifuged for 3 min. at 3500 

rpm and transferred to refrigerator for 

solidification. The solidified CA phase was 

removed by spatula and diluted to 200 µL with an 

acidified ethanol. The diluted CA phase was 

introduced to microsampler adapted flame atomic 

absorption spectrometer for determining Ni (II) 

concentrations. 

 

2.3 Sample preparation procedure of pH-MS-

LPME 

The water samples (tap waters, hot spring water 

and river water) were filtered and acidified after 

collection (different places from TURKEY). The 

bottled samples were collected from local markets 

of Tokat, TURKEY. The samples were stored at 

refrigerator before application of procedure.  

 

3. RESULTS AND DISCUSSION 

3.1 Effect of added base-acid amount 

 

The pH of sample is one of the most effective factor 

in metal enrichment studies for the formation of 

metal complexes with the high efficiency. In this 

work, the complex formation of Ni-PTC and the 

dissolution of the CA was achieved by addition of 

NaOH. After HCl addition a cloudy solution was 

appeared. For that purpose, the varied 

concentrations and volumes of NaOH and HCl in 

the range of 0.0-1.5 mol L-1 and 0.0-1.5 mL were 

added to test solutions. The recoveries of Ni (II) for 

pH-MS-LPME were not quantitative (˂ 95 %) for 

added NaOH and HCl in the range of 0.0-0.75 mol 

L-1 and 0.0- 0.75 mL. The quantitative recoveries ( 

≥ 95 %)  of Ni(II) were obtained after addition of 1 

mol L-1  and 1.0 mL NaOH and HCl, respectively. 

As it can be seen table 1, addition of 1 mol L-1 and 

1.0 mL NaOH and HCl were chosen as an optimal 

added base-acid amount for further studies. 

 

 

 

 

 

 

 

 

 

Table 1. Effect of added base-acid concentration 

and volume (N=3) 

The 

concentration 

of NaOH-HCl 

(mol L-1) 

Added 

base-acid 

(mL) 

Recovery of 

Ni(II), % 

0.25 0.25 28±2* 

0.50 0.50 49±3 

0.75 0.75 73±3 

1.00 1.00 95±4 

1.25 1.25 96±2 

1.50 1.50 96±3 

*mean ± standard deviation 

 

3.2 Effect of PTC amount 

The type and amount of the ligand is one of the 

important step that should be optimized for the 

formation of hydrophobic chelates with high 

efficiency. We noticed that PTC has not been used 

before for extraction of nickel in the solidification 

based microextraction processes. For that purpose 

the amount of PTC were investigated to obtain high 

complex yield. As shown in figure 1, the increase 

in recovery was seen by the addition PTC in the 

range of 0-1.0 mL (0.1 %, w/v). As a result of the 

obtained data, the amount of ligand was optimized 

as 1 mL. 

 

 
Figure.1 Effect of PTC concentration on pH-MS-

HLPME (N:3) 

 

3.3 Effect of volume of CA 

Many extraction solvents (1-Undecanol, 1-

Dodecanol, 1-Decanol, 1-Undecanoic acid) for 

SFO-LPME procedures were used in literature 

[32]. According to our literature survey we saw that 

caprylic acid was not yet used for extraction of Ni 

(II) solidification based studies in water samples. 

For that purpose, effects of volume of CA were 

tested in the range of 80-150 µL. the resuls were 

shown in figure 2. According to our results, the 

recoveries of Ni (II) were not quantitative up to 
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volume 120 µL. It was quantitative in the range of 

120-130 µL. After volume of 130 µL a decrease 

was seen.  Therefore 130 µL CA volume was 

chosen for other experimental parameters. 

  

 
Figure.2 Effect of volume of CA (N:3) 

 

3.4 Optimization of the other experimental 

parameters 

The mixing time is an important parameter that 

plays a major role for increasing the extraction 

efficiency and reducing the extraction time. The 

effective mixing of the aqueous and organic phases 

is very important to ensure the mass transfer of the 

solution. The mass transfer coefficient of the 

aqueous phase increases with increasing mixing 

ratio. Therefore, in this study, the effects of shaking 

and centrifugation times on recovery rates of 1 to 5 

minutes were examined. As it can be seen from 

figure 3, it was found that the best recovery was 

achieved the 20-30 seconds vortex time and 3 

minute centrifugation time for the experimental 

conditions and all of the studies were completed at 

this time period. 

 

 
Figure 3. The effects of vortex and centrifugation 

and vortex time on recovery Ni (II) (N:3) 

 

The increase in the ratio of the aqueous phase 

volume to the organic phase will increase the 

preconcentration factor, but this can reduce the 

extraction efficiency in a given extraction time. 

The effects of sample volume on the recovery of Ni 

(II) were investigated in the range of 8-14 mL in 

this study. The results are shown in figure 4. The 

recovery of 95 % and higher than 95 % was 

achieved between 8-9 mL. Therefore, the sample 

volume was chosen as 9 mL. In addition, the final 

volume was completed with 1M HNO3 (in ethanol) 

to 200 mL before the analysis step.  

 

 
Figure 4. The effect of sample volume on pH-MS-

HLPME (N:3) 

 

3.5 Effect of interferences on pH-MS-HLPME 

Some components which can be present in the 

water samples may interfere and cause negative or 

positive errors during the preconcentraiton studies. 

Therefore, the effects of some ions in different 

concentrations and types were investigated for pH-

MS-HLPME technique. The results (table 2.) 

showed that ions had no effect until added 

concentrations. It demonstrates that our pH-MS-

HLPME method was applicable for water samples.  

 

Table 2. Effect of interferes on pH-MS-HLPME 

(N=3) 

Ion Interference/metal 

ratio 

Recovery of 

Ni(II),% 

Na+ 400 99±3* 

K+ 500 96±2 

Ca2+ 200 96±2 

Mg2+ 200 99±4 

Cl- 800 102±3 

NO3
- 500 102±5 

SO4
2- 500 96±3 

PO4
3- 600 103±3 

* mean ± standard deviation 
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3.5 Analytical performance criteria of the 

proposed method 

To evaluate analytical performance criteria of the 

proposed method, limit of detection, calibration 

curve equation, linear range, reproducibility and 

preconcentration factor were calculated under 

optimized conditions. The limit of detection (3Sb, 

Sb is the standard deviation of ten replicates of the 

blank measurement) and limit of quantification 

(10Sb) were found as 3.2 μg L-1 and 10 μg L-1, 

respectively. The linear range was found as 10.0-

450 μg L-1. The calibration curve equation was 

A=1.73x10-2C + 3.2x10-3 (r2=0.9993). The 

reproducibility defined as relative standard 

deviation (R.S.D.) was calculated as 2.0 % after 

application (N=11) of pH-MS-LPME to model 

solutions containing 30 μg L−1 of Ni (II). The 

preconcentration factor of 45 was calculated from 

the ratio of the highest sample volume (9 mL) to 

final completed volume (200 µL). 

 

3.6 Accuracy and application of optimized pH-

MS-HLPME 

In order to test the accuracy of the developed 

method, the method was applied to standard 

reference material (LGC 6010 hard drinking 

water). The experimental obtained value was found 

49 ± 2 µg L-1 and the certificate value was 51 µg L-

1. The values of SRM shoved that pH-MS-HLPME 

method was found to be applicable to water 

samples. The relative error was calculated as -3.9 

%. 

Also, the developed method was applied to two 

different tap water samples, river water, hot spring 

water, sea water and 7 different bottled water 

samples purchased from local markets in Tokat city 

(TURKEY) for the determination of Ni (II). The 

obtained results were given in Table 3. together 

with the recoveries. The recovery values were 

quantitative. The results of pH-MS-HLPME 

shoved that the method was applicable for the 

determination of Ni (II) in natural and bottled water 

samples. 

 

3.7 Comparison of pH-MS-HLPME with the 

other solidification based microextraction 

methods in literature 

The developed pH-MS-HLPME was compared 

with some SFODME based studies for 

preconcentration of Ni (II) in the literature (Table 

4). In many DLLME and SFODME studies, a 

disperser solvent was often used to mix the 

extraction solvent in the samples. However, the 

dissolution of the extraction solvent, the formation 

of the Ni-PTC complex and the phase separation of 

extraction solvent were carried out only with the 

addition of NaOH-HCl in our study. This showed 

that the developed method reduces use of the 

amount of organic toxic solvent during the sample 

preparation step and because of this reason, the 

developed pH-MS-HLPME was a more 

environmentally and economically efficient 

method. 
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Table 3. Application of optimized pH-MS-HLPME (N:3) 

  

  

Element 

  

  

Added 

(µg L-1) 

SAMPLES 

Tap water 1 Tap water 2 

Found  

(µg L-1) 

Recovery  

(%)a 

Found 

(µg L-1) 

Recovery  

(%) 

Ni(II)   0 NDb - ND - 

  50 49.6±1.5 99±3 48.5±1.4 97±3 

  100 98.2±2.6 98±3 96.5±3.4 97±3 

  
River water Spring water 

Found  

(µg L-1) 

Recovery  

(%) 

Found  

(µg L-1) 

Recovery  

(%) 

Ni(II)   0 ND - 17±0.4 - 

  50 48.0±2.0 96±3 65.2±3.1 96±4 

  100 98.3±3.1 98±3 114±3.0 97±4 

  
Sea water Bottled water 1 

Found  

(µg L-1) 

Recovery  

(%) 

Found  

(µg L-1) 

Recovery  

(%) 

Ni(II)   0 ND - ND - 

  50 48.0±1.3 96±1 47.5±1.9 95±1 

  100 95.0±3.4 95±3 96.3±2.7 96±3 

  
Bottled water 2 Bottled water 3 

Found 

(µg L-1) 

Recovery  

(%) 

Found  

(µg L-1) 

Recovery  

(%) 

Ni(II)   0 ND - ND - 

  50 49.1±1.1 98±2 48.6±1.2 97±2 

  100 96.6±3.2 97±3 95.2±3.4 95±3 

  

Bottled water 4 Bottled water 5 

Found 

(µg L-1) 

Recovery  

(%) 

Found 

(µg L-1) 

Recovery  

(%) 

Ni(II)   0 ND - ND - 

  50 48.3±2.0 99±3 49.1±1.4 98±2 

  100 97.5±2.7 98±3 98.5±2.2 99±2 

  Bottled water 6 Bottled water 7 

Found 

(µg L-1) 

Recovery  

(%) 

Found 

(µg L-1) 

Recovery  

(%) 

Ni(II)   0 ND - ND - 

  50 47.5±3.0 95±3 49±2.0 98±3 

  100 97.8±3.3 98±4 99.2±2.0 99±2 

a: mean ± standard deviations 

b: Not detected 
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4. CONCLUSIONS 

In this study, a new, fast, useful and sensitive pH 

modulated solidified homogeneous liquid phase 

microextraction method for preconcentration and 

determination of nickel in water samples was 

developed for determination of Ni (II) in water 

samples. The developed pH-MS-LPME method 

had many advantages such as having a lower 

detection limit, better reproducibility and higher 

preconcentration factor compared to some 

established studies. Moreover the established 

methodology provides greener microextraction 

procedure with using any disperser solvent. 

Because, the dispersing of the extraction solvent, 

the formation of the Ni-PTC complex and the phase 

separation of extraction solvent were provided by 

only addition of NaOH-HCl. Under optimized 

conditions, the developed pH-MS-HLPME 

successfully applied to water samples for 

determination of Ni (II). 
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Şekil 2. PGE yüzeyine immobilize edilen ct ds-DNA’ların (a)ct ds-DNA yokken (b)5(c)10 (d)15 (e)20 (f)25 

(g)30 (h)35 (ı)40 dakika gibi farklı sürelerde etkileşim sonrasında DPV tekniği ile ölçülen guanin 

sinyallerini gösteren voltamogramlar (A) ve histogramlar (B) 
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Şekil 3. PGE yüzeyine immobilize edilen (a)ct ds-DNA yokken (b)12 (c)18 (d)24 (e)30 (f)36 (g)42 (h)48 µg/mL 

gibi farklı derişimlerdeki ct ds-DNA’lara ait DPV tekniği ile ölçülen guanin sinyallerini gösteren voltamogramlar 

(A) ve histogramlar (B) 

 

 

Şekil 8. (A) Niquist eğrisi  (B)PGE yüzeyinde gerçekleşen ct ds-DNA-EPR etkileşiminin transfer edilen 

akımyüküne karşı gösterdiği direnç; (a) aktivasyonu gerçekleştirilen PGE ‘lerin direnci, (b) ct ds-

DNA immobilize edilen PGE’lerin direnci, (c) PGE yüzeyine immobilize edilen ct ds-DNA-EPR 

etkileşiminin direnci. 

 

 

Şekil 9.   (A) Niquist eğrisi  (B)PGE yüzeyinde gerçekleşen ct ssDNA-EPR etkileşiminin transfer edilen akım 

yüküne karşı gösterdiği direnç; (a) aktivasyonu gerçekleştirilen PGE’lerin direnci, (b) ct ss-DNA immobilize 

edilen PGE ‘lerin direnci, (c) PGE yüzeyine immobilize edilen ct ss-DNA-EPR etkileşiminin direnci 
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Abstract. In this work, the reactive extraction of propionic acid from aqueous solutions using imidazolium-

based ionic liquids was examined. Ionic liquids, 1-butyl-3-methylimidazolium 

bis(trifluoromethylsulfonyl)imide ([BMIM][Tf2N]), and 1-butyl-3-methylimidazolium hexafluorophosphate 

([BMIM][PF6]) were utilized as diluents. Tributyl phosphate (TBP) as an extractant in ionic liquids was used. 

D-optimal design based on the response surface methodology (RSM) has been exerted to specify the effect of 

different variables on the reactive extraction process. Initial propionic acid concentration (2-10% w/w), 

extractant (TBP) concentration (0-3.00 mol.L-1) and temperature (25-45 ℃) were chosen as numerical variables, 

and type of ionic liquid was chosen as a categorical variable. Extraction efficiency, selected as a dependent 

variable, was calculated from the experimental data. In addition to, the model equation for the extraction 

efficiency was created. The optimum extraction conditions were obtained as the initial propionic acid 

concentration of approximately 5% (w/w), TBP concentration in ionic liquids of 3 mol.L-1 and temperature of 

45○C. Under these conditions, the values of extraction efficiency were determined as 85.64% for [BMIM][PF6], 

and 81.91% for [BMIM][Tf2N]. This study has indicated that the systems of TBP in ionic liquids is an efficient 

and green reactive extraction method for the removal of propionic acid from the aqueous media. 

Keywords: Propionic acid, Imidazolium-Based Ionic Liquids, Tributyl phosphate, Reactive extraction, 

Response surface methodology. 

İmidazolyum Bazlı İyonik Sıvılarda Trıbutil Fosfat Kullanarak Propyonik 

Asitin Reaktif Ekstraksiyonu: Yanıt Yüzey Metodolojisi İle Optimizasyon 

Çalışması  

Özet. Bu çalışmada, propiyonik asidin sulu çözeltilerden imidazolyum bazlı iyonik sıvılar kullanılarak reaktif 

ekstraksiyonu incelenmiştir. İyonik sıvılar, 1-butil-3-metil imidazolyum bis(triflorometilsülfonil)imid 

([BMIM][Tf2N]), ve 1-butil-3-metil imidazolyum hekzaflorofosfat ([BMIM][PF6]) seyreltici olarak 

kullanılmıştır. İyonik sıvılarda ekstraktan olarak tributil fosfat (TBP) kullanılmıştır. Farklı değişkenlerin reaktif 

ekstraksiyon işlemi üzerindeki etkisini belirlemek için yanıt yüzey metodolojisi (RSM) temelli D-optimal 

tasarım kullanılmıştır. Başlangıç propiyonik asit konsantrasyonu (ağırlıkça % 2-10), ekstraktan (TBP) 

konsantrasyonu (0-3.00 mol.L-1) ve sıcaklık (25-45 ℃) sayısal değişkenler olarak, ve iyonik sıvı türü ise 

kategorik değişken olarak seçilmiştir. Bağımlı değişken olarak seçilen ekstraksiyon etkinliği deneysel 

verilerden yararlanarak hesaplanmıştır. Ayrıca, ekstraksiyon etkinliği için model denklem oluşturulmuştur. 

Optimum ekstraksiyon koşulları, yaklaşık %5 (ağ/ağ) başlangıç propiyonik asit konsantrasyonu, 3 mol.L-1 

iyonik sıvılar içerisinde TBP konsantrasyonu ve 45 °C sıcaklık olarak elde edildi. Bu koşullar altında, 

ekstraksiyon etkinliği değerleri [BMIM][PF6] için  %85.64 ve [BMIM][Tf2N] için %81.91 olarak belirlenmiştir. 

https://orcid.org/0000-0003-1831-3788
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Bu çalışma, iyonik sıvılar içerisindeki TBP sistemlerinin, propiyonik asidin sulu ortamdan uzaklaştırılması için 

verimli ve yeşil reaktif ekstraksiyon yöntemi olduğunu göstermiştir. 

Anahtar Kelimeler: Propiyonik asit, İmidazolyum Bazlı İyonik Sıvılar, Tributil fosfat, Reaktif ekstraksiyon, 

Yanıt yüzey Metodolojisi. 

 

1. INTRODUCTION 

Propionic acid has large amount of using in 

different chemical applications and industries. 

Especially it is widely used in production of 

cellulose plastics, ester solvents, perfume bases, 

arthritis drugs, herbicides, and plasticizers. Also, it 

is utilized to prevent the growth of mold and rope 

in cakes and breads in food industry and it is used 

as mold preventives in hay and silage [1]. 

Propionic acid is generally obtained by the 

fermentation process and is acquired not only as a 

single product, but as by-product with aqueous 

solutions. The by-product formation is a major 

problem that reduces the production efficiency. It 

must be removed from the fermentation broths for 

the continuous fermentation process. [2, 3]. Hence, 

the removal of propionic acid from waste streams 

or aqueous media or fermentation broths has great 

importance. 

 

A variety of separation methods such as solvent 

extraction [4, 5], electrodialysis [6], reverse 

osmosis [7], adsorption [8-10], ion exchange [11], 

membrane system [12] are utilized for the removal 

of propionic acid from aqueous media. In addition 

to these methods, reactive extraction is commonly 

used for the propionic acid removal from aqueous 

media or fermentation broths or industrial 

wastewaters [13-15].  

 

Reactive extraction can be defined as a process in 

which solvent extraction occurs simultaneously 

with the chemical complexation [16]. The removal 

of carboxylic acid by reactive extraction from 

aqueous solutions ensures a higher distribution 

coefficient and removal yield [17]. Aliphatic 

amines such as trioctylamine (TOA), tributylamine 

(TBA), and organophosphorous compounds like 

tributyl phosphate (TBP), trioctylphosphine oxide 

(TOPO), are broadly utilized as extractants for the 

removal carboxylic acids from aqueous. These 

extractants exhibit a high selectivity and solvent 

capacity [16]. The traditional organic solvents, 

such as alcohols, aliphatic hydrocarbons, ketones, 

ethers, are frequently used as diluents in the 

reactive extraction process [18]. 

Ionic liquids are organic molten salts which 

composed of specific anions and cations. Anions 

can be composed of organic or inorganic groups 

like bis (trifluoromethanesulfonyl) imide, 

hexafluorophosphate, tris 

(trifluoromethylsulfonyl) methyl, 

tetrafluoroborate, halides, acetate and nitrate. 

Cations are composed of organic groups like 

pyrrolidinium, ammonium pyridinium, sulfonium, 

phosphonium and imidazolium. Ionic liquids have 

negligible vapor pressure, and so they do not 

contribute to the atmosphere. Ionic liquids are non-

flammable, good thermal stability, recyclable and 

good solubility for diverse compounds. 

Considering the substantial features of ionic 

liquids, they are also entitled “green solvents”. 

They have received great interest as an alternative 

to traditional solvents in many applications [19, 

20]. 

 

Reactive extraction systems investigated in the 

literature for the uptake of propionic acid from 

aqueous solutions are summarized in Table 1. As 

shown in Table 1, the traditional organic solvents 

have been tested for the removal of propionic acid 

by reactive extraction. Nevertheless, these organic 

solvents cause environmental pollution due to they 

have toxic, volatile and flammable features. 

Therefore, the search for environmentally friendly 

solvent has emerged in the extraction. In this 

regard, ionic liquids have attention as alternative 

green solvents for the extraction processes instead 

of the traditional solvents [21]. 

 

Response surface methodology (RSM) is a 

technique consisting of mathematical and 

statistical methods used to determine the relation 

between independent variables and response, 

construct an experimental plan, build the model 

equation and specify the optimal conditions for 

response. RSM gives the minimum number of 

experiments that the maximum information about 

process behavior can be detected. Factorial Design, 

Box-Behnken, Central Composite and D-optimal 

designs are experimental design methods mostly 

used in RSM [36-38]. 

 

In this study, the use of imidazolium-based ionic 

liquids were investigated in the reactive extraction 

of propionic acid. TBP was utilized as an extractant 

in ionic liquids. D-optimal design based on RSM 
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has been applied to specify the effect of initial 

propionic acid concentration, TBP concentration, 

temperature and ionic liquid type on the reactive 

extraction process. The mathematical model 

equation was created and the experimental data 

were evaluated using analysis of variance 

(ANOVA). And also, optimal conditions were 

determined for the reactive extraction process. 

 

 

 

Table 1: Reactive extraction systems investigated in the literature for the removal of propionic acid. 
Extractants Diluent solvents References 

Amberlite LA-2 Cyclohexane, 1-octanol, 2-octanone, isooctane, 
toluene, methyl isobutyl ketone and hexane 

[22] 
 

TOA 
 

1-octanol, methyl isobutyl ketone, chloroform and 
tetrachloromethane 

[18] 
 

TOA Heptane, oleyl alcohol, ethyl acetate and petroleum 
ether 

[23] 

TOA 1-decanol and 2-octanol [13] 

TOA Dichloromethane, n‐butyl acetate and n‐heptane [24] 

TBP 1-dodecanol, toluene, benzene, hexane, heptane, 
butyl acetate, paraffin liquid and petroleum ether 

[25] 

TBP Kerosene and 1-decanol [26] 

TBP Heptane, petroleum ether and toluene [27] 

TBP, TOA and 
Aliquat 336 

1-octanol [28] 

TBP, TOA Hexane [29] 

TOPO Hexane  [30] 

TRPO Kerosene  [31] 

Alamine 336 Toluene [32] 

Aliquat 336 Methyl isobutyl ketone [33] 

Aliquat 336 2-octanol [34] 

Aliquat 336 Cyclohexane, methyl isobutyl ketone, ethyl acetate 
hexane and toluene 

[15] 

Primary amine 
(N1923) 

Hexane, n-octanol and butyl acetate 
[35] 

2. MATERIALS AND METHODS 

Propionic acid solutions were prepared by 

dissolving of a certain amount of propionic acid 

(Merck, >99%) in distilled water. Organic 

solutions were prepared by dissolving of tributyl 

phosphate (TBP; Sigma-Aldrich, >99%) in ionic 

liquids. Imidazolium-based ionic liquids, 1-butyl-

3-methylimidazolium 

bis(trifluoromethylsulfonyl)imide 

([BMIM][Tf2N]; Iolitec, >99%) and 1-butyl-3-

methylimidazolium hexafluorophosphate 

([BMIM][PF6]; Iolitec, >99%), were utilized as 

diluents. 

The volumes of propionic acid and organic 

solutions were 2 mL. Experiments were performed 

by shaking in a water bath (Nüve ST 30) at 150 rpm 

for 1 h. Then, the samples were centrifuged in 3000 

rpm for 10 min to separate the phases. The 

propionic acid concentration in the aqueous phase 

was determined using an automatic Schott Titroline 

titrator with NaOH solution of 0.1 N. The 

concentration of propionic acid in the organic 

phase was calculated from the material balance.  

The experimental results were appraised with using 

the distribution coefficient, extraction efficiency 

and loading factor [39]: 

The distribution coefficient (D) is defined as the 

propionic acid extracted from the aqueous phase 

into the organic phase. It is declared as follows: 

 

                                                                   (1)    

 

The extraction efficiency (E) is clarified as the ratio 

of extracted propionic acid to initial propionic acid 
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concentration. It can be written in the following 

form: 

 

                                               (2) 

 
The loading of extractant (Z), known as loading 

factor, is described as the total propionic acid 

concentration in the organic phase divided by the 

total extractant concentration in the organic phase. 

It is remarked as below:  

 

                           (3)  

                                                                                                                       

where CA0 (mol.L-1) is the initial propionic acid 

concentration in the aqueous phase, CA (mol.L-1) is 

the propionic acid concentration in the aqueous 

phase at the end of the extraction and CA,org. (mol.L-

1) is the propionic acid concentration in the organic 

phase at the end of the extraction. CE,org. (mol.L-1) 

is the extractant concentration in the organic phase. 
 
3. RESULTS AND DISCUSSION 
3.1. Response Surface Methodology 

D-optimal design based on RSM has been exerted 

to determine the effect of different variables on the 

reactive extraction process, specify the relation 

between the variables and response and create the 

mathematical model equation representing the 

extraction system. For the purposes, Design-

Expert® Software Trial Version 11 (Stat-Ease, 

Inc.) was utilized. Design variables (numerical and 

categorical variables) and their levels were 

indicated in Table 2. The independent variables 

were selected as initial propionic acid 

concentration (X1), initial TBP concentration in 

ionic liquid (X2), and temperature (X3). These 

variables were numerical variables. Other 

independent variable was ionic liquid type (X4) and 

this variable was categorical variable. Dependent 

variable or response was selected as extraction 

efficiency. The variables and their levels given in 

Table 2 were entered into Design-Expert® 

Software. The experiment plan was determined 

according to four variables, namely three 

numerical variables and one categorical variable. 

As shown in Table 3, Design-Expert® Software 

proposed 24 experiment points and these 

experiments were carried out experimentally. 

Table 3 shows D-optimal design plan and 

experimental data obtained. 

 

 

Table 2. D-optimal design variables and levels. 

Variables Unit Code 
              Categorical 

                 Numerical 

Levels 

  1  2  

 -1  0   1 

Initial propionic acid 

concentration 

% 
X1 Numerical 2 6 10 

TBP concentration  mol.L-1 X2 Numerical 0 1.5 3 

Temperature  °C X3 Numerical 25 35 45 

Ionic liquid type 
 

X4 Categorical [BMIM][PF6] [BMIM][Tf2N]  
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Table 3. D-optimal design plan and experimental responses.  

 
Independent variables  Dependent 

variable 

Experiment 

Number 

Initial 

propionic acid 

concentration 

X1 

TBP 

concentration 

X2 

Temperature 

X3 

 
Ionic liquid 

type 

X4 

 Extraction 

efficiency 

(%) 

Y1 

1 2 3 25  [BMIM][PF6]  76.97 

2 6 1.5 25  [BMIM][PF6]  60.04 

3 10 0 25  [BMIM][PF6]  29.92 

4 10 3 25  [BMIM][PF6]  77.68 

5 10 3 35  [BMIM][PF6]  78.64 

6 8 2.25 35  [BMIM][PF6]  70.88 

7 2 0 35  [BMIM][PF6]  28.12 

8 6 1.5 40  [BMIM][PF6]  63.28 

9 2 3 45  [BMIM][PF6]  84.06 

10 10 0 45  [BMIM][PF6]  35.15 

11 2 3 45  [BMIM][PF6]  83.11 

12 10 0 45  [BMIM][PF6]  35.52 

13 10 1.5 25  [BMIM][Tf2N]  61.12 

14 6 3 25  [BMIM][Tf2N]  80.25 

15 2 0 25  [BMIM][Tf2N]  30.77 

16 10 1.5 25  [BMIM][Tf2N]  61.31 

17 6 3 25  [BMIM][Tf2N]  79.92 

18 2 0 25  [BMIM][Tf2N]  31.32 

19 6 0.75 30  [BMIM][Tf2N]  51.62 

20 10 0 35  [BMIM][Tf2N]  38.06 

21 2 3 35  [BMIM][Tf2N]  75.89 

22 6 1.5 45  [BMIM][Tf2N]  63.67 

23 2 0 45  [BMIM][Tf2N]  36.71 

24 10 3 45  [BMIM][Tf2N]  78.83 

 

3.1.1. Analysis of Experimental Results 

ANOVA table with numerous useful data is 

utilized to interpret of experimental results. The 

experimental results obtained were evaluated 

statistically using ANOVA. ANOVA table for 

extraction efficiency (Y) were indicated in Table 4. 

In ANOVA table, F-value and p-value of the model 

shows whether the model is significant or not [40]. 

As can be seen in Table 4, F-value of 1473.52 and 

p-value of < 0.0001 were obtained, these values 

showed that the model was significant for the 

extraction efficiency (Y). ANOVA table also 

shows effective parameters according to p-value. 

P-values of parameters less than 0.05 are important 

model terms and have an effect on the response 

[41]. In this case, X1, X2, X3 and X4 terms had the 

linear effects on the extraction efficiency; X1X2, 

X1X3, X1X4, X2X4 and X3X4 terms had the 

interaction effects on the extraction efficiency; X1
2, 

X2
2 and X3

2 terms had exponential effects on the 

extraction efficiency. In other words, these terms 

had influential model terms and the model equation 

characterizing the extraction efficiency consists of 

these model terms. As a result, the model equation 

in coded factors was created with RSM as below: 

 

 

   Y= 61.78 + 1.17 X1 + 22.47 X2 + 2.11 X3 + 0.72 X4 - 0.97 X1X2 - 0.77 X1X3 + 0.58 X1X4 -1.93 X2X4 

- 0.81 X3X4 - 3.54 X1
2- 3.05 X2

2 +1.06 X3
2 
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Table 4. ANOVA data for the extraction efficiency (Y). 

Source Sum of Squares df Mean Square F-value 
p-value 

Prob>F 

Model 9493.66 13 730.28 1473.52 < 0.0001 

X1 17.19 1 17.19 34.69 0.0002 

X2 6623.59 1 6623.59 13364.69 < 0.0001 

X3 68.11 1 68.11 137.43 < 0.0001 

X4 10.14 1 10.14 20.46 0.0011 

X1X2 10.97 1 10.97 22.13 0.0008 

X1X3 6.22 1 6.22 12.54 0.0053 

X1X4 4.12 1 4.12 8.32 0.0163 

X2X3 2.05 1 2.05 4.13 0.0696 

X2X4 47.96 1 47.96 96.78 < 0.0001 

X3X4 9.91 1 9.91 19.99 0.0012 

X1
2 27.70 1 27.70 55.90 < 0.0001 

X2
2 18.26 1 18.26 36.85 0.0001 

X3
2 4.65 1 4.65 9.38 0.0120 

Residual  4.96 10 0.4956   

Lack of Fit 4.21 5 0.8425 5.67 0.0400 

Pure Error 0.7435 5 0.1487   

Cor. Total 9498.62 23 730.28 1473.52 < 0.0001 

 

The model equation showed that all 

independent variables affect the extraction 

efficiency. Due to having the highest 

coefficient in the model equation, TBP 

concentration (X2) was the most effective 

parameter on the extraction efficiency.  

 

Table 5. Statistical parameters obtained in D-

optimal design for extraction efficiency (Y). 

Statistical parameters 

R² 0.9995 SD 0.7040 

Adjusted R2 0.9988 AP 102.3903 

Predicted 

R2 

0.9919 
CV % 1.20 

 

A number of statistical parameters are utilized 

to determine the adequacy and accuracy of 

model equation. Table 5 indicates the 

statistical parameters like the correlation 

coefficients (R2, predicted R2 and adjusted R2), 

the coefficient of variation (CV), the standard 

deviation (SD) and adequate precision (AP). 

R2 can be described as a measure of the grade 

of compliance. As can be seen in Table 6, R2 

value (0.9995) was found to be quite high. This 

has been proved that the experimental data was 

compatible with the model equation. R2
Adj can 

be defined as a measure of the amount of 

variation around the average. If R2 and 

adjusted R2 (R2
Adj) values are close to each 

other, it shows that the experimental data were 

represented sufficiently by the model. The 

difference between the predicted R2 (R2
Pred) 

and R2
Adj is desirable to be less than 0.2. It 

indicates that these values are in reasonable 

agreement with each other. If the standard 

deviation is low, the model fit is better. 

Adequate precision (AP) measures the signal 

to noise proportion. It is desirable to be greater 

than 4. On the other hand, the coefficient of 

variation (CV) describes as the measure of 

proportion of the standard deviation of the 

average and is expected to be quite low [36, 

37]. All statistical data indicate that the 

acquired model equation was accurate and 

adequate to design the reactive extraction of 

propionic acid. 

Other control points for the verification of the 

experimental results are the analysis of 

diagnostic plots (predicted vs. actual plot or 

residuals vs. predicted plot) [42, 43]. The 

predicted vs actual plot and residuals vs. 

predicted plot were depicted in Figure 1. As 

depicted in Figure 1.a, the experimental data, 
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namely actual values were aligned as a straight 

line. As indicated in Figure 1.b, all residual 

points were distributed within the range. 

Diagnostic plots denoted that the predicted 

values by the model equation were consistent 

with the experimental data. 

 

 

 
Figure 1. Diagnostic plots of D-optimal design model. (a) predicted vs actual plot (b) residuals 

vs. predicted plot. 

 

3.1.2. Response Surface Plots 

Response surface plots (3D plots) were depicted to 

specify the relation between the numerical 

variables and extraction efficiency. 3D plots were 

illustrated between two selected numerical 

variables. Other numerical variable was held at 

center levels. Figure 2 shows the effect of 

numerical variables on the extraction efficiency for 

both ionic liquids. As can be seen in Figures 2.a and 

2.b, the extraction efficiency increased 

significantly with increasing TBP concentration in 

ionic liquids. When TBP is utilized as an extractant 

in the ionic liquid, the grade of extraction of 

propionic acid increases. So, more propionic acid 

molecules are extracted from the aqueous phase 

[44]. The trend observed acquired from this work 

were consistent with the reported studies in the  

 

literature [45]. From Figures 2.a and 2.c, the 

extraction efficiency slightly increased as the initial 

propionic acid concentration increased from 2% to 

10%. In the literature, the reactive extraction of 

propionic acid with Aliquat 336 was investigated 

by Uslu and İnci [32]. Similarly, they observed that 

the extraction efficiency increased with increasing 

initial propionic acid concentration. In addition to, 

as the temperature was increased, the extraction 

efficiency increased slightly. From Figure 2.c, it 

increased from 60.04% to 63.67% with increasing 

the temperature varied range 25-45 ○C. Athankar 

et. al. investigated gallic acid extraction with tri-n-

caprylylamine and they reported that the extraction 

efficiency was only slightly increased (from 62% 

to 65%) with increasing temperature [46]. 
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                                      (a) [BMIM][PF6]                                                              (a) [BMIM][Tf2N] 

 
                                   (b) [BMIM][PF6]                                                               (b)  [BMIM][Tf2N] 

 

 
(c) [BMIM][PF6]                                                         (c) [BMIM][Tf2N] 

 

Figure 2. 3D plots for the extraction efficiency in the reactive extraction of propionic acid with ionic 

liquids (a) the effect of initial propionic acid concentration (X1) and TBP concentration (X2) in case of 

temperature of 35 ○C. (b) the effect of TBP concentration (X2) and temperature (X3) in case of initial 

propionic acid concentration of 6%. (c) the effect of initial propionic acid concentration (X1) and 

temperature (X3) in case of TBP concentration of 1.5 mol/L. 
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The final step of the design is the specification of 

the criteria for optimization. The optimization 

criterion was is to maximize the extraction 

efficiency. And also, all independent variables 

were kept within in the investigated range. These 

conditions were entered into Design-Expert® 

Software and the optimum conditions were 

obtained as shown in Table 6.  
 

Table 6. Optimum reactive extraction conditions obtained by D-optimal design. 

Ionic liquid 

type 

Initial 

propionic acid 

concentration 

(% w/w) 

TBP 

concentration 

(mol/L) 

Temperature 

(○C) 

 Predicted 

Extraction 

efficiency 

(%) 

Desirability 

[BMIM][PF6] 5.511 2.989 44.428  85.640 1.000 

[BMIM][Tf2N] 5.984 3.000 45.000  81.911 0.962 

 

4. CONCLUSION 

In the present design study, imidazolium-based 

ionic liquids, namely [BMIM][PF6] and 

[BMIM][Tf2N] were examined in the reactive 

extraction of propionic acid by using TBP. D-

optimal design was conducted to determine the 

effect of various parameters on the extraction 

efficiency. The second-order model equation 

representing process parameters and extraction 

efficiency was obtained. The validity of model 

equation was evaluated by ANOVA and graphical 

analysis. The acquired model equation was in good 

agreement with the experimental data. The model 

equation indicated that all independent variables 

affect the extraction efficiency. Among 

independent variables, TBP concentration was 

obtained as the most effective parameter on the 

extraction efficiency. The optimum conditions 

were obtained as the initial propionic acid 

concentration of approximately 5% (w/w), TBP 

concentration in ionic liquids of 3 mol.L-1, 

temperature of 45○C. Under optimum conditions, 

the values of extraction efficiency were determined 

as 85.64% for [BMIM][PF6], and 81.91% for 

[BMIM][Tf2N]. This study has also shown that 

ionic liquids [BMIM][PF6] and [BMIM][Tf2N] as 

green extraction solvents can be used in the 

reactive extraction of propionic acid. 
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Abstract. In these days, using medical image is very important in hospitals. These medical images give a lot 

of data about human body for example Computed Tomography (CT) identifies the bone structure, Magnetic 

Resonance Image (MRI) image gives information about tissue data, Positron on Emission Tomography (PET) 

and Single photon release computed tomography (SPECT) give human body functionality data. but these 

images can't give clear data image for disease diagnosis and treatment planning. So, these different modality 

complementary data for effective disease analysis is required. In this work we fused two images (CT and MRI) 

by using discrete wavelet transform then applied this transform on all types of wavelets (haar, Daubechies, 

Mexican Hat, Symlets, Morlet, Shannon). 

Keywords: Image fusion, DWT, PSNR, IDWT, CT, MRI, Entropy. 

Ayrık Dalgacık Dönüşümü ile CT ve MRI Medikal Görüntü Füzyonu 

Özet. Günümüzde medikal görüntülerin teşhis ve tedavide büyük bir rol oynadığı aşikardır. Daha fazla bilgi 

taşıyan ve birden fazla görüntünün füzyonundan ulaşan bir görüntü bu sürece katkı sağlayacaktır. Bu çalışmada 

ise, CT ve MRI görüntülerinin füzyonu için, literatürde bilinen en iyi füzyon yöntemlerinden bir olan dalgacık 

dönüşümü uygulanmıştır. Farklı dalgacık dönüşümleri kullanılıp sonuçları sunulmuştur. Çıkan sonuçların 

karşılaştırılması için entropi ve sinyal, gürültü oranı (SNR) ölçülüp verilmiştir. 

Anahtar Kelimeler: Dalgacık Dönüşümü, Görüntü Füzyonu, Entropi. 

 

1. INTRODUCTION  

These days, with the accelerate advancement in 

high-technology and contemporary 

instrumentation, medical imaging is now an 

essential part of a high number of applications, 

such as diagnosis, research, and treatment, for 

medical examination, just one sort of image might 

not be enough to supply accurate clinical 

prerequisite for doctors. Consequently, the 

combination of this multi-modal medical images is 

required [1]. Medical imaging provides many 

modes of images information for the clinical 

examination including CT, X-ray, DSA, MRI, 

PET, SPECT etc. Different medical images have 

different features, which may provide structural 

knowledge of distinct organs. By way of instance, 

CT (Computed tomography) and MRI (Magnetic 

resonance image) with high spatial resolution 

might offer anatomical construction info of organs. 

Thus, an assortment of imaging to get the exact 

same organ, they're contradictory but interrelated 

and complementary. As a result, the right image 

fusion of distinct features becomes an urgent 
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necessity for clinical examination [2]. in this work 

we designed a program to merge two medical 

image (MRI and CT) using wavelet transform 

(Discrete Wavelet Transform) and discussed the 

best result when applied to all types of wavelets on 

this image and we used image fusion technique are 

performed on medical image utilizing wavelets like 

db, coif, sym, dmey, bior, rbio and haar. These 

fusion Algorithms are analyzed using different 

performance parameters like Entropy, PSNR, SD, 

SNR to  choose the better methods. 

2. MEDICAL IMAGE FUSION USING 

WAVELET TRANSFORM 

MRI and CT images usually contain individual 

information such as the condition and spread of the 

disease or details of the tissues in the human body, 

this section we briefly explain Digital imaging and 

communication in medicine (DICM) images and 

discusses the application of DWT fusion rule in 

complex wavelet domain as an approach to 

combine the complementary information from both 

the images into a single one for precise diagnosis 

[3-4].  

2.1. Digital Imaging and Communication in 

Medical 

Through the last thirty decades, there has been a 

huge development of digital technology. Computers 

have entered almost every part of their lives, so of 

course they have become increasingly important in 

medical applications. Much medical imaging 

methods utilized today mostly rely on computer 

processing. Computers are used not merely to show 

or store pictures but to make pictures or 3D models 

from the input of data. Data are obtained from 

imaging apparatus that use complicated processes, 

including CT, MRI, SPECT, PET. Furthermore, 

there's turned into a large, less or more powerful, 

development of computer-aided diagnosis (CAD) 

methods [5, 6]. Due to many directions in the 

evolution of medical imaging equipment, it was 

quite essential to creating a standard for connection 

and information flow between appliances. As there 

are numerous manufacturers that produce medical 

imaging equipment with numerous approaches, 

obtaining a standard makes use of the picture and 

healthcare information easier. This standard is 

made by workgroups a year to fulfill any medical 

branch [7]. DICOM (Digital Imaging and 

Communication) Standard consists of many layers 

in regard to ISO (international standers 

organization) OSI (open systems interconnection) 

network design. DICOM is independent of the 

surface since it doesn't establish a physical link. 

upper layer protocol (ULP) is described within the 

DICOM standard. It's an abstract protocol which 

defines information encapsulation and is greater 

than level five of the ISO OSI model. 

2.2. Medical Image Fusion Using Discrete 

Wavelet Transform 

Modalities like CT and MRI generally contain 

solitary information i.e. either demonstration of 

disease extent or the details of soft tissues. It's 

practically not possible to capture each detail from 

1 imaging modality that will ensure clinical 

precision and robustness of the investigation and 

consequent identification. Figure 1 shows the 3 

major concentrated areas of research in medical 

image combination: (a) Identification, 

improvement and development of imaging 

modalities useful for medical image fusion (b) 

Development of different techniques for medical 

image fusion (c) Application of medical image 

fusion for studying human organs of interest in 

assessments of medical condition  Various 

approaches are available for graphic mix 

applications, but image fusion techniques are 

essentially categorized into two broad classes i.e. 

spatial domain Fusion and Transform domain-

based fusion.  

Figure 1: Nature of modalities, methods and organs used in 

medical image fusion [11]. 
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The first idea and concept of wavelet-based 

multiresolution analysis came from Mallat. A 

wavelet transform is a mathematical tool which 

could detect local attributes in a signal process. 

Additionally, it may be utilized to segregate two 

dimensional (2D) signs like 2D gray-scale image 

signals into various varying levels for 

multiresolution analysis. Wavelet transform has 

been heavily utilized in several locations, including 

texture analysis, data compression, feature 

detection, and image fusion. 

In one dimension (1D) the basic idea of the DWT 

is to represent the signal as a superposition of wave 

lets. Suppose that a discrete signal is represented by 

f(t) the wavelet decomposition is then defined as 

𝑓(𝑡) = ∑ 𝑐𝑚,𝑛  𝜓𝑚,𝑛(𝑡)𝑚,𝑛                (1) 

Where 𝜓𝑚, 𝑛 (𝑡) = 2−𝑚/2 𝜓 [2−𝑚 𝑡 − 𝑛] and m 

and n are integers. Wavelet transform for image 

fusion the schematic diagram for wavelet based 

fusion techniques is shown in figure 2. 

 

Figure 2: Wavelet Transform on a signal [10]. 

In all wavelet-based image fusion techniques the 

wavelet transforms W of the two registered input 

images are computed and these transforms are 

combined using some kind of fusion rule Ø. This is 

given by equation (2) below:  

𝐼(𝑥, 𝑦) = 𝑤−1(𝜙 (𝑊(𝐼1(𝑥, 𝑦)), 𝑊(𝐼2(𝑥, 𝑦)))  (2) 

where W-1 is the inverse discrete wavelet 

transform (IDWT).  

Generally, the fundamental idea of image fusion 

based on wavelet transform would be to execute a 

multiresolution decomposition on every source 

image; the coefficients of the low-frequency band 

and high-frequency bands are subsequently 

performed with a particular mix rule. Following 

that, the fused image is accessed by doing the 

inverse DWT (IDWT) for its corresponding 

combined wavelet coefficients [8, 9]. 

2.3. Algorithm: 

 Following algorithm has been developed and 

implemented in MATLAB software: 

1. Read the image I1 and find its size.  

2. Read the second image I2 and find its size.  

3. Compute and match the size if not same, make it 

same.  

4. The indexed image should be DICOM.  

5. Perform multilevel wavelet decomposition using 

any wavelet (haar, db, bior…). Generate the 

coefficient matrices of the level-three 

approximation and horizontal, vertical and 

diagonal details.  

6. Now fuse the wavelet coefficients using discrete 

wavelet transform. 

7.Generate a final matrix of fused wavelet 

coefficients. 

8. Compute the inverse wavelet transform to get 

the fused image. 

9. Finally compute the entropy, SD, PSNR, SNR 

and display the results  

The block diagram for image fusion is shown in 

figure 3. 

3.  RESULT AND DISCUSSION 

PERFORMANCE ANALYSIS  

This paper aims to present a new algorithm to 

improve the quality of multimodality medical 

image fusion using discrete wavelet transform 

(DWT) approach. performance of fusion is 

calculated on the basis of entropy, SD and PSNR. 

The total processing time and the results 

demonstrate the effectiveness of fusion scheme 

based on wavelet transform. MRI and CT images 

are taken as source images (figure 4). MATLAB is 

used for the simulation. 
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Figure 3: Block diagram for image fusion. 

Fusion is performed on source images using 

different wavelets like db, coif, sym, dmey, bior, 

rbio and haar. The MRI & CT medical images 

(figure 4) are used for the fusion experiment. The 

simulations are performed on these MRI and CT 

Medical images for 7 different wavelets transform 

methods (Bior, coif, db, dmey, haar, rbio and sym). 

In the whole work the Max– Max wavelet 

coefficient with level-1 has been used. 

3.1. Entropy 

Entropy has been used in several scientific areas in 

addition to in image processing procedures and it 

includes the data content of image. Entropy is a 

parameter to value the information quantity in 

image. Entropy defines the info in the electronic 

numbers in images because of a frequency of 

modification. 

  

        (a)                                      (b) 

Figure 4: a) MRI image that we used in our program,  

                    b): CT image that we used in our program [7]. 

 

When every grey level has the exact same 

frequency, then the entropy gets the highest value. 

Quality evaluation is essential as Imaging 

techniques such as the fusion algorithm can present 

a few quantities of artifacts or distortion in the 

signal. For quality evaluation, entropy is employed 

to appraise the data quantity in image. The greater 

value of entropy suggests the revised image is far 

better than the benchmark image that has more 

contrast and clarity and is your best image to use 

for medical purposes. In case entropy of fused 

image is greater than the source image then it 

suggests the revised image contains more info than 

source image and the fused performances are 

enhanced [12]. Entropy Provides the amount of 

Data contained in the image, the Further 

information it Comprises, entropy is defined as:  

𝐻 =  − ∑ ∑ 𝑝𝑖𝑗𝑙𝑜𝑔2 𝑝𝑖𝑗 
𝑁
𝑗=1

𝑀
𝑖=1                         (3) 

𝑝𝑖𝑗 =
𝑓(𝑖,𝑗)

∑ ∑ 𝑓(𝑖,𝑗)𝑁
𝑖=1

𝑀
𝑖=1

                                          (4) 

Where H represents the regional information 

entropy, pij is the gray value probability of point (i, 

j) in the regional image, f (i, j) is the gray value of 

point (i, j) in the regional image. The size of the 

region is M*N. The entropy value is 0 when no 

texture is in the image. The entropy is maximized 

when full of texture is in the image. The entropy 

value in our proposed work is shown in table 1 

shown that fused image using biorthogonal 

wavelets have the highest value compering with 

other wavelet which mean this result will give us 

more details than source image. 
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3.2. Standard Deviation: 

Standard deviation calculates the quantity of grey 

values which are dispersed in image. In the event 

of the image fusion, standard deviation measures 

the comparison of the fused image. [13] High 

quality of standard deviation is obtained from the 

absence of noise. 

3.3. Peak Signal To Niose Ratio (PSNR): 

PSNR is your measure of ratio between the highest 

value of image and the size of the noise present in 

the image background. Normally PSNR is utilized 

to assess the reconstruction quality of fused image 

It suggests that the similarity between two images, 

the PSNR defined as: 

𝑃𝑆𝑁𝑅 = 10
𝑙𝑜𝑔10(255)2

𝑀𝑆𝐸
 𝑑𝐵                          (5) 

𝑀𝑆𝐸 =  
1

𝑀𝑁
∑ ∑ (𝑥𝑗,𝑘 − 𝑥𝑗,𝑘

~ )𝑁
𝑘=1

𝑀
𝑖=1              (6) 

 

MSE is the mean square error representing the 

difference between the original cover image sized 

N x N and the stego image sized N x N, and the 

x(j,k) and x’(j,k) are pixel located at the jth row the 

kth column of images x and x', respectively.  

A large PSNR value means that the stego image is 

most similar to original image and vice versa. It is 

hard for the human eyes to distinguish between 

original cover image and stego image when the 

PSNR ratio is larger than 30dB.  

The PSNR value our proposed work is shown in 

table 1 shown that biorthogonal wavelets value is 

21.7275 which is the highest result and less than 

30dB which mean the human eyes can recognition 

the different between the resulting images. 

 

 

 

Figure (5): The image resulting from the application a): haar wavelet, b): application Discrete approximation of Meyer wavelet         

c): Daubechies Wavelets , d): Symlets wavelets, e): Biorthogonal wavelets, f): Reverse biorthogonal wavelets. 

 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 
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3.3 signal-to-noise ratio (SNR): 

Quantification of this signal-to-noise ratio (SNR) is 

important in image acquisition processes in 

electron microscopy and other areas where the 

image is degraded by noise. Specifically, together 

with scanning electron microscopy (SEM), the 

tradeoff with image resolution is usually SNR. The 

definition of SNR varies based on this area [14]. In 

electrical engineering and statistical optics, it's 

defined as the power (variance) ratio between noise 

and signal, whilst at the electron microscopy that 

the square root of the amount is usually believed, it 

is given by  

𝑆𝑁𝑅 = 10 𝑙𝑜𝑔10  
𝜎𝑥

2

𝜎𝑠
2            (7) 

The SNR value in our proposed work is shown in 

table 1 shown that best result is biorthogonal 

wavelets compare with   another wavelet.    

Table 1:  The result for merged image 

Wavelet 
Analyze Performance  

Entropy PSNR SD SNR 

Haar 5.7060 21.1426 0.1423 7.9962 

dmey 5.6236 21.2663 0.1410 8.1435 

Db9 5.6523 21.1470 0.1424 8.0877 

Conif1 5.6611 21.3843 0.1419 8.2876 

Sym3 5.6857 21.2875 0.1414 8.2626 

Bior1.3 5.7202 21.2949 0.1424 8.1692 

Rbio3.1 5.7598 21.7265 0.1431 10.264 

 

4. CONCLUSİONS 

In this paper, the image fusion of MRI & CT 

medical images is done using fully automated 

wavelet transforms in MATLAB environment. 

3The different fusion methods used are - Bior, coif, 

db, dmey, haar, rbio and sym. Further the 

comparative analysis of image fusion techniques 

helps in selecting the best fused image and 

therefore can provide better visualization of the 

fused image. The synthesized image has the 

qualities of both MRI & CT fused images. After the 

fusion of the images, it is concluded that the best 

synthesized image at level 1 with max-max method 

is Rbio3.1. Using the entropy method as a 

measuring assessment it is found that the resultant 

Rbio3.1 image has highest entropy (5.7598), so it 

is considered as the best fused image having the 

best quality, clarity and contrast. The worst entropy 

is obtained for dmey wavelet transforms. The best 

fused image is distinctively clear, easy to observe 

and thus, can be analyzed by the doctors for 

prescribing the proper medication for the shown 

ailment, in this thesis only (DWT) were 

investigated in Two-Dimensional. There are more 

tools like ridgelet transform bandelet transform 

grouplet transform etc. and we can use that need to 

be explored for image fusion and also, we can use 

Three-Dimensional. 
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Abstract. In flotation, entrainment is a mechanical mass transfer process and it is based on the changes 

depending on the establishment of linear relationship between water and solid recovery. The present paper 

presents results obtained in investigating the effect of frother mixture concentrations on the entrainment of fine 

particles’ during the column flotation. The aim of the present study was to investigate more specifically the 

relationship between the recovery via entrainment of a range of different hydrophilic calcite particles. For this, 

to determine entrainment factor of fine particle was used a mixture of artificial ore (celestite/calcite; 1:1). The 

results showed that the frother mixtures had important effect on the grade and recovery, superficial air rate, gas 

hold-up and entrainment of fine gangue particles. Entrainment factors for frother mixtures were compared in 

flotation column. Kirjaveinen (1989) model was used for explaining the specific entrainment factor (Pi) of 

hydrophilic particles and it has been observed that this model supports the results of this study. This, together 

with the increased recovery, resulted in higher celestite grades of valuable mineral recovered to the concentrate 

when using the frother mixtures (Pine Oil+MIBC). 

Keywords: Entrainment, Column flotation, Frothers, Celestite, Calcite. 

Sürüklenme faktörünün kolon flotasyonunda kullanılan köpürtücü tür ve 

karışımlarıyla ilişkisi  

Özet. Flotasyonda, su ile taşınım mekanik bir kütle transfer işlemidir ve katı-su kazanımı arasında doğrusal bir 

ilişki kurulmasına bağlı değişim gösterir. Bu çalışmada, kolon flotasyonunda ince tanelerin sürüklenmesi 

üzerine farklı miktarlarda köpürtücü karışımlarının etkisi incelenmektedir. Çalışmanın amacı, hidrofilik kalsit 

tanelerinin sürüklenmesi yoluyla geri kazanım arasındaki ilişkiyi daha spesifik olarak incelemektir. İnce 

tanelerin sürüklenme faktörünü belirlemek için yapay cevher karışımı (selestit / kalsit; 1: 1) kullanılmıştır. 

Deneysel sonuçlar, köpürtücü karışımlarının tenör-verim, yüzeysel hava hızı, gaz tutunumu ve ince gang 

tanelerinin sürüklenmesi üzerinde önemli bir etkiye sahip olduğunu göstermiştir. Farklı tür ve miktarlarda 

köpürtücü karışımları için sürüklenme faktörleri, kolon flotasyonunda karşılaştırılmıştır. Hidrofilik tanelerin 

spesifik sürüklenme faktörünü (Pi) açıklamak için Kirjaveinen (1989) modeli kullanılmış ve bu modelin bu 

çalışmanın sonuçlarını desteklediği görülmüştür. Çamyağı + MIBC köpürtücü karışımı kullanıldığında, 

konsantrede verim artmış ve daha yüksek tenörlü selestit konsantresi elde edilmiştir. 

Anahtar Kelimeler: Su ile taşınım, Kolon flotasyonu, Köpürtücüler, Selestit, Kalsit 

 

1. INTRODUCTION 

In entrainment, particles suspended in the water 

between bubbles enter froth zone from the 

collection zone and are conducted to the 

concentrate. Both hydrophobic and hydrophilic 

mineral particles in pulp can experience 

entrainment. Entrainment is widely accepted to be 
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the dominant mechanism of during enrichment of 

fine-sized ores, particularly in the size range below 

45 µm. Entrainment starts in the pulp phase. Since 

entrainment has a harmful effect on the grade of the 

concentrate, a number of studies have been 

performed to understand entrainment mechanisms. 

Many researchers have developed models with an 

objective of predicting entrainment in a flotation 

cell. They have worked on understanding the 

factors affecting entrainment, the mechanisms, 

measurement techniques and the modelling [2-23]. 

There is a direct relationship between entrainment 

and water recovery, which is generally dependent 

on froth characteristics. Therefore, water recovery 

plays an important role in recovering gangue 

minerals by entrainment [3,10,24]. Wang et al. [25] 

commented the literature on flotation entrainment 

and both theoretical and empirical models that have 

been developed to simulate entrainment and 

explaining the various mechanisms of interest. 

Zheng et al. [26] and Kirjavainen [1,27] developed 

models to define and estimate the recovery of 

hydrophilic particles by entrainment. Kirjavainen 

[27] suggested a mathematical model for the 

degree of entrainment of hydrophilic particles in a 

continuous laboratory flotation system. 

Experiments were carried out using quartz and 

phlogopite minerals at different slurry densities 

with only frother added. The relationship between 

the water and the gangue recovery was defined for 

continuous flotation system at steady state by 

Kirjavainen [1,6,27] in Eq. (1):                  

 

P= W 0. 7   (W 0.7+ b  -0.5m 0.5-0.4)                  (1) 

 

where P is the entrainment factor (the ratio of the 

recovery of gangue and water), W is the water 

recovery (kg/m2 /s), m is the particle mass (pg), g 

is the slurry viscosity (mPas),  is a dynamic shape 

factor, while b is a constant. Kirjavainen [6] can be 

replaced for batch flotation system in Eq. (2):  

 

Ri=1-exp (-PiRw)  ,  Pi=ln (1-Ri)/-Rw                   (2) 

 

where Ri  is the relationship between recovery of the 

ith gangue fraction, Pi is the entrainment factor that 

depends on the particle characteristics and process 

variables. 

 

The entrainment process is affected by a number of 

factors in the pulp and froth during flotation. 

Among them; frother types and concentrations, 

superficial air rate, superficial feed rate, superficial 

wash water rate, air-hold-up, bias rate, collection 

and cleaning zone height, residance time, collector 

types and concentrations, etc. have been 

parameters. Many of these parameters have been 

studied by many researchers [1,5,6,27-38]. 

 

Kursun [39] presented a problem of entrainment in 

conventional and column flotation. The results 

demonstrated that the frother concentration and 

particle size had important effect on the grade and 

recovery, flotation time and fine gangue 

entrainment. Kursun [40] was defined that the 

frother types and concentrations and superficial air 

rates had significant effects on calcite and water 

recoveries and entrainment behaviour of calcite in 

column flotation. The results have shown that 

MIBC improved the recovery and grade of celestite 

concentrate and entrainment factor was obtained as 

the lowest for MIBC frother (celestite grade and 

recovery, 89.95%, 87.11%, entrainment factor (Pi: 

0.365)) and 4 minute is determined as optimum 

residence time since the lowest entrainment factor 

has provided. Kirjaveinen [1] model was used for 

the determination of specific entrainment factor of 

hydrophilic particle in both studies [30,31]. 

Unlike the course of the study in Kursun 2017 [40], 

within paper presents results obtained in 

investigating the effect of frother mixtures (Pine 

Oil+MIBC, Pine Oil+Aerofroth 88, 

MIBC+Aerofroth 88) concentrations (ratio 1:1) on 

the entrainment factor. The effect of frothers on the 

degree of entrainment is important for selective 

flotation, but the mechanism causing the effect is 

still poorly known. The purpose of the present 

study should be maximum recovery with the 

minimum gangue contamination in the laboratuary 

type column flotation. Hence, determination of 

entrainment factors using only calcite (97.78% 

CaCO3) and celestite (97.20% SrSO4) ore mixtures 

in different frother mixtures were aimed. 

 

2. EXPERIMENTAL 

2.1. Materials and reagents  

In the current study, in order to obtain accurate 

entrainment factor, entrainment tests were 

performed, under the identical operating conditions 

using MIBC (metil izobütil karbinol -C6H14O),  

Pine Oil (complex mixtures 

of monoterpene hydrocarbons (alpha, beta-pinene) 

and oxygenated monoterpenes (terpineol, borneol, 

bornyl acetate)), Aerofroth 88                                           

(2-Ethylhexanol- C8H18O) and Pine Oil+MIBC, 

Pine Oil+Aerofroth 88, MIBC+Aerofroth 88 

mixtures frothers. The minerals to the experiments, 

calcite and celestite were supplied from BMT 

Gypsum Co. (Sivas-Turkey) and Barit Mining Co. 
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(Sivas-Turkey), respectively (Table 1). A similar 

particle size distribution of the celestite and calcite 

as shown in Figure 1 was achieved by a ball mill 

grinding. Celestite samples were prepared to 

several particle size ranges (-106+75μm, 

75+53μm, -53+38μm) by screening and calcite 

samples were screened to size fraction of -38μm. 

 

Table 1. Chemical analysis of the samples [39-40] 

 

 

Component % 

 

Celestite 

 

SrSO4 

CaSO4.2H2O4 

Others (Fe2O3+Al2O3+MgO) 

97.20 

  2.32 

  0.48 

 

Calcite 

 

 

CaO 

LOI 

Others (MgO, Fe2O3, Al2O3, 

Na2O, SO3, K2O, SiO20.01) 

54.42 

43.36 

  2.22 

 

 
Figure 1. Particle size distributions of the celestite 

and calcite after grinding 

 

NaOH (sodium hydroxide) was used to adjust the 

pH (WTW INO LAB 740, Germany) of the slurry 

to 10.0.  The anionic collector used was Na-oleate 

(600 g.t-1) and Pine Oil, MIBC and Aerofroth 88 

were added to the pulp as frother. On the other 

hand, Pine Oil, MIBC and Aerofroth 88 were used 

as 40 g.t-1, 80 g.t-1, 120 g.t-1, 160 g.t-1, respectively. 

These reagents were prepared daily prior to the 

tests using distilled water. Table 2 shows the ranges 

of dosages for these reagents along with major 

operating parameters used of experiments. 

 

Table 2. Operating conditions used in column flotation test [39-40] 

Operating parameters  

pH 10.0 

Pulp density (%) 20 

Na-oleate (g.t-1) 600 

Frother dosage (g.t-1) 40-80-120-160 

Superficial air velocity (cm.sec-1) 0.5-1.0-1.5-2.0 

Superficial feeding velocity (ml.min-1) 400 

Superficial wash water velocity (ml.min-1) 150 

2.2. Entrainment tests 

Entrainment tests using the fully liberated celestite 

and calcite were performed in column cell. The 

column flotation system consists of a plexiglas 

circular column 750 mm in height and 50 mm in a 

diameter, a conditioner 12.75 liter (300x240x200 

mm) in volume, a flowmeter, two peristaltic pumps 

(Watson Marlow 323U/D, UK) for feeding and 

tailing exit, a compressor supplying air to the 

column. The column was mounted on a chassis, 

and a universal shower attached on the top was 

used as the washing system. A universal shower-

type wash water system that is located from 20 mm 

above the top of the column. Wash water was 

introduced through a perforated plexiglas container 

situated just above the froth zone. Bubbles were  

 

produced using air spargers and a pump having a 

maximum pressure greater than 0.012 MPa with 

1.8 rpm. The air feed to column was organized by 

a flow at different air rates. During the 

experiments, extra care was taken in order not to 

disturb the froth by the wash water added. The 

volume of the feed tank was five times the volume 

of the column. The feed to column was introduced 

from the upper section of the collection zone by 

pumping the slurry from a mixing thank that was 

agitated at 60 rpm (a mechanical stirrer-IKA-

WERK RW 20 (Anke&Kunkel, Germany)). In 

order to obtain concentrates and tailing, certain 

period of time was allowed for the system to reach 
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steady state after testing the parameters. Tap water 

(pH: 7.8) was used in the experiments. 

Bubble diameters were moderated by recording the 

bubbles for 40 sec. from the air-water phases (45 

cm above the column base) using a camera 

(CANON EOS 5D-Mark II, Japan). Images were 

seized by illuminating the column and putting a 

black panel behind the wall. Camera was focused 

on midpoints of (both height and width) the front 

cross section of the column. Bubble diameters were 

measured on the milli-metric scale using a capture 

program running on the computer. 

 

3. RESULTS and DISCUSSION 

3.1. The effect of bubble diameters, superficial 

air rates and air-hold up on entrainment 

In Figure 2, the variation of gas holdup with the 

superficial air rates using different frother types 

and mixtures (15 g.t-1) is illustrated in a two-phase 

system (water/air). In the experiments, Pine Oil, 

MIBC, Aerofroth 88, Pine Oil + MIBC (1:1), Pine 

Oil + Aerofroth 88(1:1) and MIBC +  Aerofroth 88 

(1:1) were used as frother and frother fixed. The 

lowest value of gas holdup (g: 3.70%) was 

provided by using Pine Oil at the superficial air rate 

of 0.5 cm.sec-1, while the highest value                     

(εg: 33.00 %) was achieved at the superficial air rate 

of 2.5 cm.sec-1 with the Aerofroth 88. 

In the case of the use of frother mixtures, the the 

lowest value of gas holdup (εg: 4.6 %) was obtained 

by using Pine Oil+MIBC at the superficial air rate 

of 0.5 cm.sec-1. On the other hand, the highest value 

(εg: 30.12 %) was reached at the superficial air rate 

of 2.5 cm.sec-1. with the MIBC+Aerofroth 88 

mixture. The gas hold-up was increased when 

superficial air rate were increased.  

 

 
Figure 2. Variation of gas holdup with superficial air rate for different frother types and frother mixtures 

(1:1) 

 

Three different frothers and mixtures were tested 

in this research: Pine Oil, MIBC, Aerofroth 88, 

Pine Oil+MIBC (1:1), Pine Oil+Aerofroth 88 

(1:1) and MIBC+Aerofroth 88 (1:1). Variation 

of average bubble diameter with superficial air 

rate for the combinations of different frother 

types and frother mixtures were given in Figure 

3. 

For instance, at 15 g.t-1 frother concentration and 

0.5 cm.sec-1 of superficial air rate with Pine Oil, 

MIBC and Aerofroth 88, the average bubble 

diameter was 1.26, 1.20 and 1.01 mm, 

respectively. When the air rate was increased to 2 

cm.sec-1, the average bubble diameter was 

decreased to 1.75, 1.68 and 1.40 mm for Pine Oil, 

MIBC and Aerofroth 88, respectively. On the 

other hand, the same situation was observed in the 

frother mixture. When the air rate was increased 

to 0.5 cm.sec-1, the average bubble diameter was 

decreased to 1.22, 1.18 and 1.30 mm for              

Pine Oil+MIBC, Pine Oil+Aerofroth 88, 

MIBC+Aerofroth 88, respectively. 2.0 cm.sec-1 of 

superficial air rate with Pine Oil+MIBC, Pine 

Oil+Aerofroth 88, MIBC+Aerofroth 88 the 

average bubble diameter was 1.26, 1.20 and 1.01 

mm, respectively.  

In a two-phase system (water/air), bubble pictures 

photographed at different superficial air rates 

when using Pine Oil, MIBC, Aerofroth 88, Pine 

Oil+MIBC (1:1), Pine Oil+Aerofroth 88 (1:1) and 
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MIBC+Aerofroth 88 (1:1)  as frother are 

illustrated in Figure 4. 

 

 
Figure 3. Variation of average bubble diameter with superficial air rate for the combinations of different 

frother types and frother mixtures (1:1) at frother concentration 15 g.t-1 

 

 
Figure 4. Bubble pictures photographed at different air rates when using Pine Oil, MIBC,                 

Aerofroth 88 [40], Pine Oil+MIBC, Pine Oil+Aerofroth 88, MIBC+Aerofroth 88 as frother (1 cm.sec-1) 

 

3.2. The effect of frother types-dosages and 

frother mixtures types-dosages on 

entrainment 

The celestite and calcite used in these tests was 

fully liberated, and will therefore be recovered into  

 

 

the concentrate solely by entrainment. In a three-

phase system (water/air/particle), the superficial air 

rates using different frother types, concentration, 

frother mixtures and flotation times is illustrated in 

Table 3 (a-b).  
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Figure 5(a-b). Calcite and water recoveries as a function of flotation time with various Pine Oil+MIBC concentration 

 

 
Figure 6(a-b). Calcite and water recoveries as a function of flotation time with various Pine Oil+Aerofroth 88 concentration 

 

 

 

 
Figure 7(a-b). Calcite and water recoveries as a function of flotation time with various MIBC+Aerofroth 

88 concentration 

 

In general, calcite and water recovery were 

increased with increased frother concentration 

39,40]. Since the recovery of fine gangue 

increases with water recovery, lower product 

grades were expected for 80 g.t-1 Pine Oil, MIBC, 

Aerofroth 88, concentration. Above 80 g.t-1 frother  

 

concentration, the celestite grade was decreased 

with increasing Pine Oil, MIBC, Aerofroth 88, Pine 

Oil+MIBC, Pine Oil+Aerofroth 88 and 

MIBC+Aerofroth 88 concentration. In the frother 

concentration 80 g.t-1, the celestite grade and 

recovery (4 min) was reached high value using 

different frother types Pine Oil, MIBC,       

Aerofroth 88 (Pine Oil: 71.88% grade; 62.41% 

recovery, MIBC: 81.41% grade; 75.52% recovery, 

Aerofroth 88: 57.50% grade; 73.51% recovery). 

The same findings were also obtained in Pine 

Oil+MIBC,  

 

Pine Oil+ Aerofroth 88 and MIBC+Aerofroth 88 

frother mixtures (Pine Oil+MIBC: 91.82% grade; 

89.13% recovery, Pine Oil+Aerofroth 88: 66.59% 

grade; 75.15% recovery, MIBC+Aerofroth 88: 

60.29% grade; 85.11% recovery). As shown in 

Figure 8, the highest grade and recovery values 
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were obtained by using a mixture of Pine 

Oil+MIBC frother mixture at 80 g.t-1. 

 

 
Figure 8. Celestite recoveries and grades as a 

function of flotation time with various frother type-

concentration and frother mixtures (at 4 minutes of 

flotation time) 

 

As can be seen (Figure 9), the entrainment factor 

increased with increasing concentration of both 

single frother (Pine Oil, MIBC, Aerofroth 88) and 

frother mixtures (Pine Oil+MIBC, Pine 

Oil+Aerofroth 88, MIBC+Aerofroth 88). When 

increasing the concentration of Pine Oil, MIBC and 

Aerofroth 88, from 40 g.t-1 to 160 g.t-1, the 

entrainment factor increased from 0.514 to 0.621, 

from 0.380 to 0.539 and from 0.623 to 0.794, 

respectively (Table 3a). For the same change in the 

concentration of PineOil+MIBC,                              

Pine Oil+Aerofroth 88 and MIBC+Aerofroth 88, 

entrainment factor increased from 0.336 to 0.521, 

from 0.603 to 0.704 and from 0.745 to 0.803, 

respectively (Table 3b).  

 
Figure 9. Variation of entrainment factor with 

various frother types-concentrations and frother 

mixtures (1:1) 

 

The highest entrainment (g: 0.711) factor value 

was obtained with MIBC+Aerofroth 88 while the 

lowest entrainment factor (g: 0.239) was obtained 

by using Pine Oil+MIBC frother mixture at 80g.t-1 

(Figure 10). This was supported by the traced linear 

relationship between the entrainment factor and 

solid/water recovery acquired from the tests 

performed using different frother types, frother 

concentrations and frother mixtures. 

 

 
Figure 10. Variation of entrainment factor with various frother types and frother mixtures (1:1) 
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4. CONCLUSION 

The column flotation experiment was performed 

using a mixture of liberated celestite as the valuable 

mineral and as the gangue mineral calcite, to 

indicate the primary factors affecting the 

entrainment factor. The obtained experimental 

results performed allow the following conclusions 

to be drawn: 

. Superficial air rates, air hold-up and frother 

concentrate are three parameters that directly 

effective each other. When superficial air rate and 

the frother concentration were increased, the 

bubble diameter was decreased. Above a certain 

superficial air rate value, bubbly flow conditions 

were destroyed and turbulence flow conditions 

were formed producing large bubbles. When 

frother concentration was increased, bubble size 

was demonstrate to decrease importantly at the 

pulp/froth interface, which resulted in an increase 

in gas holdup (εg). 

. In the MIBC Aerofroth 88 frother mixture, small 

bubbles collided in the pulp/froth interface and 

occured form large bubbles. In this case, bubbly 

flow conditions were lost and churn-turbulent flow 

conditions prevailed accompanied by large 

bubbles. This case, the amount of particles that can 

overcome the downward gravitational force to be 

recovered by the entrainment mechanism to the 

final concentrate increased, and the entrainment  

factor increased. As a result, the concentrate was 

contaminated by fine calcite minerals. 

 

This was explained by the observed linear 

relationship between the entrainment factor and 

liquid velocity at the pulp/froth interface obtained 

from the tests performed using different frother 

types and concentrations. It has been seen that there 

is a linear relationship between calcite and water 

recoveries.  Beside, the type, concentration and 

mixture of frother had exceptional effect on calcite. 

The recovery was increased, but the selectivity was 

decreased. The lowest entrainment factor was 

obtained with 80 g.t-1 of frother concentration for 

Pine Oil+ MIBC frother mixture (g: 0.239).  

. Experimental results show that the entrainment 

factor varied significantly frother type, frother 

concentration and frother mixture. The recovery of 

calcite by entrainment was affected by                    

Pine Oil+MIBC, Pine Oil+Aerofroth 88 and 

MIBC+Aerofroth 88 frother mixture.  These results 

suggest that the frother types, frother concentration 

and frother mixtures at the flotation is a key factor 

which affects the entrainment factor. Kirjaveinen 

Model’s 1 has been seen supported the results of 

this study. 
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Abstract. The algorithms that extract keypoints and descriptors in augmented reality applications are getting 

more and more important  in terms of performance. Criterions like time and correct matching of points gain 

more impact according to the type of application. In this paper, the performance of the algorithms used to 

identify an image using keypoint and descriptor extraction is  studied. In the context of this research, main 

criterion like the number of keypoints and descriptors that the algorithms extract, algorithm execution time, and 

the quality of keypoints and descriptors extracted are considered as the performance metrics. Same data stacks 

were used for obtaining comparison results. In addition to comparisons for a group of well-known augmented 

reality applications, the best performing algorithms for varying applications were also suggested. C++ language 

and OpenCV library were used for the implementation of the augmented reality algorithms compared. 

Keywords: Augmented Reality, Image Processing, Key Point, Descriptor. 

Artırılmış Gerçeklik Algoritmalarının Öznitelik Çıkarma 

Performanslarının Karşılaştırmalı Analizi 

Özet. Artırılmış gerçeklik uygulamalarında kullanılan anahtar nokta ve öznitelik çıkaran algoritmalar 

performansları açısından önem teşkil etmektedirler. Uygulamanın türüne göre zaman, noktaların doğru 

eşleşmesi gibi kriterler önem kazanmaktadır. Bu makalede artırılmış gerçeklik uygulamalarında  kullanılan ve 

bir resmi tanımak amacı ile resim üzerinde anahtar nokta ve öznitelik bulunması için uygulanan algoritmaların 

performansları  incelenmiştir. Çalışma kapsamında,  algoritmaların çıkarabildiği anahtar nokta sayısı, öznitelik 

sayısı,  algoritmanın çalışması sırasında geçen süre, iki resmin eşleştirilmesi sırasında çıkartılan anahtar nokta 

ve özniteliklerin kaliteleri gibi ana kriterler incelenmiştir.  Karşılaştırma sonuçlarının elde edilmesinde,  aynı 

veri kümeleri kullanılmıştır.  Bu çalışmada, iyi bilinen bir grup artırılmış gerçeklik algoritması incelenerek 

performanslarının karşılaştırılmasının yanında, farklı uygulamalar için kullanılabilecek algoritmalar hakkında 

da önerilerde bulunulmuştur.  Artırılmış gerçeklik algoritmalarının karşılaştırılması için C++ dili ve OpenCV 

kütüphaneleri kullanılmıştır. 

Anahtar Kelimeler Artırılmış Gerçeklik, Görüntü İşleme, Anahtar Nokta, Öznitelik. 

 

1. INTRODUCTION  

Augmented reality is the result of combining real 

data and computer generated sound, images, 

graphics and location information in the world  

 

we live in. [1]. In other words, it is the 

enrichment of reality with virtual data in 

computer environment [2, 3]. Various methods 
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are used to recognize the actual images in the 

virtual environment. In order to recognize an 

image from the real world, there are qualified 

points on the image. 

Descriptors of a feature are extracted with 

respect to some of the basic properties of this 

point (pixels) and other points around it. The dots 

on the image that have the feature value for that 

image are then used for virtual recognition of this 

image. Thus, in the virtual environment, a person 

has the values of the picture that they want to be 

recognized. The user can compare the picture 

that he has previously extracted and wanted to 

recognize with the other pictures taken from the 

camera. A “threshold" value should be 

determined during the matching phase. 

Otherwise, if the features taken from the camera 

and extracted from a picture that we do not want 

to recognize actually match the features of the 

picture that is intended to be recognized, a wrong 

match will be made. After setting the threshold 

value, it is possible to match the image to be 

recognized with the images taken from the 

camera. One of the methods used to extract key 

points and features on the image is the Oriented 

Fast and Rotated Brief (ORB) algorithm [4]. 

ORB is a binary algorithm. Within the scope of 

this paper, one of the reasons why ORB 

algorithm is compared with other methods is the 

opinion that it is faster than basic algorithms in 

the literature which extract some key points and 

features. The fact that ORB is based on binary 

descriptor and that pairing between two pictures 

happens while performing matching, supports 

the idea that it is faster than other methods. 

In the literature, fps (frame per second), the 

number of key points extracted on one image, the 

number of features extracted on one image and 

the number of features matched correctly 

between the two images are used to compare the 

algorithms used in the extraction of key points 

and features [5-10]. This work will be based on 

the criteria mentioned. At the end of this study, 

the algorithms used for augmented reality an 

developed for the recognition of an image will be 

compared and their performance will be 

benchmarked. At the end of the study, the 

algorithms used for augmented reality and 

developed for the recognition of an image will be 

compared and their performance will be 

benchmarked. Moreover, some suggestions on 

the usage areas will be made. 

2.  COMPARED ALGORITHMS  

Keypoint is a pixel that has a specific meaning on 

an image. In calculating the key point, various 

algorithms can be applied depending on the type 

of application. The ORB algorithm [4] uses the 

FAST [11, 12] algorithm in the background when 

calculating the key points on the image. The 

FAST algorithm basically calculates the key 

points by targeting the corners on the image. 

There may be many meaningless pixels on the 

picture. These insignificant pixels cause loss of 

performance within augmented reality. 

Therefore, it is important to identify and process 

key points. However, in some cases, key points 

may not make sense alone. Feature values should 

be calculated while matching the key points on 

the picture taken from the real world with the 

picture that is required to be recognized within 

the context of augmented reality. Thus, when 

pairing the two images, more accurate matches 

can be made with the feature values of the key 

points extracted from the objects to be 

recognized. 

Feature can be defined as scalable and observable 

information obtained from the image [13, 14]. 

Feature extraction removes a significant set of 

features by discarding unnecessary information 

[15]. Feature extraction aims to reduce 

processing time by reducing the size of high-

dimensional data. Using this data as it is in image 

processing applications increases processing 

complexity. Feature extraction is an important 

part of augmented reality applications in terms of 

application performance [16]. It aims to increase 

the recognition success by expressing the 

information of the pattern in the smallest 

dimension with the most prominent features [17]. 

Dimension reduction is performed by extracting 

unnecessary information that is irrelevant to the 

pattern and obtaining specific properties. This 

process aims to create a more selective set by 
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obtaining a subset of the feature set using 

different methods. The algorithms to be 

compared in this study will perform feature 

extraction. As a result of feature extraction, 

algorithms will be compared according to criteria 

such as time, correct matching, number of 

features.  

2.1. Method Oriented Fast & Rotated BRIEF 

Oriented Fast and Rotated Brief (ORB) [4], 

proposed by Ethan Rublee, Vincent Rabaud, 

Kurt Konolige, and Gary R. Bradski, is an 

effective algorithm alternative for SIFT [18] or 

SURF [19]. ORB is basically a combination of 

the FAST [11, 12] key point and BRIEF [20] 

descriptor, but it also incorporates many 

performance-enhancing modifications. Oriented 

FAST and rotated BRIEF techniques are 

interesting because of their good performance 

and low costs. ORB first finds key points using 

FAST, then applies the Harris corner measure to 

find the top N points between them [21]. ORB 

also uses the pyramid to produce multi-scale 

features. With the method called rBRIEF [22], it 

searches for all possible binary tests to find high 

variance, as well as averages close to 0.5, as well 

as non-correlated ones. 

2.2. Scale-Invariant Feature Transform 

Scale-Invariant Feature Transform (SIFT) [18] is 

an algorithm proposed by David Lowe for 

identifying and describing regional features in an 

image. The key points are extracted by the SIFT 

sensor and their descriptors are calculated by the 

SIFT descriptor. The SIFT sensor or SIFT 

descriptor can also be used independently of each 

other (such as calculating key points without 

descriptors or calculating descriptors without 

special key points) [23]. Along with linked 

descriptors, SIFT has created a new field of 

research on image-based matching and 

recognition with many application areas. Multi-

image matching, object recognition, object 

category classification and robotics are among 

the known uses of this algorithm [24]. 

2.3. Speeded Up Robust Feature 

The Speed Up Robust Feature (SURF) is a 

powerful regional feature sensor presented by 

Herbert Bay and friends, which can be used in 

computer image tasks such as object recognition 

or 3D reconstruction [19]. SURF is partly 

inspired by the SIFT [18] descriptor, but the 

standard versions of SURF work much faster 

than SIFT. It is also stated that SURF is more 

powerful than SIFT against different image 

transformations. SURF is based on the sum of 2D 

Haar small wave elements and enables the 

effective use of integral images [19]. In addition, 

SURF was advanced over SIFT by applying box 

filter approximation to the convolution kernel of 

the Gaussian derivative operator. Experiments 

on camera calibration and object identification 

also reveal that SURF has a large potential for 

computer vision applications [25]. 

2.4. Fast Retina Keypoint  

Fast Retina Keypoint (FREAK) is a key point 

descriptor presented by Alexandre Alahi and 

friends. [26]. The creation of FREAK was 

inspired by the human visual system and the 

retina. The cascading of binary sequences is 

calculated by effective comparison of image 

densities on the retinal sampling pattern. In their 

experiments, Alexander Alahi and colleagues 

showed that FREAK was generally more 

powerful and faster in computing with lower 

memory load than SIFT [18], SURF [19] or 

BRISK [27]. FREAK is therefore considered to 

be a competitive alternative to existing 

algorithms, especially for embedded applications 

[27]. 

3. EXPERIMENTS AND RESULTS  

In order to analyze the performance of the 

algorithms, a framework has been developed in 

Visual Studio 2012 using C ++ language and 

OpenCV library. This application can run the 

algorithms ORB [4], SURF [19], SIFT [18] and 

FREAK [26]. The application first reads a fixed 

image and extracts key points and features from 

that image. The key values and features of this 

image will then be used for comparison for each 

image (frame) taken from a video taken with the 

camera. In the next step, the application reads a 

video for use in comparing algorithms. The 

prepared video is a video of the first fixed picture  

taken from different heights and angles.  
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The prepared video is used separately for each 

algorithm. Thus, it was considered to obtain the 

correct values. After reading the prepared video, 

the application takes individual pictures 

(frames). The key points and feature values are 

extracted from these images (frames) as in the 

fixed image. These extracted feature values are 

then assigned to a matching function with the 

feature values extracted from the fixed image. 

This allows you to see if the features match 

correctly. The application calculates the duration 

of each function for all algorithms. 

 

Figure 1. Fixed Image with Key Points Features                 

Used in Testing 

The image to be used as a fixed image is shown 

in Figure 1 and it is taken to video to be used in 

augmented reality subjects. In the testing phase 

and taken into the video is an image used in 

augmented reality subjects. The number of edges 

on the image, the plurality of curves, the richness 

of key points and features are the main reasons 

for the selection of said image. 

 

Figure 2. Screen Shot Taken During Application Run 

During the operation of the application, key 

points and features are extracted from the fixed 

picture (Figure 1) and the pictures are taken from 

the video (frame) to be given to the matching 

function. In addition, key points that provide the 

threshold value are shown (Figure 2). Moreover, 

the number of the picture (frame) taken from the 

video, the number of key points and features that 

the algorithm generates for that picture (frame), 

and the number of features matching the 

threshold value are shown. There are 576 images 

(frames) in the video used to compare the 

algorithms. The threshold values 50, 100, 120 

and 150 were used in the test procedures. The bit-

based features are included in the comparison 

process, and as a result, the fs below the threshold 

value are calculated. Features below the 

threshold value correspond to a more accurate 

comparison result. As the threshold value 

increases, the number of matching features 

increases for algorithms. 

As can be seen from the results in Table 1, the 

SIFT algorithm is the longest-running algorithm 

when the threshold is 50. However, the SIFT 

algorithm also provides the most accurate 

matchings. ORB algorithm is the fastest working 

algorithm according to the results. However, in 

the matching of features, SIFT and SURF 

algorithms gave worse results. From the results, 

the FREAK algorithm is both relatively slow and 

has poor results in the feature matching phase. 

One of the main reasons why the SIFT and SURF 

algorithms are slower than the ORB algorithm is 

the time it takes to extract key points and 

features. In Figure 3, the application algorithm is 

run for threshold 50 and the slowest running 

algorithm is observed as SIFT. ORB is the fastest 

completing algorithm. While the SIFT algorithm 

takes 1.182 seconds, the ORB algorithm 

performs key point and feature extraction in an 

average of 0.016 seconds, or the SURF algorithm 

it is 0.172 seconds and for the FREAK algorithm 

it is 0.655 seconds. Figure 4 shows the key and 

feature extraction times of the algorithms for 

threshold 50. According to the results, while the 

fastest running algorithm is ORB, the slowest 

running algorithm is SIFT. Figure 5 shows that 

the SIFT algorithm is most prominent with 

matching. The SURF algorithm has the most 

features matching after SIFT. Because the 

threshold value is 50; while the ORB algorithm 

performed 0.458 matching in an average picture 

(frame), the FREAK algorithm performed 0 

matching. As can be seen from the results in 

Table 2, when the threshold value is given 120, 

the algorithm that runs the slowest and performs 

the highest number of matches, such as the 
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results obtained at the threshold value 50, is 

SIFT. 

  

Figure 3: Total Execution Time for Threshold Value 50. 

 

 

 

Figure 5: Average Number of Feature Matches for 

Threshold Value 50. 

The ORB has more number of matches than 

SURF, according to the results observed at the 

threshold 50. ORB is seen to run faster than the 

other three algorithms. When matching numbers 

are compared, SURF has more feature matching 

numbers than other algorithms. FREAK was 

unable to match the feature in addition to running 

slowly. According to the results in the threshold  

 

Figure 4: Average Time Spent for Key Point and Feature 

Extraction for Threshold Value 50 

 

 

 

value 50, the number of SURF algorithm 

matching features decreased. In Figure 6, the 

application algorithm threshold is run for 100 

and the slowest running algorithm is observed as 

SIFT. ORB was the fastest completing 

algorithm. ORB completes the application in 

38.541 seconds, while SIFT completes the 

application in 701.598 seconds (~ 11 minutes). 

For SURF, this time is 129.537 seconds, while 

FREAK finishes the application in 405.680 

seconds. In order to obtain the results shown in 

Figure 7, the application worked with the 

threshold 100. SIFT takes an average of 1.159 

seconds to extract key points and features from a 

picture (frame). This time directly affects the 

performance of the application. ORB is the 

fastest algorithm, as in the results with a 

threshold of 50, and takes an average of 0.015 

seconds to extract key points and features from 

an image. SURF performs the processing in an 

Table 1: Algorithm Performance for Threshold Value 50 

  ORB SIFT SURF FREAK 

Base image keypoint size: 

Base image time for keypoint extracting (seconds): 

Base image descriptor size: 

Base image time for descriptor extracting (seconds): 

Base Image Total Feature & Descriptor Extracting Time (seconds): 

Total Time (seconds): 

Average Execute Time (seconds): 

Total  Feature Extracting Time (seconds): 

Average  Feature Extracting Time (seconds): 

Total Descriptor Extracting Time (seconds): 

Average Descriptor Extracting Time (seconds): 

Total Feature & Descriptor Extracting Time (seconds): 

Average Feature & Descriptor Extracting Time (seconds): 

Total Match Time (seconds): 

Average Match Time (seconds): 

Total Draw Time (seconds): 

Average Draw Time (seconds): 

Average Match Size: 

NULL 251 268 251 

NULL 0.761 0.114 0.764 

253 

0.018 

0.018 

38.120 

0.066 

NULL 

NULL 

9.259 

0.016 

9.259 

0.016 

5.075 

0.008 

7.216 

0.012 

0.458 

251 

0.496 

1.257 

714.094 

1.239 

393.397 

0.682 

287.975 

0.499 

681.372 

1.182 

6.415 

0.011 

9.625 

0.016 

68.151 

268 

0.113 

0.227 

127.543 

0.221 

52.961 

0.091 

46.550 

0.080 

99.511 

0.172 

4.773 

0.008 

6.895 

0.011 

17.644 

227 

0.085 

0.849 

404.836 

0.702 

371.75 

0.645 

5.821 

0.010 

377.571 

0.655 

4.574 

0.007 

5.895 

0.010 

0 
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acceptable time of 0.169 seconds. FREAK, like 

SIFT, has been working for a long time to affect 

performance. In Figure 8, the application 

threshold is run for 100 and the features extracted 

by the algorithms are compared with the features 

extracted from the base image and divided by the 

total number of frames, the average feature 

matching numbers are obtained. SIFT 

demonstrates the advantage of slow operation 

here. SIFT obtained an average number of 

feature matching of 123.11 images from the end 

of the video. ORB and SURF have very close 

matches. The SURF gave results close to the 

threshold value 50, while ORB increased the 

number of feature matching from 0.458 to 

18.946. 

 

Figure 6: Total Execution Time for Threshold Value 100. 

 

Figure 7: Average Time Spent for Key Point and Feature 

Extraction for Threshold Value 100 

 

Figure 8: Average Number of Feature Matches for  

Threshold Value 100 

 

As can be seen from the results in Table 2, when 

the threshold value is given 120, the slowest 

running algorithm is the SIFT as in the other 

threshold values. ORB, as the fastest running 

algorithm, has also increased the number of 

feature matchings obtained at threshold 100. 

FREAK was unable to match the feature in 

addition to running slowly. SURF completed the 

implementation within a reasonable time and 

again achieved an acceptable number of matches. 

In Figure 9, the application threshold is run for 

120 and the slowest running algorithm is 

observed as SIFT. ORB is the fastest completing 

algorithm. ORB completed the application in 

42,048 seconds, while SIFT completed the 

application in as long as 719.802 seconds (~ 11 

minutes). SURF has completed the application in 

a suitable time of 125.222 seconds. FREAK 

completed the application in 423,282 seconds. 

 
Figure 9: Total Execution Time for Threshold Value 120. 

 

 
Figure 10: Average Time Spent for Key Point and Feature  

Extraction for Threshold Value 120 

 

 
Figure 11: Average Number of Feature Matches for  

Threshold Value 120 
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In Figure 10, the application is run and divided 

by the total number of frames (frames), the 

average time taken for a picture taken from the 

video is calculated for the key point and feature. 

While ORB completed key-point and feature 

extraction operations in a very small average 

time of 0.016, SIFT performed this operation on 

average for 1.183 seconds for an image, which 

means that an SIFT-powered application would 

run slowly. SURF completes key point and 

feature extraction in an acceptable average time 

of 0.167 seconds. FREAK completes key point 

and feature extraction in approximately 0.670 

seconds.  In Figure 11, the application is operated 

for the threshold 120. ORB increased the number 

of feature matches from 18.946 to 101.916  

 

 

compared to the threshold 100. ORB removes an 

average of 253 features from an image and 

matches 101,916 of these features. SIFT can 

match an average of 189,159 features. SURF has 

maintained the 17,644 feature matching counts 

of threshold 100 for threshold 120. FREAK did 

not match any features. As the results in Table 3 

show, when the threshold is set to 150, the 

slowest running algorithm is SIFT. ORB, as the 

fastest running algorithm, has increased the 

number of feature matches at threshold 120. 

FREAK has a very low number of features as 

well as slow operation. SURF completed the 

application within an acceptable time and 

matched the number of features obtained at the 

threshold 120. 

 

Table 3: Algorithm Performance for Threshold Value 150. 

Table 2: Algorithm Performance for Threshold Value 120. 

  ORB SIFT SURF FREAK 

Base image keypoint size: 

Base image time for keypoint extracting (seconds): 

Base image descriptor size: 

Base image time for descriptor extracting (seconds): 

Base Image Total Feature & Descriptor Extracting Time (seconds): 

Total Time (seconds): 

Average Execute Time (seconds): 

Total  Feature Extracting Time (seconds): 

Average  Feature Extracting Time (seconds): 

Total Descriptor Extracting Time (seconds): 

Average Descriptor Extracting Time (seconds): 

Total Feature & Descriptor Extracting Time (seconds): 

Average Feature & Descriptor Extracting Time (seconds): 

Total Match Time (seconds): 

Average Match Time (seconds): 

Total Draw Time (seconds): 

Average Draw Time (seconds): 

Average Match Size: 

NULL 251 268 251 

NULL 0.782 0.088 0.079 

253 

0.018 

0.018 

42.048 

0.073 

NULL 

NULL 

9.429 

0.016 

9.429 

0.016 

5.972 

0.010 

11.876 

0.020 

101.916 

251 

0.512 

1.294 

719.802 

1.249 

390.273 

0.677 

291,465 

0.506 

681.738 

1.183 

5.870 

0.010 

15.504 

0.026 

189.159 

268 

0.073 

0.161 

125.222 

0.217 

50.569 

0.087 

45.786 

0.079 

96.355 

0.167 

4.389 

0.007 

7.010 

0.012 

17.644 

227 

0.085 

0.864 

423.282 

0.734 

380.600 

0.660 

5.875 

0.010 

386.475 

0.670 

5.136 

0.009 

6.026 

0.010 

0.000 

  ORB SIFT SURF FREAK 

Base image keypoint size: 

Base image time for keypoint extracting (seconds): 

Base image descriptor size: 

Base image time for descriptor extracting (seconds): 

Base Image Total Feature & Descriptor Extracting Time (seconds): 

Total Time (seconds): 

Average Execute Time (seconds): 

Total  Feature Extracting Time (seconds): 

Average  Feature Extracting Time (seconds): 

Total Descriptor Extracting Time (seconds): 

Average Descriptor Extracting Time (seconds): 

Total Feature & Descriptor Extracting Time (seconds): 

Average Feature & Descriptor Extracting Time (seconds): 

Total Match Time (seconds): 

Average Match Time (seconds): 

Total Draw Time (seconds): 

Average Draw Time (seconds): 

Average Match Size: 

NULL 251 251 251 

NULL 0.782 0.759 0.766 

253 

0.018 

0.018 

49.391 

0.085 

NULL 

NULL 

9.241 

0.016 

9.241 

0.016 

8,017 

0.013 

18.369 

0.031 

248.876 

251 

0.512 

1.294 

719.802 

1.249 

390.273 

0.677 

291,465 

0.506 

681.738 

1.183 

5.870 

0.010 

15.504 

0.026 

189.159 

251 

0.493 

1.252 

699.518 

1.214 

371.997 

0.645 

286.577 

0.497 

658.574 

1.143 

5.096 

0.008 

18.826 

0.032 

250.737 

227 

0.086 

0.852 

412.129 

0.715 

378.546 

0.657 

5.875 

0.010 

384.421 

0.667 

4.896 

0.008 

6.104 

0.010 

0.029 
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4.  CONCLUSIONS 

According to the results obtained, ORB is the 

fastest working algorithm. SIFT has the highest 

value in feature extraction criteria. Increasing the 

threshold value causes the fall of feature matching 

quality. In other words, increasing the threshold 

value causes the number of matching features 

generated by the algorithms to increase. As a result 

of this work, it was observed that SIFT and SURF 

performed more accurate feature matches. ORB 

has better results than the other three algorithms in 

terms of FPS (frame per second) time. In addition 

to being a slow algorithm like SIFT, FREAK is not 

successful in feature matching. Although SURF is 

relatively slow compared to ORB, it cannot provide 

feature matches such as SIFT. If it is an application 

where the simultaneous pictures taken from a 

camera are processed or pictures taken from a 

video are processed; extracting features for each 

image may cause a slowdown. If the desired 

number of features is matched on the picture, the 

feature may not be matched again on the next 

picture to be processed. Instead, features matched 

in the previous picture can be given to the follow-

up phase depending on the type of application; 

thus, time can be saved as the follow-up phase runs 

faster than the feature matching phase. At this 

point, it is important to note that the key points that 

are processed as a result of feature matching during 

the follow-up phase are correctly matched key 

points. As a result, ORB works faster than the other 

three algorithms compared, and fewer features 

match with SIFT and SURF. Algorithm selection 

with respect to the application area of the 

augmented reality application to be implemented 

would be beneficial. For example, if a mobile 

application is to be realized, time will be an 

important criterion and ORB will give a good 

performance in this regard. SIFT or SURF will be 

more appropriate in high performance applications 

where time is not critical and correct feature 

matching is more important. 
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Abstract. In this study, natural mycoflora of 30 raw and 50 roasted hazelnut, 20 hazelnut paste and 50 inner 

membrane samples and their total aflatoxin contents were determined. In mycological isolations, 1.8-2.56% of 

Aspergillus flavus and 42.7-65.44% of A. niger were determined in the raw hazelnut samples. A. flavus (2.2-

12.2%) and A. niger (33.3-74.5%) were also detected in roasted hazelnut, while the percentages of these 

microorganisms in hazelnut paste samples were 0-13.1% and 43.5-100.0%, respectively. The ratio of A. flavus 

and A. niger in inner membranes was found to be 2.6-16.2% and 44.6-89.4%, respectively. Aflatoxin analysis 

showed that the levels of aflatoxin were 2.11–10.03 ppb in raw hazelnut, 0.1–4.04 ppb in roasted hazelnut, 0.2-

6.02 ppb in hazelnut paste samples and 0.7-38.2 ppb in inner membrane samples. While only one of the raw 

hazelnut, roasted hazelnut and hazelnut paste samples had toxin above the legal limit, 100% of the inner 

membrane samples showed different levels of aflatoxin contamination. Since there is no limitation in the 

Turkish Food Codex on hazelnut inner membrane, the amount of aflatoxin, which is higher than 10 ppb in 25 

of the samples, was considered to be high contamination. Kruskal Wallis and Mann Whitney U analyses were 

used for statistical evaluation of the samples. There was a significant difference in aflatoxin formation and 

moisture content between the samples in different groups (p <0.05). 

Keywords: Aflatoxin, hazelnut, hazelnut products, mycoflora. 

Fındık ve Fındık Ürünlerinde Doğal Olarak Oluşan Mikoflora İle 

Aflatoksin Oluşumlarinin Araştirilmasi  

Özet. Bu çalışmada, 30 çiğ, 50 kavrulmuş fındık, 20 ezme ve 50 iç zar örneğinde oluşan doğal mikoflora ve 

toplam aflatoksin içerikleri belirlenmiştir. Yapılan mikolojik izolasyonlarda çiğ fındıkta %1,8-2,56 Aspergillus 

flavus, %42,7-65,44 A. niger; kavrulmuş fındıkta %2,2-12,2 A. flavus, %33,3-74,5 A. niger; ezme örneklerinde 

%0-13,1 A. flavus, %43,5-100 A. niger; iç zarda ise %2,6-16,2 A.flavus, %44,6-89,4 A. niger belirlenmiştir. 

Aflatoksin analizlerinde çiğ fındıkta 2.11–10.03 ppb, kavrulmuş fındıkta 0,1–4,04 ppb, ezme örneklerinde 0,2-

6,02 ppb ve iç zar örneklerinde ise 0,7-38,2 ppb seviyelerinde aflatoksin içerikleri saptanmıştır. Çiğ fındık, 

kavrulmuş fındık ve ezme örneklerinin sadece 1’inde yasal sınırın üzerinde toksin içeriği bulunurken, iç zar 

örneklerinin % 100’ ünde değişik seviyelerde aflatoksin bulaşıklığı bulunmuştur. Fındık iç zarı ile ilgili Türk 

Gıda Kodeksinde bir sınırlama olmadığı için örneklerin 25’ in de 10 ppb ‘den yüksek olan aflatoksin oluşumları 

yüksek bulaşıklık olarak değerlendirilmiştir. Çalışılan örneklerin istatistikî değerlendirmelerinde Kruskal 

Wallis ve Mann Whitney U analizleri kullanılmıştır. Farklı gruplardaki örnekler arasında aflatoksin oluşumu 

ve nem içerikleri arasındaki değişim istatistiki açıdan önemli bulunmuştur (p<0.05). 

Anahtar Kelimeler: Aflatoksin, fındık, fındık ürünleri, mikoflora. 
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1. INTRODUCTION 

Hazelnut (Corylus avellana L.) forms the basis for 

the more important commercial cultivars and is 

belonging to Betulaceae family. The hazelnut 

(Corylus avellana L.) forms the more important 

commercial cultivars. C. maxima and C. colurna 

(Turkish hazel) are also common others.  Hazelnut 

is grown in the Blacksea Region of Turkey, 

especially in Trabzon, Ordu, Giresun and 

Akçakoca. Although vary depending on the year, 

Turkey ranks the first in the world with 

approximately 600 thousand tonnes of hazelnut 

production [1]. 

 

Hazelnut is a food rich in proteins, lipids, 

carbohydrates, vitamins, minerals, dietary fibers, 

tocopherols, phytosterols and phenolic compounds 

[2,3]. Monounsaturated fatty acids (especially oleic 

acid) and polyunsaturated fatty acids in hazelnut 

have been reported to have beneficial effects on 

human health [3]. Hazelnut oil has been found to 

reduce cholesterol levels in the blood [4]. Hazelnut 

contains tocopherols, phytosterols, squalene and 

phenolic compounds that help prevent chronic 

diseases such as cancer and cardiovascular diseases 

[5,6]. 

 

There are biological, chemical and microbiological 

factors limiting hazelnut production. The most 

important microbiological factors limiting hazelnut 

production are fungal contamination and 

aflatoxins, one of the metabolites produced by 

these fungi. Aflatoxins are secondary metabolites 

produced by Aspergillus species. To date, more 

than 20 different aflatoxins have been reported. 

However, B1, B2, G1, G2 were reported to be four 

naturally occurring main forms. A. flavus produces 

only AFB1 and B2, while A. parasiticus produces 

AFB1, B2, G1 and G2 [7-9]. 

 

Aflatoxins produced by Aspergillus spp. in field 

conditions, transportation, processing and storage 

can be found in oilseeds such as nuts, pistachios, 

peanuts, almonds, sunflowers, in cereals and cereal 

products, pulses, spices, milk, dairy products, meat, 

meat products and animal products such as eggs 

[10-12]. 

 

Aflatoxins have been reported to have several 

effects on human and animal health such as 

mutagenic, carcinogenic, teratogenic (embryonal 

damage), tremorgenic (problems of tremor and 

reflex loss), hemoralgic (tissue and organs bleeding 

problems), dermatitic (skin lesions), hepatoxic 

(liver damage), nephrotoxic (kidney system 

damage), and neurotoxic (nervous system damage) 

[13-15]. Aflatoxins are known to be the most 

effective hepatocarcinogen in many animal 

species. In many countries, aflatoxins are included 

in the class 1A carcinogens by the International 

Organization for Cancer Research, since there is a 

positive correlation between consumption of 

aflatoxin-contaminated food and an increased risk 

of liver cancer [16]. 

 

The maximum limits of aflatoxins in many 

foodstuffs have been established and published in 

each country. In order to protect public health, 

importing countries, especially the European 

Union countries, aim to reduce the legal values of 

aflatoxins to zero in risky products. To this end, 

aflatoxin B1 limit in many countries has been 

reduced from 5 ppb to 2 ppb and the total aflatoxin 

(B1+B2+G1+G2) in hazelnuts has been reduced 

from 10 ppb to 4 ppb (Commission Regulation EC 

No 194/97). In the Turkish Food Codex, the total 

aflatoxin content in hazelnut and its products is 

determined to be 10 ppb and Aflatoxin B1 content 

is maximum 5 ppb [17,18]. 

 

As mentioned above, although vary depending on 

the year, Turkey ranks first in the world with 

approximately 600 thousand tonnes of hazelnut 

production [1]. In addition, Aflatoxin 

contamination is one of the most important 

problems in hazelnut and hazelnut products. Due to 

the aflatoxin values in nuts exported by Turkey are 

sometimes above the legal limits, these products 

are rejected by the countries, which leads to huge 

economic losses. Additionally, producers and 

industrialists are struggling economically, Turkey's 

reputation in foreign trade is damaged and 

marketing problems arise. 

 

After the occurrence of aflatoxin, which is a 

problem in food all over the world, they cannot be 

controlled [19-21].Therefore, the most effective 

method for the formation of aflatoxins produced by 

fungi is to harvest, dry, store and process food 

under conditions that reduce the risk of 

contamination and limit the development of fungi. 

These conditions can only be achieved by 

determining the natural mycoflora that is formed in 

the product and can cause toxin formation. 

 

In this study, it was aimed to determine the 

naturally occurring mycoflora in raw hazelnut, 
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roasted hazelnut, hazelnut paste and hazelnut inner 

membrane and to investigate the total aflatoxin 

formation in these products. 
 

2. MATERIALS AND METHODS 

2.1. Supply of Hazelnut Samples 
 

The samples used in the study were obtained from 

various factories and retail stores in Trabzon, Ordu, 

Giresun and Akçakoca regions where hazelnut 

production is intense in the Blacksearegion. In the 

sampling, raw hazelnut (n = 30), roasted hazelnut 

(n = 50), hazelnut paste (n = 20), and inner 

membrane (n = 50) samples were used. The 

hazelnut samples were provided immediately after 

harvest, the inner membrane samples were 

obtained during the drying period and the hazelnut 

paste samples were provided during the processing 

stages of the product. Samples were brought to the 

laboratory under appropriate conditions and kept in 

labelled cloth bags and refrigerated at 4 C until 

tested. 
 

2.2. Determination of Moisture Content of 

Samples 

The moisture content of the hazelnut, hazelnut 

paste and membrane samples used in the study was 

determined by a precision balance and halogen 

lamp moisture analyzer according to the method 

reported by Bakker [22]. 5.0 ± 0.1 g of raw and 

roasted hazelnut samples were taken and shredded 

in hand blender and moisture contents were 

determined at 140 C. In order to determine the 

moisture content of hazelnut membrane and 

hazelnut paste samples, 1 g of each sample was 

weighed directly without any process and 

evaluated according Özkaya [23] equation (1). 

 

 %Moisture content: 

01

1

MM

MM

−

−
                (1) 

 

M0: Weight of continer (Tare) (g) 

M: Weight of the container and sample after drying  

M1 : Weight of sample with container 
 

2.3. Mycological Isolations 

Raw hazelnut, roasted hazelnut and inner 

membrane samples were sterilized with 2.0% (v/v) 

NaOCl solution and washed with distilled water. 

After surface sterilization, of dried hazelnut, 

roasted hazelnut and inner membrane samples, 

hazelnut paste samples were added directly to 

Potato Dextrose Agar (PDA). After surface 

sterilization was performed, raw hazelnut, roasted 

hazelnut and inner membrane samples were dried 

and then planted in PDA while surface sterilization 

process was not applied for the cultivation of 

hazelnut paste samples. A total of 100 plantings 

were made for each sample using 10 petri dishes. 

Cultivated petri dishes were incubated at 24 C for 

4-5 days and thus colony development was 

ensured. At the end of incubation, the fungal 

colonies were differentiated based on macroscopic 

criteria such as size, colour, surface or overhead 

development, and colonies showing different 

growth were purified by classifying as Fusarium 

(F1, F2,…), Aspergillus (A1, A2, …) and 

Penicillium (P1, P2,…). 
 

After purification, single spore isolation was made 

on water and Czapek Dox Agar. Single spore 

isolates were incubated at 25 °C for 7 days by 

transferring them to a suitable growth medium. 

Cultures were examined under microscope during 

the incubation and general morphological 

definitions were made, colony number and 

characteristics were recorded. 
 

Specific diagnostic keys have been used for the 

fungi species identified intensively as a result of 

mycological isolations. While the diagnostic keys 

developed by Raper and Fennel [24] and Samson 

and Pitt [25] is used for the identification of 

Aspergillus species, Penicillum species were 

identified according to the diagnostic keys of 

Samson et al. [26] and Pitt [27]. In identifying 

Fusarium and other species, diagnostic key 

developed by Barnett and Hunter [28] was used. 

In species identification of fungi; growth rates at 

certain temperatures (colony diameter and 

properties), overhead mycelium formation (colour 

and structure), the presence or absence of 

chlamidospores, sporodosium development, fialitic 

properties, conidial cap (color and shape), conidial 

sequencing, colony colours, presence or absence of 

sclerotes, and presence of macro and micro conidia 

were evaluated. 
 

2.4. Aflatoxin Analysis 

CD-ELISA (Competitive Direct Enzyme-Linked 

Immuno Sorbent Assay) method was used to 

investigate the total amount of aflatoxin in raw 

hazelnut, roasted hazelnut, inner membrane and 

hazelnut paste samples. 5 different aflatoxin 

standards were used in CD-ELISA at 0, 1, 2, 4 and 

8 ppb levels. Samples were prepared and extracted 

according to the procedure of Neogen Veratox®. 

CD-ELISA results were obtained by reading at 650 

nm in a microwell reader. Veratox Software for 

Windows, Log/Logit and Single Test Format v3.02 

software were used to calculate the toxin values in 

ppb. 
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3. RESULTS AND DISCUSSION 

 

Moisture measurement analyzes were carried out to 

determine how moisture content of raw hazelnut, 

roasted hazelnut, inner membrane and hazelnut 

paste affect natural mycoflora and aflatoxin 

formation in these samples. 

The moisture content of samples obtained from 

Trabzon, Ordu, Giresun and Akçakoca regions are 

given in Figure 1. 

 
Figure 1. Moisture content of samples obtained 

from different regions 

 

As can be seen from Figure 1, the moisture values 

of the raw hazelnuts were determined as 3.88-

4.56%. It is recommended that the maximum 

moisture content in raw hazelnuts should be max. 

4.5% [29]. It was observed that the moisture values 

of our samples were close to or higher than the 

recommended maximum value. Aluç and Aluç [30] 

found the moisture values of 186 Akcakoca, 177 

Ordu and 160 Giresun raw hazelnut samples to be 

4.2-6.8%. According to meteorological data, the 

rainfall of the 4 regions is approximately 61.6-75.9 

mm per year. Samples of raw nuts with the highest 

moisture content were obtained from Ordu region. 

This is due to the fact that the average annual 

rainfall in the Ordu region is generally higher than 

the other three regions.  

 

As a result of mycological isolation of raw 

hazelnut, roasted hazelnut, hazelnut paste and inner 

membrane samples, Aspergillus species were 

observed as the most dominant fungal ones. 

Natural mycoflora determined as a result of 

mycological isolations in samples obtained from 

different regions is presented in Table 1 and Figure 

2.  Aspergillus and Penicillium species are 

predominant in the studies conducted on the 

determination of raw and roasted hazelnut 

mycoflora, however, Rhizopus, Fusarium, 

Cladosporium, Trichothecium, Mucor, Alternaria 

and Trichoderma species have also been reported 

to be isolated [31, 32]. No studies have been found 

in the literature on the determination of mycoflora 

in hazelnut paste and inner membrane samples. 

 

 

 

 

 

 
a. A. flavus from raw nuts; b. A. niger from roasted nuts; c. Fusarium spp. from hazelnut butter; d. Penicillium spp. from the 

inner membrane; e. Trichoderma spp. from raw nuts;   f. A. flavus from roasted hazelnuts; g. Fusarium spp. from hazelneut butter; 

h. A. niger isolated from the inner membrane ı. A. flavus from raw nuts; j. Fusarium spp. from roasted hazelnuts; k.Trichoderma  

spp. isolated hazelnut butter; l. Penicillium spp.  isolated from inner membrane; m. Tricoderma spp. from raw nuts;    n. A. flavus 

from roasted hazelnuts; o. A. niger from hazelneut butter; p. Tricoderma spp. from the inner membrane. 

 

Figure 2. Isolated fungal species from sample groups. 
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Table 1. Natural mycoflora determined as a result 

 

Regions 

 

Sample 

Type 
Fungus Species % Isolation  

 

Regions 

 

Sample 

Type 
Fungus Species % Isolation  

T
ra

b
zo

n
 

R
a
w

 

Aspergillus 68.0 

O
rd

u
 

R
a
w

 

Aspergillus 
63.0 

Penicillium 19.2 
Penicillium 

23.3 

Rhizopus 12.8 Rhizopus 9.4 

R
o
a
st

ed
 

Aspergillus 57.8 
Fusarium 

2.6 

Penicillium 26.6 
Trichoderma 

1.7 

Fusarium 8.4 

R
o
a
st

ed
 

Aspergillus 
44.5 

Alternaria 4.6 
Penicillium 

33.5 

Rhizopus 2.6 
Fusarium 

16.5 

B
u

tt
er

 

Aspergillus 50.3 Rhizopus 5.5 

Penicillium 43.5 

B
u

tt
er

 

Aspergillus 
51.0 

Fusarium 6.2 
Penicillium 

20.6 

İn
n

er
 M

em
b

ra
n

e Aspergillus 60.6 
Rhizopus 

18.0 

Penicillium 33.0 
Fusarium 

10.4 

Rhizopus 4.0 

İn
n

er
 

M
em

b
. 

Aspergillus 
95.0 

Trichoderma 1.4 
Penicillium 

4.4 

G
ir

es
u

n
 

R
a
w

 

Aspergillus 45.0 Rhizopus 0.6 

Penicillium 21.0 

A
k

ça
k

o
ca

 

R
a
w

 

Aspergillus 
54.2 

Rhizopus 21.0 
Penicillium 

14.6 

Fusarium 13.0 Rhizopus 14.6 

R
o
a
st

ed
 

Aspergillus 78.5 
Fusarium 

8.3 

Penicillium 17.5 
Trichoderma 

8.3 

Fusarium 4.0 

R
o
a
st

ed
 

Aspergillus 
45.2 

B
u

tt
er

 

Aspergillus 63.7 Rhizopus 27.0 

Penicillium 23.7 
Penicillium 

18.3 

Trichoderma 10,0 Fusarium 9.5 

Rhizopus 2,0 

B
u

tt
er

 

Aspergillus 
81.3 

Fusarium 0,6 
Penicillium 

18.7 

İn
n

er
 M

em
b

ra
n

e Aspergillus 4.8 

İn
n

er
 M

em
b

ra
n

e 

Aspergillus 
85.1 

Penicillium 34.4 
Penicillium 

9.3 

Trichoderma 12.2 
Trichoderma 

4.7 

Rhizopus 5.6 Rhizopus 0.9 
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Figure 3. Fungus genus isolated from raw and roasted hazelnut samples. 

 

Mycoflora in raw hazelnut was determined to be 

45-68% of Aspergillus spp., 14.6-23.3% of 

Penicillium spp., 9.4-21% of Rhizopus spp., 2.6-

13.0% of Fusarium spp., and 1.7-8.3% of 

Trichoderma spp. These ratios were found to be as 

follows in the mycoflora of roasted hazelnuts: 44.5-

78.5% Aspergillus spp., 17.5-33.5% Penicillium 

spp., 2.6-27.0% Rhizopus spp., 4.0-16.5% 

Fusarium spp., 0.0-4.0% Alternaria spp. (Figure 

3). 

 

Various studies on the determination of natural 

microflora in raw and roasted hazelnuts yield 

similar results to the present study. In these studies, 

although Aspergillus and Penicillium species were 

dominant, Rhizopus, Fusarium, Cladosporium, 

Trichothecium, Mucor, Alternaria and 

Trichoderma species were also isolated [31-34]. 

Aspergillus spp. was found to be high in natural 

mycoflora of raw and roasted hazelnuts in many 

studies [35-37].Other fungi genus and their 

proportions isolated from raw nuts are as follows: 

12.8-23.3% Rhizopus spp., 9.4-19.2% Penicillium 

spp., 2.6-13% Fusarium spp. and 1.7-8.3% 

Trichoderma spp. According to a study carried out 

by Demir et al. [38] on 30 raw hazelnut samples, 

the most commonly isolated fungi genus have been 

reported as follows: 2.2- 100.0% Aspergillus spp., 

4.0-67.4% Penicillium, 2.0-62.0% Rhizopus, 2.0-

82.0% Mucor and 2.0-56.0% other fungus genera.  

Simsek et al. [39], identified 96.6% Aspergillus 

spp., 93.3% Penicillium, 96.6% Rhizopus and 

83.3% Mucor in 30 hazelnut samples obtained 

from Giresun. It is thought that the reason of high 

observation of the Aspergillus spp. in many of our 

samples is that the hazelnut was exposed to fungal 

contamination in the tree and during harvest. 

Furthermore, this indicates that although the 

product is harvested early and the shell forms a 

protective layer, there is a risk of contamination 

from cracks that may occur during harvest. In 

addition, high moisture content of hazelnut 

growing areas is one of the important factors that 

promote the development of Aspergillus spp. 

According to our literature search could ascertain, 

no study is available on natural mycoflora formed 

in hazelnut inner membrane and hazelnut paste. 

However, it is thought that the data obtained from 

this study will serve as an example for other 

scientific studies in the future. As can be seen from 

Figure 4, 47.8-95.0% Aspergillus spp., 4.4-34.4% 

Penicillium spp., 1.4- 12.2% Trichoderma spp., 

and 0.6-4.0% Rhizopus spp. was determined in the 

inner membranes of hazelnuts samples collected 

from 4 regions. Unidentified fungi species were 

ignored. From hazelnut paste samples, 50.3-81.3% 

Aspergillus spp., 18.7-43.5% Penicillium spp., 2.0-

18.0% Rhizopus spp., 0.0-10.0% Trichoderma spp. 

and 0.6-10.4% Fusarium spp. were isolated. 

Although Aspergillus spp. species that can 

synthesize aflatoxin in hazelnut paste samples are 

different according to regions, they have been 

isolated and identified as the most dominant 

species in the present study by 50.3-81.3%. 

Penicillium, Rhizopus, Fusarium and Trichoderma 

strains were isolated in 18.7-43.5%, 2.0-18.0%, 

0.6-10.4% and 0.0-10.0%, respectively in 

mycoflora of hazelnut paste samples. 
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Figure 4. Fungus genus isolated from hazelnut paste and inner membrane samples. 

 

The high rate of Aspergillus spp. species in most of 

our samples suggests that hazelnut is exposed to 

fungal contamination in the tree and during harvest.  

 

This is because the development of Aspergillus 

spp. species in shelled hazelnuts starts on the 

surface of the shell when it is still in the tree, and it 

can increase during the contact of the product with 

the soil and harvesting. Aspergillus spp. are not 

seen in shelled hazelnuts that come into contact 

with the ground, while A. flavus-parasiticus 

develops in the hazelnut which is damaged in the 

outer shells [31]. This is because the hard shell of 

hazelnut is a good protector against fungal 

contamination and bacteria. 

50% of the total 150 raw hazelnuts, roasted 

hazelnuts, hazelnut paste and inner membranes, 

aflatoxin contamination was found to be at levels 

of 0.1-38.2 ppb. Aflatoxin levels of 2.11-10.03 ppb 

were determined in 9 of 30 raw hazelnut samples 

and only one sample had aflatoxin content above 

the legal limit. Aflatoxin contamination (14.0%) 

and aflatoxin levels (0.1-4.04 ppb) were below the 

legal limit in roasted hazelnut samples (Table 2). 

      

Table 2. Toxin contents and contamination rates determined in the samples 

Sample 

Number 

of 

Samples 

Aflatoxin 

(ppb) 

Contaminated 

Samples 

Exceeding 

Legal Limit 
% 

Contamination 

Raw 30 2,11-10,03 9 1 30 

Roasted 50 0,1-4,04 7 - 14 

Hazelnut 

Butter 

20 0,2-6,02 9 - 45 

Inner 

Membran 

50 0,7-38,2 50 25 100 

 

 

As a result of statistical evaluations between the 

moisture contents and aflatoxin formation of 4 

different hazelnut samples obtained from different 

regions, the relationship between moisture content 

and aflatoxin formation was found to be significant 

(p<0.05) (Figure 5). 
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Figure 5. The relationship between moisture content and aflatoxin formation. 

 

While the amount of aflatoxin was found to be 30% 

in the studied hazelnut samples, in only one of the 

samples obtained from 4 regions, total aflatoxin 

levels exceeded 10 ppb, which is the legal limit of 

aflatoxin determined by the Turkish Food Codex. 

Aycicek et al. [40] have studied the total aflatoxin 

levels in raw hazelnuts. According to this study, 

only one of 51 raw hazelnut samples has been 

reported to exceed this legal limit. Especially in 

raw hazelnut samples, high moisture content and 

therefore aflatoxin content were detected in high 

rainfall areas, indicating that climatic data play an 

important role. Aluç and Aluç [30] determined the  

 

levels of aflatoxins in raw nuts obtained from 

Akçakoca, Ordu and Giresun. In 10 of 186 lots raw 

nuts from Akcakoca region B1 = 2.66-75.08 ppb, 

total = 4.77-78.93 ppb, 20 of 160 lots raw nuts from 

Giresun region B1 = 2.17-75.68 ppb, total = 4.34-

150, 08 ppb, and 16 of 177 lots raw nuts from Ordu 

region B1 = 2.1-29.44 ppb, total = 3.61-135.51 ppb 

aflatoxin contamination. Due to the high rainfall in 

the regions where raw hazelnuts are grown, factors 

such as high moisture values and the fact that 

hazelnuts are not fully developed while in the tree 

cause aflatoxin formation. In addition, mistakes 

made during the production, processing and 

storage stages lead to an increase in the amount of 

aflatoxin. 

 

Aflatoxin was determined in 7 of the 50 roasted 

hazelnut samples and total amount of aflatoxin was 

between 0.1-4.04 ppb. The amount of aflatoxin 

found in the samples was found to be below the 

legal limit specified in the Turkish Food Codex. 

Heperkan [31] has investigated the mycotoxins in 

foods and their importance in terms of our country. 

In this study, 140 samples obtained from Ordu, 

Giresun and Tirebolu in Blacksearegion were 

examined and aflatoxin was determined in 5 of 25 

hazelnut samples. Deabes and Al-Habib [34] 

reported that Aspergillus species, which are 

capable of producing aflatoxin, were predominant 

in mycoflora of hazelnut samples and aflatoxin 

levels were found to be between 41-55 ppb. 

 

Aflatoxin content was found to be 14.0% in roasted 

hazelnut samples. This value was found to be lower 

than in raw hazelnut. Raw nuts are more risky in 

terms of aflatoxin, while roasted nuts are more 

stable [41]. The reason for this is that some fungi 

in the mycoflora become ineffective and the 

moisture content decreases as a result of heat 

treatments applied to roasted hazelnuts. Because 

fungal contamination is more common due to the 

high rate of free water required for the development 

of fungi. In addition, as the fat content of the 

products increases, the rate of mold and aflatoxin 

increase [42]. 

 

In a study, aflatoxin levels were investigated in 

hazelnuts. Aspergillus species capable of 

producing aflatoxin in the mycoflora of hazelnut 

samples analyzed have been reported to be 

predominant and aflatoxin levels vary between 41-

55 ppb [34]. 

 

In a study investigating natural mycoflora and 

aflatoxin contamination in 25 raw and 25 roasted 

hazelnut samples, aflatoxin contamination was 

reported in 33 (66%) of 50 hazelnut samples at 0.1–

155 ppb levels. In this study, aflatoxin formation 

above the legal limit was determined at 14.2-155 

ppb levels in 2 raw and 6 roasted hazelnut samples 

[32]. 

 

Baltacı et al. [43], have collected samples during 3 

years from companies exporting raw and roasted 

hazelnuts. According to the results of this study, 
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aflatoxin levels were found to be between 0.02-

78.98 ppb in 3188 samples. It was determined that 

3147 of these samples had aflatoxin below the legal 

limits and 41 of them were well above the legal 

limits. 

 

The amount of aflatoxin was found to be 100% in 

hazelnut inner membrane. It is noteworthy that 

aflatoxin levels reach a high rate of 0.7-38.2 ppb. 

However, since there is no limitation of aflatoxin 

in the inner membrane in Turkish Food Codex, our 

samples could not be evaluated in this respect. 

Hazelnut membrane is a thin and brown perisperm 

layer that completely encapsulates the hazelnut 

grain and is released as a by-product during 

roasting process. The antioxidant capacity of 

hazelnut membrane is high and it is also considered 

as dietary fiber [44,45]. In the Blacksearegion, 

hazelnut inner membrane is used for different 

purposes such as animal feed and soil fertilizer. The 

absence of a legal limitation for aflatoxin 

contamination in the hazelnut membrane is highly 

risky for the health. Therefore, it is thought that it 

should be controlled with legal restrictions. While 

studies have been conducted to determine whether 

the hard shell protects the hazelnut against fungal 

contamination and thus aflatoxin formation, there 

is not enough work on the inner membrane. 

However, in a study by Özer [46] the aflatoxin 

content of the membrane was examined after 

roasting and peeling of the hazelnuts. In addition to 

natural contaminated hazelnuts, hazelnuts were 

artificially contaminated with Aspergillus flavus to 

contain aflatoxin at levels 10 and 20 ppb. 

According to the data obtained from the study, 

roasting, manual separating, mechanical separating 

and membrane peeling were found to reduce 

aflatoxin contamination and Aflatoxin B1 content 

in hazelnuts. Aflatoxin B1 level before the first 

roasting process was 11.28 ppb. this value was 

found to be 11.11 ppb after roasting. This value 

decreased to 0.23 ppb after peeling of the 

membrane. In the membrane, Aflatoxin B1 (12.71 

ppb) was reported to be higher than hazelnut. It has 

been reported that aflatoxin is concentrated in the 

membrane and damaged hazelnuts and the average 

reduction in aflatoxin contamination after 

operations is reported to be 98%. 

 

Aflatoxin levels of 0.2-6.02 ppb were determined 

in 9 of 20 hazelnut paste samples used in the study. 

Although the rate of aflatoxin contamination in the 

samples was 45%, none of them exceeded the legal 

limit specified in the Turkish Food Codex (max.5 

ppb for aflatoxin B1, max. 10 ppb for total 

aflatoxin). Vural et al. [47] examined 180 hazelnut 

paste samples consumed in Istanbul in terms of 

aflatoxin B1 and total aflatoxin and found that 

6.59% of the samples exceeded the legally 

acceptable maximum level. Günşen and 

Büyükyörük [48] reported that there were an 

average of 1076.5 ± 194.4 ppb aflatoxin B1 in 25 

cocoa hazelnut paste obtained from various 

markets in Bursa. Yu et al., [49] reported that the 

majority of aflatoxins are better produced by fungi 

in glucose, fructose-containing media. It is thought 

that hazelnut, which is a good substrate for 

Aspergillus species and sugar added as an additive 

in hazelnut paste may have increased aflatoxin 

production in hazelnut paste. The rate of 

contamination in the hazelnut paste analysed 

cannot be ignored. This situation makes us think 

that businesses producing hazelnut paste, which is 

a food consumed especially by young people and 

children, should be more careful in hazelnut intake, 

operational hygiene and storage. 

 

4. CONCLUSION 

The weather in the Black Sea region is rainy and 

continuously the harvesting season is very humid, 

increasing the risk of Aflatoxins contamination. 

Fungal contamination and consequently aflatoxins 

formation can occur in hazelnuts, at pre-harvest, 

harvest, during post-harvest applications and also 

in storage. According to this study results indicate 

that, although the risk of aflatoxin formation is 

present in hazelnuts and products, the most 

important stages to prevent aflatoxin occurrence 

are harvesting and drying methods including 

storage. 
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