
Cumhuriyet

Science

Journal

       ISSN : 2587-2680

    e-ISSN : 2587-246X 

Cumhuriyet University

Volume :  41           Number :  3           Year :  2020

Cu
m

huriyet Science Journal

CU
MHURİYET UNIVERSITY

FACULTY OF SCIENCE



 

 
   ISSN: 2587-2680 

e-ISSN:2587-246X 

   Period: Quarterly  
   Founded: 2002  

   Publisher: Cumhuriyet        

   University 
 

Cumhuriyet Science Journal (CSJ) 

Journal Previous Name: Cumhuriyet Üniversitesi Fen-Edebiyat Fakültesi Fen Bilimleri Dergisi 

Old ISSN: 1300-1949 

                                            

Owner on behalf of the Cumhuriyet University, Faculty of Science 

Prof. Dr. İdris Zorlutuna (Sivas Cumhuriyet University) 

Editor in Chief 

Prof. Dr. İdris ZORLUTUNA (Sivas Cumhuriyet University) 

Managing Editor 

Assoc. Prof. Dr. Adil ELİK (Sivas Cumhuriyet University) 

Editors 

Prof. Dr. Baki KESKİN 

bkeskin@cumhuriyet.edu.tr 

Subjects: Mathematics and Statistics 

Institution: Sivas Cumhuriyet University 

 

Assoc. Prof. Dr.  Adil ELİK 

elik@cumhuriyet.edu.tr 

Subjects: Chemistry and Chemical Engineering,Environmental Sciences,Basic Sciences (General) 

Institution: Sivas Cumhuriyet University 

 

Prof. Dr. Nilüfer TOPSAKAL 

ntopsakal@cumhuriyet.edu.tr 

Subjects: Applied Mathematics 

Institution: Sivas Cumhuriyet University 

Prof. Dr. Serkan AKKOYUN 

sakkoyun@cumhuriyet.edu.tr 

Subjects: Physics and Physical Engineering 

Institution: Sivas Cumhuriyet University 

 

mailto:bkeskin@cumhuriyet.edu.tr
mailto:elik@cumhuriyet.edu.tr
mailto:bkeskin@cumhuriyet.edu.tr
mailto:sakkoyun@cumhuriyet.edu.tr


Prof. Dr. Hülya KURŞUN 

hkursun@cumhuriyet.edu.tr 

Subjects: Earth Sciences 

Institution: Sivas Cumhuriyet University 

 

Subjects: Moleculer Biology and Genetics, Biochemistry 

Institution: Sivas Cumhuriyet University 

 

Prof. Dr. Halil İbrahim ULUSOY 

hiulusoy@cumhuriyet.edu.tr 

Subjects: Chemistry, Analytical Chemistry, Drug Analysis, Pharmacy 

Institution: Sivas Cumhuriyet University 

 

Abstracted&Indexeding 

ULAKBİM TR-Dizin 

Index Copernicus  (ICI Journals Master List) 

Clarivate Analytics Zoological Record 

Crossref 

Directory of Open Access Journals (DOAJ) 

WorldCat 

Akademik Dizin 

Arastirmax Bilimsel Yayın İndeksi 

Bielefeld Academic Search Engine (BASE) 

Directory of Research Journal Indexing (DRJI) 

Google Scholar 

Research Gate 

Idealonline 

                                                    

 

 

 

 

 

  

 

 

 

 

mailto:hkursun@cumhuriyet.edu.tr
mailto:hkursun@cumhuriyet.edu.tr


Field Editors 

Prof.Dr. Sezai ELAGÖZ (Aselsan) 

Prof.Dr. Muhammet BEKÇİ ( Sivas Cumhuriyet University) 

Assoc.Prof.Dr. Duran KARAKAŞ  ( Sivas Cumhuriyet University) 

Assoc. Prof. Dr. Yaşar ÇAKMAK  ( Sivas Cumhuriyet University) 

Assoc.Prof.Dr. Sevgi DURNA DAŞTAN  ( Sivas Cumhuriyet 

University) 

Assist. Prof. Dr. Didem ALTUN (Sivas Cumhuriyet University) 

Editorial Board 

Prof. Dr. Mustafa SOYLAK (Erciyes University) 

Prof.Dr. Münevver SÖKMEN (KGTU) 

Prof.Dr. Hüseyin MERDAN (TOBB ETU) 

Prof.Dr. Chuan Fu Yang (Nanjing University of Science and 

Technology) 

Prof.Dr. Mehmet AKKURT (Erciyes University) 

Prof.Dr. Mustafa KAVUTÇU (Gazi University) 

Prof.Dr. Abuzar KABIR (International Forensic Research Institute) 

Prof. Dr. Mustafa TÜZEN (GOP University) 

Prof.Dr. Ali Fazıl YENİDÜNYA (Sivas Cumhuriyet University) 

Prof.Dr. Songül KAYA MERDAN (METU) 

Prof.Dr. Yeşim SAĞ AÇIKEL (Hacettepe University) 

Prof.Dr. Mehmet ŞİMŞİR (Sivas Cumhuriyet University) 

Prof.Dr. Atalay SÖKMEN (KGTU) 

Prof. Dr. Marcello LOCATELLI (University "G. d'Annunzio" of 

Chieti-Pescara). 

Dr. Ricardo I. JELDRES (Universitad de Antofagasta) 

Dr. Jose Javier Valiente-Dobon (INFN-LNL, Padova University) 

Prof.Dr. Mustafa YILDIRIM (Sivas Cumhuriyet University) 

Assoc.Prof.Dr. Ali DELİCEOĞLU (Erciyes University) 

Assoc.Prof.Dr. Tuncay BAYRAM (Karadeniz Technical 

University) 

Assoc.Prof.Dr. Gökhan KOÇAK (Erciyes University) 

Dr. Francois VOS (The University of Queensland) 

Dr. Nadjet Laouet (Freres Mentouri Constantine-1 University) 

Layout Editors: 

Research Assistant Esra Merve YILDIRIM 

 

Copyeditors: 

Research Assistant Özgür İNCE 

Research Assistant Doğa Can SERTBAŞ 

Research Assistant Dr. Hacı Ahmet KARADAŞ 

 

Proofreader: 

Assist. Prof. Dr. Yener ÜNAL 

Assist. Prof. Dr. Tuğba MERT 

 

Publication Type. Peer Reviewed Journal 

Cite Type:  Cumhuriyet Sci. J.  

 

Contact Information 

Faculty of Science Cumhuriyet University 58140 

Sivas- TURKEY  

Phone: +90(346)2191010-1522 

Fax: +90(346)2191186 

e-mail: csj@cumhuriyet.edu.tr 

http://dergipark.gov.tr/csj 

 

 



CONTENTS PAGES 

Ozan ÖZTÜRK, Emine ÖZTÜRK, Sezai ELAGÖZ 

Electronic characteristics of asymmetric triple GaAlAs/GaAs and GaInAs/GaAs quantum wells depending on Al and 

In concentration……………………………………………………………………………………………………………………… 
565-570 

Özge KURAN, Seçil YALAZ 

Henderson's method approach to Kernel prediction in partially linear mixed models……………………………………. 571-579 

 Ayşe GÜNDOĞDU, Uğur ÇARLI 

Microbiological pollution and some physicochemical properties of sıkaraağaçlar creek in sinop (Black Sea-

Turkey)………………………………………………………………………………………………………………………………... 
580-593 

Bahar MERYEMOĞLU, Burçak KAYA ÖZSEL, Berna NİŞ  

A research on antioxidant activity evaluation of waste lignocellulosic biomass: optimization using response surface 

methodology……………………………………………………………………………………………………………………….... 
594-601 

Gülcan GENCER, Kerem GENCER 

Comparison of estimators under different loss functions for two-parameter bathtub - shaped lifetime 

distribution…………………………………………………………………………………………………………………………… 
602-611 

Yılmaz ÇEVEN, Doğukan OZAN 

Neutrosophic triplets in some neutrosophic rings…………………………………………………………………………........ 612-616 

Uğur ULUSU, Fatih NURAY 

Lacunary I-invariant convergence………………………………………………………………………………………………. 

 

617-624 

Evrim TOKLU, Neslihan KARAGÖZ 

On some geometric properties of normalized Wright functions………………………………………………………………. 

 

625-634 

Ahmet Şevki TAŞKIRAN, Yaşar TAŞTEMUR 

The comparison of inflammatory markers in pentylenetetrazole-induced acute epileptic seizure model and chronic 

epilepsy model in rats………………………………………………………………………………………………………......... 
635-641 

Ümit TOKEŞER, Ömer ALSAN 

Equality of internal angles and vertex points in conformal hyperbolic triangles…………………………………………. 642-650 

Adnan ALDEMİR, Ali Rıza KUL 

Isotherm, kinetic and thermodynamic studies for the adsorption of methylene blue on almond leaf powder...………….. 651-658 

Duran KARAKAŞ 

Computational study on molecular structure, vibrational spectrum analysis and acidity strength of P4On (n = 6-10) 

phosphorus oxides with cage structure……………………………………………………………………………………………. 
659-664 

Fatoş Ayça ÖZDEMİR OLGUN, Birsen DEMİRATA ÖZTÜRK 

Evaluation of tetracycline, oxytetracycline and penicillin G residues in chicken meat samples by high performance 

liquid chromatography with pda detection…………………………………………………………………………………….... 

 

665-670 

Cemalettin UYAN, Ersin YULMAZ 

UV-VIS spectrophotometric determination of magnesium after complexing with 8-hydroxy quinoline in sodium 

dodecyl sulphate micellar medium…………………………………………………………………………………………......... 
671-679 

Burçak ZEREYKAYA, Dilek ESKİKÖY BAYRAKTEPE, Zehra YAZAN 

An adsorptive stripping voltammetric study based on disposable pencil graphite sensor for the determination of 

caffeine in local brand ice tea…………………………………………............................................................................... 
680-689 

Ahmet ERDEM 

pH and thermoresponsive comb-type grafted hydrogels based on polyethylene glycol diglycidyl ether and 

monoamino/diamino terminated jeffamines: synthesis, characterization and physicochemical 

properties…………………………………………………………………………………………………………………………….. 

690-698 

https://dergipark.org.tr/tr/pub/@spmodak2000


Pınar BAŞER 

Pressure and temperature effects on magnetoelectric band energies in GaAs / InxGa1-xAs cylindrical quantum 

wires…………………………………………………………………………………………………………………………………… 
699-705 

İdil ÇETİN 

Antiproliferative effects of cetuximab on triple negative breast cancer cell line MDA-MB-

231……………………………………………………………………………………………………………………………………. 

 

706-711 

Arzu KARATEPE, Ahmet ÇETİN 

Antioxidant and prooxidant activity of new 1,2-diols and thiadiazoles derivatives in Saccharomyces cerevisiae yeast 

cells……………………………………………………………………………………………………………………………………. 

 

712-719 

Abdulkadir ŞEKER, Banu DİRİ, Halil ARSLAN, Fatih AMASYALI 

Summarising big data: public GitHub dataset for software engineering challenges……………………………………… 720-724 

Lale CİVAN, Macid NURBAŞ 

Investigation of 58S bioactive glass tablets…………………………………………………………………………………….. 

 
725-731 

Ayla DOĞAN, Mecit SİVRİOĞLU, Şenol BAŞKAYA 

Numerical investigation of heat transfer from heat sources placed in a horizontal rectangular channel……………… 732-740 

Ozhan PAZARCI, Yunus TORUN, Serkan AKKOYUN 

Estimation of the future fracture epidemiology in the patients applying to the emergency department with long short 

time memory method ………………………………………………………………………………………………………………. 

 

741-746 

 

http://dergipark.org.tr/csj/issue/46518/532135
http://dergipark.org.tr/csj/issue/46518/532135


 

 

 

Cumhuriyet Science Journal 
e-ISSN: 2587-246X                                        Cumhuriyet Sci. J., 41(3) (2020) 565-570 
   ISSN: 2587-2680                                                          http://dx.doi.org/10.17776/csj.652216 

 

 

*Corresponding author. Email address: ozanozturk@cumhuriyet.edu.tr 

http://dergipark.gov.tr/csj     ©2020 Faculty of Science, Sivas Cumhuriyet University 
 

Electronic characteristics of asymmetric triple GaAlAs/GaAs and 

GaInAs/GaAs quantum wells depending on Al and In 

concentration 

Ozan Öztürk1* , Emine Öztürk2 , Sezai Elagöz3  

1 Sivas Cumhuriyet University, Department of Nanotechnology Engineering, 58140, Sivas-TURKEY 

2 Sivas Cumhuriyet University, Department of Physics, 58140, Sivas-TURKEY 

3 ASELSAN - Microelectronics, Guidence & Electro-Optics, Ankara-TURKEY 

 

Abstract  
 

Herein, the electronic characteristics of asymmetric triple Ga1-x Alx As/GaAs quantum wells 

(A model) and Ga1-x Inx As/GaAs quantum wells (B model) have been examined as 

dependent on Al and In concentration. The energy levels, the wave functions and the finding 

probability of electron in quantum well (QW) of these systems under effective mass approach 

were concluded by Schrödinger equation solution. According to our results, the main 

differences between models A and B are effective mass and energy gap. For A model, 

GaAlAs is the barrier and GaAs is the well. Whereas for B model, GaAs is the barrier and 

GaInAs is the well. Also, the energy levels and the potential height of B model are 

unceasingly higher than of B model. The concentration ratio has a great impact on the 

electronic features of the asymmetric triple quantum well (ATQW). These features have a 

convenient attention for the purpose of adjustable semiconductor devices. 
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1. Introduction 

The electronic characteristics of the low-

dimensional structures (LDSs) are extremely 

reliant on the pressure of the asymmetry of the 

potential profile of a semiconductor quantum well 

(QW). Such asymmetry of the potential shape 

could be provided by an electric field or the 

potential profile may be altered by an alloy ratio. 

We are concerned in observing the structure of an 

asymmetric triple quantum wells (ATQW) formed 

by two different semiconductors (e.g, 

GaAs/GaAlAs and InGaAs/GaAs). These 

structures contain three QWs coupled by two 

barriers. They are very suitable structure for 

observing quantum electronic transport. Because 

GaAlAs / GaAs QW systems are applied in modern 

photo-electronics and high-speed electronic 

devices, the electrical and optical properties of the 

related systems have been widely investigated 

under both the pressure and external fields [1-6]. 

The segregation of indium atoms in the GaInAs 

layer has been extensively researched in current 

times, as the considerate of high-performance 

devices desires sudden hetero-interfaces [7-11]. 

These indium atoms are powerfully related to the 

growth temperature and the GaInAs/GaAs 

structure is allocated from the growing surface 

throughout MBE growth. 

ATQW structures are the ultimate structures for 

examining the mechanisms of carrier transfer [12-

14], related to single and double QWs. These 

systems are very motivating for the device 

industry because by the interlayer distance between 

QWs and the barrier alters, a development in the 

transport features is realized. The focus benefit of 

asymmetric multiple quantum well (AMQW) 

semiconductors over single QW is the advanced 

exciton electro-optic reply. The opto-electronic 

features of the excitons in AMQWs ensure a range 

of potential practices in high-speed spatial light 

modulators and switches. This study focused on the 

theoretical research of the electronic qualities of 

Ga1-x Alx As/GaAs ATQWs and Ga1-x Inx As/GaAs 

http://dx.doi.org/10.17776/csj.59
https://orcid.org/0000-0002-9592-3152
https://orcid.org/0000-0003-2508-0863
https://orcid.org/0000-0002-3600-8640
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ATQWs  depending on the x-concentration (where 

x represents the contribution rate of Al and In in 

ATQW, individually). A model and B model will 

be named for Ga1-x Alx As/GaAs ATQWs and Ga1-

x Inx As/GaAs ATQWs, correspondingly. There are 

on the left hand side “semi parabolic QW”, the 

middle hand side “semi half inverse parabolic-half 

parabolic QW” and on the right hand side “semi 

inverse parabolic QW”. The motivation for using 

many ATQWs with different images is to create 

multi wavelength optical devices.  

 

2. Materials and Methods 

Under the effective-mass approach, the wave functions and the energy levels for electrons in ATQW 

could be realized by dissolving the one-dimensional Schrödinger equation. 

                           (−
ℏ2

2m∗

d2

dz2
+ V(z))Ψ(z) = E Ψ(z)                                           (1) 

where V(z) is the confined potential, and E and Ψ(z) are the eigen-energy and eigen-function of the Eq. 

(1) solution.  

The confinement  potential of ATQW for the particle  z-direction , bL and bR being the left and right 

barrier widths,  LL, LM and LR being the left, middle and the right quantum widths, respectively, are given 

by  

 

 V(z) = V0

{
 
 
 
 

 
 
 
 

2

LL
2 (z + bL +
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2
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2
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2
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2
≤ z ≤ 0 

2

LM
2 z

2                                                                               0 ≤ z ≤
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2

−
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2
)
2
+
1

2
          

LM

2
+ bR ≤ z ≤  

LM

2
+ bR + LR 

             1                                                               elsewhere

   (2) 

 

The discontinuity in the conduction band edge and the effective mass of electron of  

Ga1-xAlxAs/GaAs [15-17] and Ga1-xInxAs/GaAs [15-16, 18] are analyzed using the next equations.  

                                                    mGaAlAs
∗ = (0.067 + 0.083 x)m0                                                             (3a) 

                                                    mGaInAs
∗ = (0.067 − 0.04 x)m0                                      (3b) 

                                             V0
GaAlAs = 0.6 (Eg

GaAlAs − Eg
GaAs)                                  (4a) 

                                                    V0
GaInAs = 0.6 (Eg

GaAs − Eg
GaInAs)                                   (4b) 

Where Eg
GaAlAs = (Eg

GaAs + 1247 x) meV, Eg
GaInAs = (Eg

GaAs − 1619 x + 555 x2) meV, Eg
GaAs =

1424 meV, and m∗ is the effective mass depending on the material composition.  

 The QW confined potential is essential for the limitation of the electrons. Therefore, the finding 

probability of the electron in different QWs is provided by, 

 

                                     Pi
W = ∫|Ψi

W(z)|
2
 dz      (i = 1, 2, 3;        W = L,M, R)                                     (5) 

where L, M and R indicate the left QW (LQW), the middle QW (MQW) and the right QW (RQW), 

correspondingly. 
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3. Results and Discussion 

It has been notionally examined the electronic 

features of A and B models depending on the x-

concentration for ATQW. In this study, all well 

widths are LL = LM = LR = 8 nm, bL = bR =

2 nm and T = 300K.  

For different x-values, Fig. 1 (A model) and Fig. 2 

(B model) demonstrate the confinement potential, 

the bound energy levels and squared wave 

functions referred to these energy levels. As 

understood from Eq. (3) and Eq. (4), the major 

differences of A and B type are the effective mass 

and the energy gap. While for A model the well is 

GaAs and the barrier is GaAlAs, for B model the 

well is GaInAs and the barrier is GaAs. As 

estimated, the energy levels of A model with lower 

potential height are continuously lower than the 

energy levels of B model. As can be seen from 

these figures, there are three, four and five energy 

states in A structure for x = 0.10, x = 0.15 and x = 

0.20 respectively, whereas B structure with the 

same ratios has three, three and four confined 

energy levels, respectively. For both models, the 

electron in the ground state is commonly located in 

LQW, while the electrons at the second and third 

energy levels are encircled in MQW and RQW, 

respectively. As the height of the potential profile 

changes depending on the concentration ratio, both 

the bound state energy levels and the probability  

 

 densities of electrons at these energy levels 

change. The sensitivity of A model to the x-

concentration ratio appears to be higher than B 

model. 

For structure A and B, the resulting bounded state 

energy levels corresponding to the change in the 

concentration ratio between x = (0.10 − 0.25) are 

given in Fig. 3a and Fig. 3b, serially. As expected, 

as the concentration ratio increases, the height of 

the limited potential and consequently the values of 

the energy levels increase, and more confined state 

energy levels exist in QWs. The fourth bound state 

energy is seen at x ≥ 0.15 in A structure and x ≥
0.16 in B structure. In A model, the fifth energy 

level was found within the enclosed potential at 

x ≥ 0.20, whereas this energy level appeared in the 

B model at x ≥ 0.24. The differences are due to 

the fact that the effective mass of the electron in B 

structure is smaller than A structure and thus the 

energy levels rise to higher values. Therefore, if it 

is desired to obtain more bound state energy levels 

depending on the x-concentration value, then A 

model should be preferred. 

In Fig. 4a and Fig. 4b, the finding probability of the 

electrons in LQW, MQW and RQW for first three 

bounded energy states as a function of the x- 

concentration is shown for both A and B model, 

respectively. 

 

 

 

Figure 1. For ATQW (A model), the confined potential and 

the bound energy levels with their squared wave functions for 

a) x = 0.10, b) x = 0.15, c) x = 0.20. 
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Figure 2. For ATQW (B model), the confined potential and 

the bound energy levels with their squared wave functions for 

a) x = 0.10, b) x = 0.15, c) x = 0.20. 

 

 

 

 

 

In both models, for the first value x =0.10, the 

ground, second and third state energy levels are 

located in LQW, MQW and RQW, respectively, 

and these probability densities in the same QWs 

rise as the concentration ratio increases. The 

probability densities in B model is slightly lower 

than A model. 

4. Conclusions 

In present work, the electronic qualities of 

asymmetric triple Ga1-xAlxAs/GaAs and Ga1-

xInxAs/GaAs /GaAs QWs are observed related to 

the x-concentration value. The greatest essential 

difference between these models is the size of 

energy levels. We analyzed the potential height, the 

bound energy levels and the finding probabilities of 

the electrons in ATQW. In particular, we have 

 

 

 

Figure 3. For ATQW the variation of the confined potential 

height and the bound energy levels versus the x-concentration 

ratio values for a) A model, b) B model. 



Öztürk et al. / Cumhuriyet Sci. J., 41(3) (2020) 565-570 

569 

 

calculated the eigen-energies and the eigen-

functions of these models. It is found that 

depending on the x-concentration value of the 

electronic features of ATQW varies for A and B 

model. These features could be crucial in the 

improvement of continual wave operation of 

ATQW semiconductor devices. So, we think that 

these consequences will supply a development in 

multiple electro-optical semiconductor devices 

applications, for proper selection of the structural 

parameters. 

  

Acknowledgment 

This work is supported by the Scientific 

Research Project Fund of Sivas Cumhuriyet 

University under the project number M-679. 

 

 

 

Figure 4. The probability density of the electrons in LQW, 

MQW and RQW for first three bound energy state as a 

function of the x-concentration ratios for a) A model, b) B 

model. 
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 Abstract  
In this article, we propose Kernel prediction in partially linear mixed models by using 

Henderson's method approach. We derive the Kernel estimator and the Kernel predictor via 

the mixed model equations (MMEs) of Henderson's that they give the best linear unbiased 

estimation (BLUE) of the fixed effects parameters and the nonparametric function 

computationally easier and the best linear unbiased prediction (BLUP) of the random effects 

parameters as by-products. Additionally, asymptotic property of the Kernel estimator is 

investigated. A Monte Carlo simulation study is supported to illustrate the performance of 

Kernel prediction in partially linear mixed models and then, we finalize the article with the 

help of conclusion and discussion part to summarize the findings. 
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1. Introduction  

The partially linear mixed models (PLMMs) can be viewed as a combination of the linear mixed models (LMMs) 

[1] and the partially linear models (PLMs) [2]. The PLMMs are popular in the analysis of correlated data 

including longitudinal and repeated measurement or clustered data over time by incorporating the between-

subject and within-subject variations in many clinical and biomedical studies in recent years. 

 

Let us consider the PLMMs 

 

𝑦𝑖 = 𝑋𝑖𝛽 + 𝑔(𝑇𝑖) + 𝑍𝑖𝑢𝑖 + 𝜀𝑖    𝑖 = 1, ⋯ , 𝑚                                                                                                                     (1) 

 

where 𝑦𝑖 is an 𝑛𝑖 × 1 vector of response variables measured on subject 𝑖, 𝛽 is a 𝑝 × 1 parameter vector of fixed 

effects, 𝑇𝑖 is a random variable defined on [0,1], the function 𝑔(. ) is unknown function from ℝ𝑑 to ℝ1, 𝑋𝑖 =
(𝑥𝑖1, ⋯ , 𝑥𝑖𝑝)𝑇, 𝑇𝑖 = (𝑡𝑖1, ⋯ , 𝑡𝑖𝑑)𝑇 and 𝑍𝑖 = (𝑧𝑖1, ⋯ , 𝑧𝑖𝑞)𝑇 are 𝑛𝑖 × 𝑝, 𝑛𝑖 × 𝑑 and 𝑛𝑖 × 𝑞 known fixed and 

random effects design matrices, respectively, 𝑢𝑖 random vector that the components of which are told random 

effects and 𝜀𝑖 is an 𝑛𝑖 × 1 random errors vector. 

 

The posits, 𝑢𝑖 ~
𝑖𝑖𝑑

𝑁𝑞(0, 𝐷) and 𝜀𝑖 ~
𝑖𝑖𝑑

𝑁𝑛𝑖
(0, 𝑊𝑖), 𝑖 = 1, ⋯ , 𝑚, where 𝑢𝑖 and 𝜀𝑖 are independent, 𝐷 and 𝑊𝑖 are 𝑞 × 𝑞 

and 𝑛𝑖 × 𝑛𝑖 known positive definite (pd) matrices are usually used. 

 

When 𝑋𝑖 's are observable and under the assumptions of model (1), the conditional distribution of 𝑦𝑖 given 𝑢𝑖 is 

𝑦𝑖|𝑢𝑖~𝑁(𝑋𝑖𝛽 + 𝑔(𝑇𝑖) + 𝑍𝑖𝑢𝑖, 𝑊𝑖). Defining the conditional expectations which are also known as the kernel 

regressions with bandwidth ℎ of 𝑦, 𝑋 and 𝑍 as 

 

ω𝑦(𝑇𝑖) = 𝐸(𝑦𝑖|𝑇𝑖) = ∑ ω𝑖𝑗(𝑡)𝑦𝑖

𝑛

𝑖=1
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ω𝑥(𝑇𝑖) = 𝐸(𝑋𝑖|𝑇𝑖) = ∑ ω𝑖𝑗(𝑡)𝑋𝑖

𝑛

𝑖=1

 

ω𝑧(𝑇𝑖) = 𝐸(𝑍𝑖|𝑇𝑖) = ∑ ω𝑖𝑗(𝑡)𝑍𝑖

𝑛

𝑖=1

 

 

where ω𝑖𝑗(𝑡) = 𝐾ℎ(𝑡𝑖𝑗 − 𝑡)/ ∑ ∑ 𝐾ℎ(𝑡𝑘𝑙 − 𝑡)𝑛𝑘
𝑙=1

𝑛
𝑘=1 , 𝐾ℎ(. ) = 𝐾ℎ(./ℎ) and 𝐾(. ) is a Kernel fuction, the last 

expression could be written as 

 

ω𝑦(𝑇𝑖) = ω𝑥(𝑇𝑖)𝛽 + ω𝑧(𝑇𝑖)𝑢𝑖 + 𝑔(𝑇𝑖).                                                                                                                            (2) 

 

Subtracting equation (2) from equation (1), it is obtained that 

 

𝑦𝑖 − ω𝑦(𝑇𝑖) = [𝑋𝑖 − ω
𝑥

(𝑇𝑖)]𝛽 + [𝑍𝑖 − ω
𝑧
(𝑇𝑖)]𝑢𝑖 + 𝜀𝑖                        

 

𝑦̃𝑖 = 𝑋̃𝑖𝛽 + 𝑍̃𝑖𝑢𝑖 + 𝜀𝑖.                                                                                                                                                             (3) 

 

Let 𝑦̃ = (𝑦̃1
𝑇 , ⋯ , 𝑦̃𝑚

𝑇 )𝑇, 𝑋̃ = (𝑋̃1
𝑇 , ⋯ , 𝑋̃𝑚

𝑇 )𝑇, 𝑍̃ =⊕𝑖=1
𝑚 𝑍̃𝑖, where ⊕ describes the direct sum, 𝑢 = (𝑢1

𝑇 , ⋯ , 𝑢𝑚
𝑇 )𝑇 

and 𝜀 = (𝜀1
𝑇 , ⋯ , 𝜀𝑚

𝑇 )𝑇. Then, equation (3) is obtained more compactly as 

 

𝑦̃ = 𝑋̃𝛽 + 𝑍̃𝑢 + 𝜀                                                                                                                                                                    (4) 

 

which implies that 

 

[
𝑢
𝜀

] ~𝑁𝑞𝑚+𝑛 ([
0𝑞𝑚

0𝑛
] , [

𝔇 0
0 𝑊

])     

 

where 𝑛 = ∑ 𝑛𝑖
𝑚
𝑖=1 , 𝔇 = 𝐼𝑚 ⊗ 𝐷 and 𝑊 =⊕𝑖=1

𝑚 𝑊𝑖 by ⊗ indicating the Kronecker product. So, we derive 

𝑦̃~𝑁(𝑋̃𝛽, 𝑉) where 𝑉 = 𝑍̃𝔇𝑍̃𝑇 + 𝑊 in model (4). 

 

There are the profile-kernel, backfitting, smoothing spline, penalized spline and local linear regression 

methodologies to estimate the nonparametric function in the PLMMs. Some of these methodologies were 

widespread for independent data, and some of them commonly used for correlated data. The asymptotic 

properties of profile-kernel estimators for the independent data were provided by [3], [4] and [5]. The bias 

problem of backfitting estimation was firstly discerned by [6]; see also [7] and [8]. Meanwhile, [8] demonstrated 

that the backfitting and kernel estimators share the same asymptotic behavior. [9] employed a semiparametric 

random intercept model (an extension of the PLMs) to examine the CD4 cell numbers in HIV seroconverters, 

where the nonparametric function is estimated by the backfitting method. [10] and [11] investigated PLMMs for 

longitudinal data and employed smoothing spline, while [12] and [13] employed the penalized spline to fit 

PLMMs. [14] characterized local linear regression in the framework of generalized PLMMs for longitudinal data. 

 

[15]'s study is an extension of [9]'s model. [15] think a more general class of LMMs that the nonparametric 

component is estimated by the profile-kernel and backfitting methodologies. They work a natural extension of 

the linear mixed and semiparametric models called semiparametric mixed effect (or semiparametric linear mixed) 

model (SMEM) that uses parametric fixed effects to present the covariate effects and an arbitrary smooth function 

to model the time effect to account for the within subject correlation using random effects and its asymptotic 

behavior. To further highlighting the superiority of the methodology upon the backfitting, a comparison is also 

accomplished. They bring to an end that the kernel methodology rakes to have smaller bias and variance than the 

backfitting, asymptotically. Additionally, they demonstrate their theoretical results with the analysis of CD4 data 

in HIV disease and a small simulation study. They indicate that the SMEM is more stable and efficient than the 

linear mixed and semiparametric models. However, since [15] are obtained the profile-kernel and backfitting 

estimators under marginal model, they exclude the effect of the random effects in SMEM. 
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The principal goal of this article is to obtain Kernel predictors in the PLMMs by using [16]'s MMEs products. 

The plan of the article as follows. In Section 2, we recommend the Kernel prediction with the help of Henderson's 

MMEs and then, its asymptotic behavior is derived. In Section 3, a Monte Carlo simulation study is ensured to 

designate the theoretical outcomes. The article is finalized some summary and conclusions in Section 4. 

 

2. Kernel Prediction in Partially Linear Mixed Models 

In this section, we suggest the Kernel prediction in PLMMs via [16]'s MMEs different from [15]'s marginal 

model. Thus, we produce not only the estimation of the fixed effects and the nonparametric function but also the 

prediction of the random effects. 

 

By following model (3) assumptions, 𝑢 and 𝑦̃ are jointly Gaussian distributed as 

 

[
𝑢
𝑦̃] ~𝑁 ([

0
𝑋̃𝛽

] , [ 𝔇 𝔇𝑍̃𝑇

𝑍̃𝔇 𝑉
])                                                                                                                                               (5) 

 

and then by using equation (5), the conditional distribution of 𝑦̃ given 𝑢 is 𝑦̃|𝑢~𝑁(𝑋̃𝛽 + 𝑍̃𝑢, 𝑊). 

 

Following [16], we obtain the joint density of 𝑦̃ and 𝑢 given by 

 

𝑓(𝑦̃, 𝑢) = 𝑓(𝑦̃|𝑢)𝑓(𝑢) 

              = (2𝜋)−(𝑛+𝑞𝑚)/2|𝑊|−1/2|𝔇|−1/2𝑒𝑥𝑝 {−
1

2
[(𝑦̃ − 𝑋̃𝛽 − 𝑍̃𝑢)

𝑇
𝑊−1(𝑦̃ − 𝑋̃𝛽 − 𝑍̃𝑢)

+ 𝑢𝑇𝔇−1𝑢]}                                                                                                                                               (6) 

 

where |. | designates a matrix determinate and the equations are similar to Henderson's MMEs. 

 

Equation (6) is rewritten by taking the log-joint distribution of 𝑓(𝑦̃, 𝑢)  

 

𝑙𝑜𝑔𝑓(𝑦̃, 𝑢) = 𝑙𝑜𝑔𝑓(𝑦̃|𝑢) + 𝑙𝑜𝑔𝑓(𝑢) 

                     = −
1

2
{(𝑛 + 𝑞𝑚)𝑙𝑜𝑔(2𝜋) + 𝑙𝑜𝑔|𝑊| + 𝑙𝑜𝑔|𝔇|

+ [(𝑦̃ − 𝑋̃𝛽 − 𝑍̃𝑢)
𝑇

𝑊−1(𝑦̃ − 𝑋̃𝛽 − 𝑍̃𝑢) + 𝑢𝑇𝔇−1𝑢]}.                                                                 (7) 

 

As the results of removing the fixed term, taking the log function into account and computing the partial 

derivatives of equation (7) in respond to the 𝛽 and 𝑢 to zero and using 𝛽̂𝐾𝑒 and 𝑢̂𝐾𝑝 to demonstrate the Kernel 

estimator (Ke) and the Kernel predictor (Kp), the solutions are given as 

 

𝑋̃𝑇𝑊−1(𝑦̃ − 𝑋̃𝛽̂𝐾𝑒) − 𝑋̃𝑇𝑊−1𝑍̃𝑢̂𝐾𝑝 = 0                                                                                                                          (8) 

 

𝑍̃𝑇𝑊−1(𝑦̃ − 𝑋̃𝛽̂𝐾𝑒) − 𝑍̃𝑇𝑊−1𝑍̃ + 𝔇−1)𝑢̂𝐾𝑝 = 0.                                                                                                          (9) 

 

Equations (8) and (9) are parallel to Henderson's MMEs obtained by [17] and [16], with a distinction that 

equations (8) and (9) are practiced to 𝛽̂𝐾𝑒 and 𝑢̂𝐾𝑝 where Henderson's MMEs are practiced to the best linear 

unbiased estimator (BLUE) and the best linear unbiased predictor (BLUP). 

 

Equations (8) and (9) can compactly be rewritten in matrix as 

 

(𝑋̃𝑇𝑊−1𝑋̃ 𝑋̃𝑇𝑊−1𝑍̃
𝑍̃𝑇𝑊−1𝑋̃ 𝑍̃𝑇𝑊−1𝑍̃ + 𝔇−1) (

𝛽̂𝐾𝑒

𝑢̂𝐾𝑝
) = (

𝑋̃𝑇𝑊−1𝑦̃

𝑍̃𝑇𝑊−1𝑦̃
).                                                                                              (10) 

 

Using [18]'s approach, equation (10) can be written as 
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𝐶𝜑̂ = 𝛾𝑇𝑊−1𝑦̃                                                                                                                                                                      (11) 
 

where 𝜑̂ = (𝛽̂𝐾𝑒
𝑇 , 𝑢̂𝐾𝑝

𝑇 )𝑇, 𝛾 = (𝑋̃, 𝑍̃) and 𝐶 =  𝛾𝑇𝑊−1 𝛾 + 𝔇∗+ with 𝔇∗ = [
𝐼𝑝 0

0 𝔇
] and 𝐺∗+ = [

𝐼𝑝 0

0 𝔇−1
] where 

the ‘+’ indicates the Moore–Penrose inverse. 

 

By resolving equation (11), the following equation is found as 

 

𝜑̂ = 𝐶−1𝛾𝑇𝑊−1𝑦̃                                                                                                                                                                 (12) 

 

where 𝐶−1 is attained with the help of the inverse of the partitioned matrix (see [19]) as 

 

𝐶−1 = (
(𝑋̃𝑇𝑉−1𝑋̃)

−1
−(𝑋̃𝑇𝑉−1𝑋̃)

−1
𝑋̃𝑇𝑉−1𝑍̃𝔇

−𝔇𝑍̃𝑇𝑉−1𝑋̃(𝑋̃𝑇𝑉−1𝑋̃)
−1

(𝑍̃𝑇𝑊−1𝑍̃ + 𝔇−1)−1 + 𝔇𝑍̃𝑇𝑉−1𝑋̃(𝑋̃𝑇𝑉−1𝑋̃)
−1

𝑋̃𝑇𝑉−1𝑍̃𝔇
). 

 

After algebraic simplifications and 𝐶−1 is replaced in equation (12), we suggest the Kernel estimator and the 

Kernel predictor, respectively, as 

 

𝛽̂𝐾𝑒 = (𝑋̃𝑇𝑉−1𝑋̃)
−1

𝑋̃𝑇𝑉−1𝑦̃                                                                                                                                             (13) 

 

𝑢̂𝐾𝑝 = 𝔇𝑍̃𝑇𝑉−1(𝑦̃ − 𝑋̃𝛽̂𝐾𝑒).                                                                                                                                              (14) 

 

If 𝛽 were known, the estimator of 𝑔(𝑡) = 𝐸(𝑌 − 𝑋𝛽|𝑇 = 𝑡) can be defined as  

 

𝑔(𝑡) = ∑ ω𝑖𝑗(𝑡)(𝑦𝑖 − 𝑋𝑖𝛽̂𝐾𝑒)

𝑛

𝑖=1

.                                                                                                                                        (15) 

 

2.1. Asymptotic property of kernel estimator 

In this subsection, we will examine the asymptotic property of Kernel estimator. 

 

Theorem 2.1 Under the assumptions that the (𝑦𝑖 , 𝑋𝑖 , 𝑇𝑖) are independent and identically distributed (i.i.d) triplets, 

𝑔(𝑟)(. ) is the 𝑟th derivative of any function 𝑔(. ), 𝑣𝑘𝑙 is the (𝑘, 𝑙)th element of 𝑉−1, 𝑓𝑘(𝑡) is density of 𝑇𝑘, the 

Kernel density function 𝐾(. ) is assumed to has mean 0, unit variance, ℎ ∝ 𝑛−𝛼, 
1

5
≤ 𝛼 ≤

1

3
 and 𝑛 → ∞ are held, 

𝛽̂ converges in distribution 

 

√𝑛 {𝛽̂ − 𝛽 +
ℎ2𝑏1(𝛽, 𝑔)

2
} →⏞

𝐷

𝑁(0, 𝑉𝑘) 

 

where the bias term 𝑏1(𝛽, 𝑔) = 𝐴−1𝐸{𝑋̃𝑇𝑉−1𝑔(2)(𝑡)} and 𝑉𝑘 = 𝐴−1𝐸[(𝐽1 − 𝐽2)𝑇𝑉0(𝐽1 − 𝐽2)]𝐴−1 for 𝐴 =
lim
𝑛→∞

𝐴𝑛 = 𝐸(𝑋̃𝑇𝑉−1𝑋̃), 𝑉0 = 𝑉𝑎𝑟(𝑦|𝑥, 𝑡, 𝑧), 𝐽1 = 𝑉−1𝑋̃, 𝐽2 = [𝐽21, ⋯ , 𝐽2𝑛], where 𝐽2𝑖 = [𝐽2𝑖1, ⋯ , 𝐽2𝑖𝑛]𝑇 is 𝐽2𝑖𝑗 =

[∑ ∑ 𝐸(𝑋̃𝑘𝑉𝑘𝑙
|𝑡𝑙 = 𝑡𝑖𝑗)𝑓𝑗(𝑡𝑖𝑗)𝑛

𝑙=1
𝑛
𝑘=1

∑ 𝑓𝑙(𝑡𝑖𝑗)𝑛
𝑙=1

 for 𝜇0 = 𝐸(𝑦|𝑥, 𝑡, 𝑧). 

 

Proof. 𝛽̂𝐾𝑒 is found as 𝛽̂𝐾𝑒 = (𝑋̃𝑇𝑉−1𝑋̃)
−1

𝑋̃𝑇𝑉−1𝑦̃ given by Eq. (13) where 𝑋̃ = 𝑋 − ω𝑥(𝑇). Then,  

 

√𝑛{𝛽̂ − 𝛽} = √𝑛 [(∑ 𝑋̃𝑖
𝑇

𝑉𝑖
−1

𝑛

𝑖=1

𝑋̃𝑖)

−1

(∑ 𝑋̃𝑖
𝑇

𝑉𝑖
−1

𝑛

𝑖=1

𝑦̃𝑖) − 𝛽] 
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                     = [𝑛−1𝑋̃𝑖
𝑇

𝑉𝑖
−1𝑋̃𝑖]

−1
[√𝑛𝑛−1 ∑ 𝑋̃𝑖

𝑇
𝑉𝑖

−1

𝑛

𝑖=1

(𝑦̃𝑖 − (𝑋̃𝑖𝛽 + 𝑔̃(𝑡𝑖) + 𝑍̃𝑖𝑢𝑖))] = 𝐴𝑛
−1(√𝑛ℭ𝑛) 

 

where 𝐴 = lim
𝑛→∞

𝐴𝑛 = 𝐸(𝑋̃𝑇𝑉−1𝑋̃), 

 

ℭ𝑛 = 𝑛−1 ∑ 𝑋̃𝑖
𝑇

𝑉𝑖
−1

𝑛

𝑖=1

(𝑦𝑖 − (𝑋𝑖𝛽 + 𝑔(𝑡𝑖) + 𝑔(𝑡𝑖) − 𝑔(𝑡𝑖) + 𝑍𝑖𝑢𝑖)) 

      = 𝑛−1 ∑ 𝑋̃𝑖
𝑇

𝑉𝑖
−1

𝑛

𝑖=1

(𝑦𝑖 − (𝑋𝑖𝛽 + 𝑔(𝑡𝑖) + 𝑍𝑖𝑢𝑖) − (𝑔(𝑡𝑖) − 𝑔(𝑡𝑖))) 

      = 𝑛−1 ∑ 𝑋̃𝑖
𝑇

𝑉𝑖
−1

𝑛

𝑖=1

(𝑦𝑖 − 𝜇𝑖) − 𝑛−1 ∑ 𝑋̃𝑖
𝑇

𝑉𝑖
−1

𝑛

𝑖=1

(𝑔(𝑡𝑖, 𝛽) − 𝑔(𝑡𝑖)) + 𝑂𝑝(1) = ℭ1𝑛 − ℭ2𝑛 + 𝑂𝑝(1) 

 

where 𝜇𝑖 = 𝑋𝑖𝛽 + 𝑔(𝑡𝑖) + 𝑍𝑖𝑢𝑖 and ℭ1𝑛 = 𝑛−1 ∑ 𝑋̃𝑖
𝑇

𝑉𝑖
−1𝑛

𝑖=1 (𝑦𝑖 − 𝜇𝑖) = 𝑛−1 ∑ 𝐽1𝑖
𝑇𝑛

𝑖=1 (𝑦𝑖 − 𝜇𝑖) for 𝐽1𝑖 =

𝑉𝑖
−1𝑋̃𝑖 and ℭ2𝑛 = 𝑛−1 ∑ 𝑋̃𝑖

𝑇
𝑉𝑖

−1𝑛
𝑖=1 (𝑔(𝑡𝑖, 𝛽) − 𝑔(𝑡𝑖)).  

 

Since the derivation of the asymptotic distribution of √𝑛ℭ1𝑛 is easy, we now think the asymptotic distribution of 

√𝑛ℭ2𝑛. By following [4], ℭ2𝑛 is found as ℭ2𝑛 = 𝑛−1 ∑ 𝐽21𝑖
𝑇𝑛

𝑖=1 (𝑦𝑖 − 𝜇𝑖) +
ℎ2

2
𝐸 (𝑋̃𝑖

𝑇
𝑉𝑖

−1𝑔(2)(𝑡)) + 𝑂𝑝(1) 

where 𝐽2𝑖 = [𝐽2𝑖1, ⋯ , 𝐽2𝑖𝑛]𝑇 for 𝐽2𝑖𝑗 =
[∑ ∑ 𝐸(𝑋̃𝑘𝑉𝑘𝑙

|𝑡𝑙 = 𝑡𝑖𝑗)𝑓𝑗(𝑡𝑖𝑗)𝑛
𝑙=1

𝑛
𝑘=1

∑ 𝑓𝑙(𝑡𝑖𝑗)𝑛
𝑙=1

 and 𝑣𝑘𝑙 is the (𝑘, 𝑙)th element of 𝑉−1, 

𝑓𝑘(𝑡) is density of 𝑇𝑘. Then, 

 

√𝑛{𝛽̂ − 𝛽} = 𝐴−1𝑛−1/2 {∑(𝐽1𝑖 − 𝐽2𝑖)(𝑦𝑖 − 𝜇𝑖) +
(𝑛ℎ4)1/2

2

𝑛

𝑖=1

𝑏1(𝛽, 𝑔)} + 𝑂𝑝(1) 

 

where the bias term 𝑏1(𝛽, 𝑔) = 𝐴−1𝐸{𝑋̃𝑇𝑉−1𝑔(2)(𝑡)}. Equivalently, √𝑛 {𝛽̂ − 𝛽 +
ℎ2𝑏1(𝛽,𝑔)

2
} →⏞

𝐷

𝑁(0, 𝑉𝑘) where 

𝑉𝑘 = 𝐴−1𝐸[(𝐽1 − 𝐽2)𝑇𝑉0(𝐽1 − 𝐽2)]𝐴−1 for 𝑉0 = 𝑉𝑎𝑟(𝑦|𝑥, 𝑡, 𝑧) and 𝜇0 = 𝐸(𝑦|𝑥, 𝑡, 𝑧). Thus, the proof of the 

Theorem 2.1 is completed. 

3. A Monte Carlo Simulation Study 

In this article, we will investigate a Monte Carlo simulation study to confront the performance of 𝛽̂𝐾𝑒 and 𝑢̂𝐾𝑝 in 

respect of the estimated mean square error (EMSE) and the predicted mean square error (PMSE), respectively. 

Then mean square error (MSE) of successful models which have minimum EMSE and PMSE values are 

calculated to demonstrate the best model. 

 

We get 𝑚 = 10, 30, 60 subjects and 𝑛𝑖 = 10 observations for every subject. By following [20], we choose 𝛽 =
(𝛽1, ⋯ , 𝛽𝑝)𝑇 as the normalized eigenvector corresponding to the largest eigenvalue of 𝑋̃𝑇𝑉−1𝑋̃ so that 𝛽𝑇𝛽 = 1. 

The 𝑥𝑖𝑗 covariates are generated from the standard normal distribution and 𝑡𝑖𝑗 is generated from uniform 

distribution (𝑈(0,1)). Then, the model is written for 𝑝 = 2 fixed effects and 𝑞 = 2 random effects as 

 

𝑦𝑖𝑗 = 𝛽1𝑥𝑖𝑗1 + 𝛽1𝑥𝑖𝑗2 + 𝑔(𝑡𝑖𝑗) + 𝑢1 + 𝑢2𝑡𝑖𝑚𝑒𝑖𝑗 + 𝜀𝑖,   𝑢𝑖 ~
𝑖𝑖𝑑

𝑁𝑞(0, 𝜎2𝐷),   𝜀𝑖 ~
𝑖𝑖𝑑

𝑁𝑛𝑖
(0, 𝜎2𝐼𝑛𝑖

),   𝑖 = 1, ⋯ , 𝑚 

 

where 𝐷 = [
1 𝜌
𝜌 1

] is the AR(1) process with 𝜌 = 0.30, 0.60, 0.90 and 𝑡𝑖𝑚𝑒𝑖𝑗 indicates the time which was given 

as the same set of occasions, {𝑡𝑖𝑚𝑒𝑖𝑗 = 𝑗 for 𝑖 = 1, ⋯ , 𝑚, 𝑗 = 1, ⋯ , 𝑛𝑖}. To simulate our results we thought both 

supersmooth and ordinary smooth functions. Hence we create 2 different functions 𝑔1 and 𝑔2 respectively given 
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as 𝑆(𝑡) = {
−1, 𝑡 < −1       

𝑡, 𝑡 ∈ [−1,1]
1, 𝑡 > 1         

 and 𝑒𝑟𝑓(𝑡) =
2

𝜋
∫ 𝑒−𝑠2

𝑑𝑠
𝑡

0
 while error function shows supersmooth function, 𝑆(𝑡) 

function shows ordinary smooth function. For kernel smoothing we use quartic kernel function 𝐾(𝑡) =
15

16
(1 − 𝑡2)2𝐼(|𝑡| ≤ 1) and ℎ𝑛

−1 = 1.2(ln 𝑛)0.25. 

 
Table 1. The estimated 𝛽̂, 𝑢̂ and the real 𝛽, 𝑢 values 

 

Function 

 

 

Parameters 

𝑛 = 100  𝑛 = 300  𝑛 = 600 

𝜌 = 0.30 𝜌 = 0.60 𝜌 = 0.90  𝜌 = 0.30 𝜌 = 0.60 𝜌 = 0.90  𝜌 = 0.30 𝜌 = 0.60 𝜌 = 0.90 

Partially Linear Mixed Model     

𝑔1(𝑡) 𝛽1 -0.1383 

-0.2254* 

-0.1997 

-0.2258* 

-0.1779 

-0.2283* 

 0.5754 

0.6291* 

0.5554 

0.6229* 

0.5067 

0.6036* 

 0.8250 

0.7822* 

0.8497 

0.7954* 

0.7731 

0.7671* 

 𝛽2 -1.0411 

-0.9743* 

-1.0610 

-0.9742* 

-1.0884 

-0.9736* 

 -0.8416 

-0.7774* 

-0.7985 

-0.7823* 

-0.7444 

-0.7973* 

 -0.6570 

-0.6231* 

-0.6296 

-0.6060* 

-0.6635 

-0.6415* 

 𝑢1 -56.4091 

0.7973* 

-87.8467 

0.7973* 

-54.2041 

0.7973* 

 -0.0772 

0.9931* 

-0.1754 

0.9931* 

-0.0542 

0.9931* 

 -0.1229 

-2.3814* 

-0.1970 

-2.3814* 

-0.3093 

-2.3814* 

 𝑢2 -58.8106 

-0.3654* 

-88.1406 

-0.0287* 

-52.1021 

0.4413* 

 0.00496 

0.2255* 

0.1420 

0.5351* 

0.2580 

0.8607* 

 -0.3973 

-1.1995* 

-0.6017 

-1.8357* 

-0.7800 

-2.3649* 

𝑔2(𝑡) 𝛽1 -0.1444 

-0.2254* 

-0.1693 

-02258* 

-0.1764 

-0.2283* 

 0.5657 

0.6195* 

0.5373 

0.5968* 

0.5031 

0.6289* 

 0.7778 

0.7715* 

0.7937 

0.7806* 

0.7724 

0.7735* 

 𝛽2 -1.0363 

-0.9743* 

-1.0880 

-0.9742* 

-1.0700 

-0.9736* 

 -0.8335 

-0.7850* 

-0.7994 

-0.8024* 

-0.7533 

-0.7775* 

 -0.6752 

-0.6362* 

-0.6439 

-0.6251* 

-0.6585 

-0.6338* 

 𝑢1 -63.0259 

0.7973* 

-79.1291 

0.7973* 

-15.3698 

0.7973* 

 -0.0345 

0.9931* 

0.0026 

0.9931* 

-0.1398 

0.9931* 

 -0.1075 

-2.3814* 

0.0158 

-2.3814* 

-0.1465 

-2.3814*  

 𝑢2 -65.3904 

-0.3654* 

-79.4588 

-0.0287* 

-13.3486 

0.4413* 

 0.0556 

0.2255* 

0.1601 

0.5351* 

0.2464 

0.8607* 

 -0.4011 

-1.1995* 

-0.5902 

-1.8357* 

-0.7792 

-2.3649* 

Partially Linear Model     

𝑔1(𝑡) 𝛽1 -0.2087 

-0.2254* 

-0.2341 

-0.2258* 

-0.1724 

-0.2283* 

 0.5766 

0.6114*  

0.5346  

0.6298* 

0.5063  

0.6060* 

 0.8058  

0.7784* 

0.7752  

0.7566* 

0.7208  

0.7456* 

 𝛽2 -1.0755 
-0.9743* 

-1.0553 
-0.9742* 

-1.0845 
-0.9736* 

 -0.8228 
-0.7913*  

-0.8107  
-0.7767* 

-0.7385  
-0.7954* 

 -0.6601  
-0.6278* 

-0.7056  
-0.6539* 

-0.7395  
-0.6664* 

 𝑢1 -90.2572 

0.7973* 

-95.4439 

0.7973* 

-77.2981 

0.7973* 

 -0.1160  

0.9931* 

-0.0520  

0.9931* 

-0.1182  

0.9931* 

 -0.0695  

-2.3814* 

-0.1697  

-2.3814* 

-0.2989  

-2.3814* 

 𝑢2 -92.6514 
-0.3654* 

-95.7318 
-0.0287* 

-75.1554 
0.4413* 

 0.0450  
0.2255* 

0.1496  
0.5351* 

0.2557  
0.8607* 

 -0.3843  
-1.1995* 

-0.6070  
-1.8357* 

-0.8016  
-2.3649* 

𝑔2(𝑡) 𝛽1 -0.1541 

-0.2254* 

-0.1692 

-0.2258* 

-0.2404 

-0.2283* 

 0.5682  

0.6071* 

0.5542  

0.6203* 

0.5147  

0.6363* 

 0.7918  

0.7658* 

0.8142  

0.7953* 

0.6971  

0.7353* 

 𝛽2 -1.0571 
-0.9743* 

-1.0746 
-0.9742* 

-1.0626 
-0.9736* 

 -0.8326  
-0.7947* 

-0.8039  
-0.7843* 

-0.7587  
-0.7714* 

 -0.6698  
-0.6431* 

-0.6155  
-0.6062* 

-0.7268  
-0.6777* 

 𝑢1 -38.7551 

0.7973* 

-62.1012 

0.7973* 

-52.8449 

0.7973* 

 -0.0588  

0.9931* 

-0.1286  

0.9931* 

-0.1139  

0.9931* 

 -0.0553  

-2.3814* 

-0.0715  

-2.3814* 

-0.1227  

-2.3814* 

 𝑢2 -41.0706 
-0.3654* 

-62.3697 
-0.0287* 

-50.7557 
0.4413* 

 0.0548  
0.2255* 

0.1475  
0.5351* 

0.2480  
0.8607* 

 -0.3856  
-1.1995* 

-0.5977  
-1.8357* 

-0.7806  
-2.3649* 

Linear Mixed Model     

𝑔1(𝑡) 𝛽1 -0.1946 

-0.2254* 

-0.1908 

-0.2258* 

-0.2080 

-0.2283* 

 0.5691  

0.6167* 

0.5240  

0.6100* 

0.5144  

0.6275* 

 0.7811  

0.7675* 

0.7967  

0.7764* 

0.7921  

0.7786* 

 𝛽2 -1.1265 

-0.9743* 

-1.0509 

-0.9742* 

-1.0505 

-0.9736* 

 -0.8322  

-0.7872* 

-0.7817  

-0.7924* 

-0.7523  

-0.7581* 

 -0.6636  

-0.6410* 

-0.6746  

-0.6303* 

-0.6294  

-0.6276* 

 𝑢1 -71.1029 

0.7973* 

-78.1316 

0.7973* 

-33.6736 

0.7973* 

 -0.1175  

0.9931* 

-0.1044  

0.9931* 

-0.1270  

0.9931* 

 -0.0545  

-2.3814* 

-0.1857  

-2.3814* 

0.0943  

-2.3814* 

 𝑢2 -73.5222 

-0.3654* 

-78.4585 

-0.0287* 

-31.6024 

0.4413* 

 0.0490  

0.2255* 

0.1550  

0.5351* 

0.2521  

0.8607* 

 -0.3860  

-1.1995* 

-0.6089  

-1.8357* 

-0.7374  

-2.3649* 

𝑔2(𝑡) 𝛽1 -0.1385 
-0.2254* 

-0.1923 
-0.2258* 

-0.2115 
-0.2283* 

 0.5774  
0.6302* 

0.5551  
0.6138* 

0.5047  
0.6357* 

 0.7847  
0.7520* 

0.7872  
0.7719* 

0.7638  
0.7609* 

 𝛽2 -1.0250 

-0.9743* 

-1.0495 

-0.9742* 

-1.0657 

-0.9736* 

 -0.8485  

-0.7765* 

-0.8072  

-0.7995* 

-0.7500  

-0.7719* 

 -0.7276  

-0.6592* 

-0.6632  

-0.6357* 

-0.7011  

-0.6489* 

 𝑢1 -27.8043 
0.7973* 

-52.6802 
0.7973* 

-9.3439 
0.7973* 

 -0.1053  
0.9931* 

-0.0816  
0.9931* 

-0.0999 
0.9931* 

 -0.1330  
-2.3814* 

-0.1856  
-2.3814* 

-0.2027  
-2.3814* 

 𝑢2 -30.1215 

-0.3654* 

-52.9815 

-0.0287* 

-7.2430 

0.4413* 

 0.0509  

0.2255* 

0.1576  

0.5351* 

0.2511  

0.8607* 

 -0.3952  

-1.1995* 

-0.6185  

-1.8357* 

-0.7855  

-2.3649* 

* demonstrates the real values.     

 

 

The experiment is replicated 500 times by producing response variable. We compare our model with the partially 

linear models and the linear mixed models under the AR(1) process. The estimated 𝛽̂, 𝑢̂ and the real 𝛽, 𝑢 values 

are compared in Table 1. 
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The EMSE for any estimator 𝛽̂ of 𝛽 and the PMSE for any predictor 𝑢̂ of 𝑢 are computed for each 𝑚, 𝑛𝑖, 𝜌, and 

500 replicated experiments, respectively, as 

 

𝐸𝑀𝑆𝐸(𝛽̂) =
1

500
∑ (𝛽̂(𝑟) − 𝛽)𝑇500

𝑟=1 (𝛽̂(𝑟) − 𝛽) and 𝑃𝑀𝑆𝐸(𝑢̂) =
1

500
∑ (𝑢̂(𝑟) − 𝑢)𝑇500

𝑟=1 (𝑢̂(𝑟) − 𝑢) 

 

where the subscript (𝑟) demonstrates to the 𝑟th replication and the performances are given in Table 2.  
 

Table 2. The EMSE and PMSE values 

 

Function 

 𝑛 = 300  𝑛 = 600 

 𝜌 = 0.30 𝜌 = 0.60 𝜌 = 0.90  𝜌 = 0.30 𝜌 = 0.60 𝜌 = 0.90 

 Partially Linear Mixed Model 

𝑔1(𝑡) EMSE 0.0081 0.0132 0.0298  0.0037 0.0045 0.0059 

 PMSE 1.1813 1.4730 1.3950  5.8783 6.5728 7.0004 

𝑔2(𝑡) EMSE 0.0093 0.0173 0.0293  0.0050 0.0054 0.0060 

 PMSE 1.1511 1.2358 1.7122  5.9866 7.3714 7.6027 

 Partially Linear Model 

𝑔1(𝑡) EMSE 0.0096 0.0141 0.0319  0.0039 0.0041 0.0093 

 PMSE 1.2036 1.2510 1.5556  6.0365 6.6212 7.0593 

𝑔2(𝑡) EMSE 0.0097 0.0127 0.0259  0.0043 0.0055 0.0105 

 PMSE 1.1737 1.3550 1.6076  6.2039 6.8727 7.8799 

 Linear Mixed Model 

𝑔1(𝑡) EMSE 0.0092 0.0198 0.0252  0.0052 0.0041 0.0066 

 PMSE 1.2895 1.3530 1.4792  6.2763 6.4763 8.9287 

𝑔2(𝑡) EMSE 0.0078 0.0132 0.0289  0.0039 0.0049 0.0054 

 PMSE 1.2951 1.3307 1.5378  5.8891 6.4500 7.4195 

 

Then to compare successful models we compute MSE values which are given in Table 3 using the following 

equation 

 

𝑀𝑆𝐸 =
1

500
∑(𝑦̂(𝑟) − 𝑦)

𝑇
500

𝑟=1

(𝑦̂(𝑟) − 𝑦). 

 

Table 3. MSE values of models 

 

Function 

𝑛 = 300  𝑛 = 600 

𝜌 = 0.30 𝜌 = 0.60 𝜌 = 0.90  𝜌 = 0.30 𝜌 = 0.60 𝜌 = 0.90 

Partially Linear Mixed Model 

𝑔1(𝑡) 0.8180 2.2366 6.6358  33.5532 76.8170 132.1835 

𝑔2(𝑡) 0.8920 3.0549 6.0778  33.1504 66.2158 120.4612 

Linear Mixed Model 

𝑔1(𝑡) 4.7880 9.5019 17.1337  55.4555 102.0681 170.6203 

𝑔2(𝑡) 4.5935 9.2114 16.8390  53.7372 101.2066 155.6432 

 

Table 2 and 3 are generated under 𝑛 = 300, 600 and 𝜌 = 0.30, 0.60, 0.90 conditions. Since the estimated 𝑢̂ 

values are influenced from small samples sizes (𝑛 = 100), the difference is arised between the estimated and the 

real values of 𝑢. And then, we have derived the EMSE, PMSE and MSE values for 𝑛 = 300, 600. 

 

We also investigate comparison between the finite sample and the asymptotic distributions of our estimator. In 

Figure 1 the ordinate is probability and the abscissa is 𝑍 = (𝑉𝑎𝑟 (𝑔(1, ℎ)))−1/2 (𝑔(1, ℎ) − 𝐸 (𝑔(1, ℎ))). The 

empirical c.d.f. of the estimator shown as a dashed line agrees very well with the normal c.d.f. shown as a solid 

line. 
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  𝒈𝟏  𝒈𝟐 

  𝒏 = 𝟑𝟎𝟎 𝒏 = 𝟔𝟎𝟎  𝒏 = 𝟑𝟎𝟎 𝒏 = 𝟔𝟎𝟎 

𝒇
(𝒛

) 

𝝆
= 𝟎. 𝟑𝟎 

  

 

  
𝝆
= 𝟎. 𝟔𝟎 

  

 

  
𝝆
= 𝟎. 𝟗𝟎 

  

 

  
  𝒁 = (𝑽𝒂𝒓 (𝒈̂(𝟏, 𝒉)))−𝟏/𝟐 (𝒈̂(𝟏, 𝒉) − 𝑬 (𝒈̂(𝟏, 𝒉))) 

Figure 1. Comparison of the finite sample and asymptotic distributions of the estimators of functions. 

 

4. Conclusion 

This article presents a new approach which is called as Henderson's method approach to obtain the kernel 

estimator and predictor at the same time in PLMM. After the kernel estimator and the kernel predictor are 

suggested, asymptotic normality of the proposed estimator is also derived. Then, a Monte Carlo simulation study 

is done to support the theoretical results in the article. 

 

The simulation study shows that the PLMMs have generally the best and the LMMs have the second best 

performances in resulting of having smaller EMSE and PMSE values. To compare the performances of the 

PLMMs and LMMs, we find their MSE values of the response variables. It is easily seen that PLMM has better 

MSE values which means that results show the superiority of the PLMMs when we think both estimators 𝛽̂ and 

 𝑢̂ at the same time. We also investigate comparison between the finite sample and the asymptotic distributions 

of estimator 𝑔 of PLMM. This demonstrated that empirical c.d.f. of the estimator agrees very well with the normal 

c.d.f. 
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Microbiological pollution and some physicochemical properties of 
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Abstract  
 

Sırakaraağaçlar creek located in Akliman of Sinop city. It is born within the province of Sinop 

and discharges from the Akliman coastline to the Black Sea. The work continued from May 

2014 to April 2015. Four stations were stated in the study. To determine the quality of water, 

some physicochemical features and microbiological analysis of creek water was determined. 

These are temperature, dissolved oxygen, pH, conductivity, biological oxygen demand, 

ammonium nitrogen, hydrogen sulfide, organic matter, total suspended solids parameters, and 

Total coliform and Fecal coliform values. When the T. coliform and F. coliform values of 

Sırakaraağaçlar Creek were examined seasonally, the minimum values were found as 

35.88±1.48 cfu/100ml and 27.33±1.25 cfu/100ml at S1 station in Winter, and the maximum 

values were 1263.55±184.57 cfu/100ml and 1020.22±105.29 cfu/100ml at S4 station in 

Summer, respectively. The results obtained from the creek water were classified according to 

the regulations of Turkey's Surface Water Quality Management. It was evaluated whether the 

perimeter of the creek had any effect on the water source. 
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1. Introduction 

The quality of surface waters both flowing and 

stagnant is very important to the natural environment 

and humans, and for this reason, it should be assessed 

specific physical, biological, chemical and 

microbiological characteristics [1, 2]. Water is a 

specific and natural resource that is essential for all 

living organisms. It is both exhaustible and renewable 

resources, as when consumed or polluted in a given 

place and time, its quantity and quality can be restored 

under appropriate conditions [3]. Today, all water 

resources around the world are at risk of pollution and 

extinction. This situation can be attributed to tourism 

activities, domestic and industrial waste. Besides, it is 

possible to show climate changes and drought brought 

about by global warming. As a result of these negative 

factors, water resources are rapidly decreasing [4, 

5]. For this reason, the protection of the proper water 

status and provision of sustainability is becoming 

increasingly important. 

 

Water quality is deceived by both microbiological and 

physicochemical properties. Moreover, chemical and 

biochemical reactions such as decomposition, 

hydrolysis, dissolution, adsorption, sedimentation and 

ion exchange, reduction, oxidation processes that are 

important control factors for surface and groundwater 

structure [6].Evaluation of physicochemical 

parameters such as PH, conductivity, total suspended 

solids, alkalinity, hydrogen sulfide, organic matter, 

ammonium and nitrate are generally considered to be 

guiding principles and classify physicochemical water 

quality. In microbiological analysis, definition of 

indicator bacteria like Total coliform (T. coliform), 

Fecal coliforms (F. coliform), Enterococcus, Fecal 

streptococci, and Escherichia coli are generally 

performed to 

 evaluate the possibility of fecal contamination and to 

qualify the source for usable [7-9]. The total number of 

coliform bacteria is used as the most reliable indicator 

of water quality. Coliform bacteria may be found in 

human and animal intestines as well as in the 

environment. They may be indicative of potential fecal 

contamination. F. coliform and E. coli are found only 

in human and animal gut, and tests for their presence 

in the water are necessary to confirm fecal 

contamination of humans or other warm-blooded 

animals.  [10, 11]. This kind of contamination means 

that any normal flora and pathogenic microorganisms 

that take place in the intestinal tract of these animals 

may also be formed [12].The members of the genus 

Escherichia comprise more than 60% of the T. 
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coliforms and more than 90% of the F. coliforms. One 

of the most important coliform bacteria is E. coli. 

Several types of this species are opportunistic 

pathogens and may be the cause of the disease [13]. 

The indicator-microorganisms are coliform bacteria 

which are disunited into F. coliform and non-F. 

coliform. E. coli that is found in the normal flora in the 

human and other warm-blooded animals intestinal 

tract,  it is feces type of Enterobacteria. The non-fecal 

type contains Enterobacter aerogens that are widely 

dispersed in nature and are sometimes found in the 

intestinal tract of warm-blooded organisms [12]. These 

bacteria are a part of the natural river mouth microflora 

and can be accumulated by shellfish during feeding 

[14, 15]. 

The microorganisms present in the water ecosystem 

are either mixed into the water from various ways or 

are formed according to the environmental conditions. 

Microorganisms can come to natural waters from the 

atmosphere and soil, and they can also be of industrial 

and domestic waste origin [16-18].  

Microorganisms in water are grouped into three 

groups. Microorganisms naturally found in water: 

Spirillum, Vibrio, Pseudomanas, Achromobacter, 

Chromobacter species and some species of 

Micrococcus and Sarcina. Soil-based microorganisms: 

They are mixed with water as the water passes through 

the soil layers or as a result of washing the soil with. 

They are Bacillus, Streptomyces and saprophyte 

members of Enterobacteriaceae. Microorganisms of 

human and animal origin: Principles; E. coli, 

Streptococcus faecalis, Clostridium perfringens and 

other intestinal pathogens. Such microorganisms may 

cause harmful, dangerous, and disease-causing as well 

as cause changes in the biochemical structure of water 

resources [19-21]. High concentrations of sewage 

bacteria are a potential threat to human health in the 

event of sewage permeation into the environment.  As 

intestinal bacteria, a special pathogenic property is 

exhibited by gram-negative Salmonella, including 

those that cause typhoid. [22, 23]. These 

microorganisms can cause many problems which are 

fever, nausea, vomiting, diarrhea, and they may also be 

the cause of death [24, 25]. 

 

Our study aims to assess the amount of T. coliform and 

F. coliform bacteria in the surface waters of 

Sırakaraağaçlar Creek. Further, an attempt to look for 

the correlation between the selected physicochemical 

variables of water quality and the quantitative 

occurrence of tested bacterial groups in these waters 

was determined. Surface water quality is of great 

importance for the economy due to microbiological 

indicators because legal standards are governing their 

monitoring and protection. Furthermore, to ensure the 

sustainability of natural waters, it is necessary to 

continuously identify and monitor its properties.  

 

2. Material and Methods 
 

The study was conducted seasonally from May 2014 to 

April 2015. Four different stations were identified to 

represent Sırakaraağaçlar Creek. Water samples were 

collected in sterile brown bottles from each of the 

stations identified along the river and transported to the 

laboratory for analysis. Field surveys were conducted 

at the surface water of sampling stations in monthly 

periods, and some physical and chemical parameter 

measurements were performed. 

 

2.1. Characteristics of the evaluation area 

 

Karagöl-Aksaz Swamp is a swamp system formed 

when the front of an old gulf is closed with coastal 

dunes, and lagoon lakes that have been formed have 

turned into a terrestrial structure over time. The area of 

the area is approximately 300 ha. Karasu Stream feeds 

Karagöl Swamp, which started after Sinop Airport. 

The Aksaz Reeds, which is located in the northeast of 

Karagöl Swamp, feeds the Sıkaraağaçlar Creek, where 

smaller streams are also included. The swamp and reed 

unit distinguishes it from the sea with a coastal 

language of about 4100 m in length and up to 130 m in 

places [26]. The terrestrial area side of the dunes that 

make up the coastal language is covered with a rich 

dune vegetation (vegetation is the formation of reed, 

straw and similar plant groups or algae in the water 

growing in swamps). In the swamp and reed area, the 

wetland vegetation is enriched with the rise of the 

ground water level in the winter months [27, 28]. The 

average depth of the stream is 1.5 m, and the maximum 

depth is 2.5 m. While the bottom of stream has a 

muddy structure, its part opening to the sea has a sandy 

structure [29].  

 

Four stations with different characteristics were 

determined in the Sırakaraağaçlar stream. S1 station: It 

is located in the Akliman area of Sinop where the creek 

meets the sea. In this region where the creek is poured 

into the sea, it is known that seawater occasionally 

enters from the creek mouth. The station is at the point 

where freshwater and saltwater mix, the sediment is 

covered with fine sand. It was chosen to reveal the 

effects of the sea on the stream and other 

environmental effects. S2 station: This station is 

located to the north-east of Aksaz swamp, the stream 

water is turbid, muddy and the surrounding area is 

covered with reeds. It is located within the settlements, 

also in the region where there are official institutions 

and various businesses and where maritime tourism 
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takes place. However, the settlement area is within the 

provincial borders of Sinop (central) and there is a 

sewage system. For this reason, domestic waste cannot 

be left to the S1 and S2 stations. S3 station: It is an area 

dominated by reeds and swamps. The water of the 

stream is turbid and muddy. S4 station: Although there 

is no settlement around the station, it is known that the 

village of Abalı is located 50-60 m away and the 

village does not have a sewage system. Domestic waste 

is mixed into the stream of Sıkaraağaçlar from this 

region. Moreover, it is known that there are agricultural 

lands around the village of Abalı, and animal 

husbandry is carried out (Figure 1).   

 

 
Figure 1. Sampling stations of Sırakaraağaçlar Creek   

(S1: 42°02'28.76"N-35°02'39.79"E, S2: 42°02'24.42”N-

35°02'38.90"E, S3: 42°02'19.62”N-35°02'43.52"E and S4: 

42°01'49.59"N-34°59'58.44"E). 

 

2.2. Physicochemical Parameters 

 

In the study, with the aim of determine the quality of 

water, temperature (°C), dissolved oxygen (DO, mg/L), 

pH, conductivity (µs/cm), biological oxygen demand 

(BOD5, mg/L), ammonium nitrogen (NH4
+ –N, mg/L), 

hydrogen sulfide (H2S, mg/L), organic matter (OM, 

mg/L), total suspended solids (TSS, mg/L) parameters 

were selected. Temperature, DO, pH and conductivity 

measurements were performed with YSI 

Multiparameter (Professional Plus model) device in 

sampling areas. While taking the water samples, the 

sample containers were filled with a dip of 30-40 cm 

upside down relative to the water surface and held at 

45º slopes. The other physicochemical analyses were 

held in laboratory conditions. Measurement and 

analysis of BOD5, NH4
+–N, H2S, OM and TSS were 

made by applying Standard Methods which are valid 

for waters. Parametric measurement results were 

obtained by using the Titrimetric method for BOD5 and 

H2S,  Spectrophotometric method(RAYLEIGH UV-

726) for NH4
+–N, Gravimetric method for OM and 

TAKM [30-33]. 

 

 

 

2.3. Microbiological Analysis 

 

For microbial analysis of the creek, water samples 

were collected separately in sterile containers from 

stations. The sample cups were immersed upside down 

to a depth of 20-30 cm concerning the water surface, 

and filled with a 45° inclination. Microbiological 

analysis samples were transported to the laboratory 

under ice-cooled conditions.  Total (T.) coliform and 

fecal (F.) coliform values (cfu/100 ml) were 

determined for microbial evaluation. To this end, 

samples reduced to a dilution of 103 in 100 ml sterile 

sample cups were analyzed by membrane filtration 

method in triplicate. Water samples were filtered 

through strainers with pore diameter 0.45 µm utilizinga 

vacuum pump. Filter papers were placed on the 

prepared culture media and incubated at appropriate 

temperatures. In the study, ENDO agar for T. coliforms 

and m-FC agar nutrient pad systems for F. coliforms 

were used. The media containing the filters were 

evaluated after a 24 hour waiting period at 37± 0.1 ºC 

for T. coliforms and 44.5±0.1 ºC for F. coliforms. Dark 

red, metallic green colonies developed on ENDO agar 

were evaluated as T. coliform, and blue colonies grown 

on m-FC agar were F. coliform. T. coliform and F. 

coliform bacteria were detected at all stations, and the 

results were recorded as cfu/100 ml [34]. 

 

2.4. Statistical Analysis 

 

Statistical analyses of water quality parameters are 

calculated with SPSS 22 and Minitab 18 program. 

Two-way ANOVA test was used to determine whether 

all parameters differ between stations and seasons. 

Tukey test was also used to determine the differences 

in the tests.  Physicochemical parameters were found 

to be statistically significant according to P<0.05. 

Besides, correlation matrices were established to 

evaluate the relationships between the obtained results. 

Correlation coefficients between physicochemical 

parameters and coliform bacteria were evaluated. 

 

3. Results and Discussion 

Coliform bacteria and some physicochemical 

parameters (Figure 2, 3). of the Sırakaraağaçlar stream 

have been  shown in Table 1-4. Microbiological 

evaluation of the creek was determined by 

investigating the presence of T. coliform and F. 

coliform bacteria. The minimum and maximum of the 

T. coliform values were found to be 30 - 245, 106-535, 

87-439 and 128-1904 cfu/100 ml at S1, S2, S3 and S4  

stations, respectively. Minimum and maximum of F. 

coliform levels were determined as 22-200, 90-452, 
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87-304 and 72-1394 cfu/100 ml in S1, S2, S3 and S4 

stations, respectively.In this study, a statistically 

significant difference(P0.05) was found between the 

seasonal mean values, and also between the mean 

values of the stations(DO, BOD5, NH4+-N,OM, T. 

coliform and F. coliform). While values of 

temperature, pH and H2S were significantly different 

from season to season, the conductivitiy was different 

from station to station (P0.05).Besides, the suspended 

solids did not show differences (P> 0.05) both in terms 

of stations and seasonally (Table 1-4).Correlation 

coefficients between physicochemical parameters and 

coliform bacteria are shown according to P<0.05, 

P≤0.01 and P≤0.001 in Table 5. 

 

The lowest and the highest temperature in 

Sırakaraağaçlar Creek was 12.45 °C  and 26.98 °C  at 

S3 station, respectively. It is known that the 

temperature value of the water source varies depending 

on climate, height, flow rate and bed structure of water 

source, atmospheric conditions [35]. Temperature, 

which is one of the main parameters in water quality 

studies, although it does not seem to make sense by 

itself, creates meaningful integrity with other 

parameters such as dissolved oxygen, biological 

oxygen need, pH, etc. [36]. Tepe and Mutlu [37] 

reported that the average temperature was 15.70 ºC in 

Hatay Harbiye spring water, In another study, Bulut, 

Akçimen, Uysal, Küçükkara, Savaşer, Tokatlı, Öztürk 

and Köse [38] showed that the optimum values were 

between 11.31 and 12.05 ºC for temperature in the 

stations of Kestel Creek, and Yıldız [39] determined 

that the temperature was 13.19 ºC in a conducted study 

on the Gelevera Creek of Giresun province.  Our 

results were found to be parallel with the results of 

these studies conducted at different times in different 

regions. 

 

When the seasonal variations of DO values of 

Sırakaraağaçlar Creek were examined, the lowest 

value was measured at S4 station with 1.56 mg/L in 

Summer (Figure 2). Since the S4 station is under the 

influence of the Abalı village sewage and agricultural 

areas located nearby, the oxygen level is quite low in 

the summer period. There are areas classified as 

marshes around the stream. In the region, animal 

husbandry is carried out, and animals have grazing 

areas. In our working period, we did not have access to 

any death information about fish or other species. But, 

Karslı [40] reported that fish (A. Chantrei) could not 

be obtained from the sampling area during the months 

of November-April due to the negative effects on the 

environment and water conditions in the study 

conducted in the Sırakaraağaçlar stream between June 

2005 and May 2006. They emphasized that irregular 

changes in the characteristics of the water in this region 

depending on the seasons negatively affect the fish 

population and the breeding amount. The highest value 

was detected at S1 station with 5.23 mg/L in Winter. It 

was determined that the DO values, seasonal air and 

water temperatures were affected by the change, and 

the highest concentration of DO in the water was in 

winter. This confirms that the solubility of gases is 

inversely proportional to temperature. Oxygen gas is 

the most important gas dissolved in water. The 

solubility of oxygen in water varies depending on 

temperature, salinity, photosynthetic activities and 

atmospheric pressure [41,42]. When the seasonal 

variations of DO values of Sırakaraağaçlar Creek are 

analyzed according to the Classes of Continental Water 

Resources, water quality in II. and IV. class (Table 6). 

According to the data of the World Health 

Organization (WHO), the DO value of river waters 

should be ≥5 mg/L. In our study, all DO data were 

found under the WHO standards [43]. According to the 

Water Framework Directive of the European Union, 

the DO value in the range of 2-6 mg/L is indicated as 

inadequacy [44]. DO values obtained as a result of our 

study correspond to this range.In this case, it can be 

considered that the DO values of the water source are 

low and may adversely affect the water ecosystem. DO 

concentration helps us to have an idea about the 

pollution potential of water, the amount of OM in it and 

the degree of self-cleaning of water [45]. In the study 

was conducted by Taşdemir and Göksu in Asi River 

[46], the amount of DO was determined between 2.6 

and 9.9 mg/L. In the studies were carried out in Hatay 

Karamanlı Pond [47] and Trabzon İyidere River [48], 

they found average DO concentration of 9.31 mg/L and 

11.10 mg L, respectively. The DO values obtained 

from our study differ from the previous studies can be 

explained with the regional differences being effective. 

Additionally, it shows that environmental effects are 

high in the Sırakaraağaçlar stream and that it is facing 

a pollution problem. 

 

 
Fig. 2. Seasonal changes of temperatures and DO values of 

Creek. 
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Table 1.Values (X ± SD; min-max) of  physicochemical parameters of Creek. 

     Stations n Summer Autumn Winter Spring 

T
em

p
er

at
u

re
 (

°C
) S1 9 

25.21±0.92aA 

(22.03-28.47) 

13.30±0.90aB 

(10.55-16.80) 

13.37±0.60aB 

(11.20-15.49) 

18.13±0.24aC 

(17.17-18.97) 

S2 9 
26.80±0.40aA 

(25.39-28.30) 

13.21±0.82aB 

(10.80-16.40) 

13.24±0.59aB 

(11.14-15.38) 

18.44±0.46aC 

(16.92-20.22) 

S3 9 
26.98±0.39aA 

(25.45-28.34) 

13.13±0.80aB 

(10.96-16.29) 

12.45±0.42aB 

(11.09-14.09) 

18.11±0.61aC 

(16.20-20.46) 

S4 9 
21.85±0.36aA 

(22.30-22.85) 

13.27±0.76aB 

(10.85-16.19) 

12.50±0.43aB 

(11.02-14.09) 

16.79±0.19aC 

(16.22-17.62) 

D
O

 (
m

g
/L

) 

S1 9 
4.18±0.25abA 

(3.20-5.40) 

3.97±0.40abB 

(2.30-5.00) 

5.23±0.06abC 

(5.00-5.50) 

4.75±0.09abC 

(4.20-5.00) 

S2 9 
3.60±0.06abA 

(3.40-4.00) 

3.80±0.30abB 

(2.50-4.70) 

4.92±0.07abC 

(4.60-5.30) 

4.72±0.15abC 

(4.10-5.40) 

S3 9 
4.22±0.61bA 

(2.20-6.60) 

2.90±0.33bB 

(1.50-3.90) 

4.02±0.08bC 

(3.60-4.40) 

4.28±0.18bC 

(3.60-5.20) 

S4 9 
1.56±0.24bA 

(0.60-2.60) 

3.84±0.19bB 

(3.00-4.40) 

4.64±0.07bC 

(4.30-4.90) 

4.48±0.09bC 

(4.20-5.00) 

p
H

 

S1 9 
8.11±0.12aA 

(7.77-8.64) 

7.57±0.06aB 

(7.40-7.86) 

7.19±0.01aC 

(7.12-7.28) 

7.29±0.14aC 

(6.75-7.82) 

S2 9 
8.37±0.04aA 

(8.25-8.57) 

7.64±0.07aB 

(7.33-7.86) 

7.14±0.02aC 

(7.07-7.22) 

7.37±0.13aC 

(6.87-7.79) 

S3 9 
8.32±0.02aA 

(8.21-8.45) 

7.63±0.08aB 

(7.28-7.89) 

7.15±0.02aC 

(7.07-7.25) 

7.31±0.12aC 

(6.79-7.63) 

S4 9 
7.79±0.01aA 

(7.72-7.86) 

7.78±0.10aB 

(7.30-8.03) 

7.15±0.03aC 

(7.07-7.29) 

7.25±0.13aC 

(6.70-7.58) 

C
o
n
d
u
ct

iv
it

y
 

(µ
s/

cm
) 

S1 9 
612.57±122.70bA 

(224.85-1067.18) 

1004.71±31.01bA 

(889.2-1102.11) 

937.80±2.63bA 

(928.65-946.96) 

669.55±139.68bA 

(110.80+955.37) 

S2 9 
216.88±18.00cA 

(178.6-288.88) 

475.74±8.41cA 

(444.60-502.50) 

429.13±6.52cA 

(408.80-453.55) 

405.26±71.49cA 

(119.32-554.80) 

S3 9 
200.80±10.87dA 

(176.7-244.29) 

199.64±9.17dA 

(173.20-234.96) 

223.34±3.98dA 

(208.20-235.60) 

232.34±31.05dA 

(110.85-315.9) 

S4 9 
20.11±2.30aA 

(11.18-26.7) 

78.72±9.54aA 

(57.70-116.89) 

44.10±2.64aA 

(34.86-53.26) 

75.19±16.83aA 

(8.30-115.52) 

B
O

D
5

 (
m

g
/L

) 

S1 9 
1.02±0.16bA 

(0.40-1.80) 

3.10±0.41bB 

(2.00-4.80) 

2.05±0.04bA 

(1.90-2.30) 

2.24±0.34bA 

(1.60-2.60) 

S2 9 
1.15±0.24bA 

(0.20-2.00) 

4.02±0.29bB 

(3.30-5.40) 

3.15±0.05bA 

(3.00-3.50) 

3.13±0.17bA 

(2.40-3.65) 

S3 9 
1.06±0.21abA 

(0.20-2.00) 

2.14±0.26abB 

(1.50-3.40) 

1.28±0.02abA 

(1.20-1.40) 

1.43±0.10abA 

(0.80-1.80) 

S4 9 
0.84±0.14bA 

(0.40-1.60) 

4.42±0.51bB 

(2.54-6.20) 

2.33±0.02bA 

(2.24-2.50) 

2.82±0.13bA 

(2.36-3.60) 

A, B, C :  The letters show differ between  seasons (P <0.05); a, b, c  The letters show differ between stations 

(P <0.05).  

 

 
Fig. 3. Seasonal changes of OM and BOD5 values of Creek. 
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Table 4.Values (X ± SD; min-max) of F. coliform of Creek. 

      Stations n Summer Autumn Winter Spring 

F
. 

C
o

li
fo

rm
 

(c
fu

/1
0
0

m
l)

 

S1 9 
182.22±4.74aA 

(158-200)  

76.77±5.10aB 

(59-101)  

27.33±1.25aC 

(22-33) 

50.22±1.36aB 

(43-56)  

S2 9 
 430.11±7.40bA 

(395-452) 

255.66±13.91bB 

(200-300)  

101.77±3.04bC 

(90-111)  

122.77±4.18bB 

(102-138)  

S3 9 
 276.55±11.29bA 

(240-304) 

172.11±18.09bB 

(98-224)  

104.66±3.92bC 

(87-122)  

128.66±9.55bB 

(145-221)  

S4 9 
 1020.22±105.29dA 

(629-1394) 

380.33±11.43dB 

(338-435)  

86.22±2.94dC 

(72-94)  

539.11±13.86dB 

(491-599)  

A, B, C :  The letters show differ between  seasons (P <0.05); a, b, c  The letters show differ between 

stations (P <0.05). 

 

When the seasonal changes of pH values were 

examined according to the parameters of 

Sırakaraağaçlar Creek, the lowest value was 7.14 in 

winter and the highest value was 8.37 in summer, and 

both values were in S2 station. It can be stated that pH 

values are inversely proportional when compared with 

temperature values. pH values can vary depending on 

the amount of carbonate (CO3
-2), bicarbonate (HCO3

-), 

and free carbon dioxide (CO2) in the water, but these 

changes can occur due to many factors. pH is inversely 

proportional to dissolved CO2 and directly proportional 

to HCO3
-. The critical value of the presence of CO2 is 

pH 8 [32]. Therefore, in our study, CO2 is active at pH 

7.14 (winter), HCO3
- is active at pH 8.37 (summer). In 

the study carried out in the stream of Sıkaraağaç, 11.36 

and 5.01 mg/L CO2 [49], 4.58 and 26.04 d ° H HCO3
- 

values were obtained in the winter and summer 

seasons, respectively [50]. These results supported our 

study values. Oner and Celik [51], Şengün [52] and 

Dinçer [53] reported that pH values were 7.60 (in 

Gediz River), 7.42  (in Giresun Aksu Creek) and 7.92 

(in Giresun Province Çanakçı Creek), respectively. In 

the studies carried out in river waters in different 

regions, it was found that the pH values were similar to 

our results. The pH of Sırakaraağaçlar Creek was in 

Class I and II Quality according to Continental Water 

Resources Quality Classification (Table 6).  

 

Although the lowest conductivity was at S4 station 

with 20.11 µs/cm, the highest conductivity value was 

found at S1 station with 1004.71 µs/cm, and 

conductivity values generally changed below 1000 

μs/cm, is shown in Table 1.  Karslı [40] found the 

average conductivity value in the Sakaryaağaçlar 

stream as 12.25 µs/cm in the summer season and 8.64 

µs/cm in the autumn season. According to WHO 

standards, conductivity should be 1000 μs/cm in river 

waters [54]. The conductivity of water sources 

exceeding 1000 μs/cm is considered as a sign of 

pollution [45]. It is known that the electrical 

conductivity varies depending on the salts dissolved in 

water, their density and water temperature [55]. When 

Table 3.  Values (X ± SD; min-max) of T. coliform of Creek.  

        Stations n Summer Autumn Winter Spring 

T
. 

C
o

li
fo

rm
 

(c
fu

/1
0
0

m
l)

 
S1 9 

214.66±8.88aA 

(180-245) 

98.22±4.10aB 

(82.113) 

35.88±1.48aC 

(30-41) 

83.22±3.53aB 

(69-96) 

S2 9 
470.77±16.14bA 

(405-535) 

326.55±8.07bB 

(303-363) 

119.44±3.20bC 

(106-134) 

144.33±4.00bB 

(132-169) 

S3 9 
337.66±27.91abA 

(241-439) 

194.11±15.23abB 

(140-256) 

132.55±12.5abC 

(87-183) 

221.11±18.96abB 

(158-298) 

S4 9 
1263.55±184.57cA 

(616-1904) 

401.00±11.82cB 

(358-452) 

134.66±1.75cC 

(128-144) 

687.11±4.74cB 

(673-708) 

A, B, C :  The letters show differ between  seasons (P <0.05); a, b, c  The letters show differ between 

stations (P <0.05). 
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the seasonal conductivity values of the stream were 

examined, it was found that the stations did not show a 

homogeneous distribution. The reason for this is 

primarily the difference in climatic conditions, the 

occasional merging of the water source with seawater, 

the variability of seasonal temperature and rainfall, the 

presence of other branches of the water supply can be 

shown. There are two most important reasons that 

affect our study results. The first of these, as the 

water level decreases in the late months of spring 

and in the summer, the mouth of the stream opening 

to the sea is closed, and the waters of the stream turn 

into freshwater in this period (station S1) [40]. The 

second reason is that precipitation varies according to 

the seasons. In Sinop province, the average of seasonal 

total rainfall between 1936-2019 was announced as 

41.90 - 36.50 mm in spring-summer and 79.27 - 71.5 

mm in autumn-winter, respectively [56]. The 

conductivity value was measured below expected due 

to the closed mouth of the stream in summer and the 

increase in precipitation in autumn. It was measured in 

studies that the conductivity value, which between 239 

and 322 µs/cm in Emiralem Creek  [57] and between 

28 and 450 µs/cm in Trabzon province rivers  [58]. 

Another study showed that the conductivity value of 

Ordu Ulugöl was 187.46 µs/cm  [59]. 

 

BOD5 is the amount of oxygen that bacteria use to 

decompose OM under aerobic [32]. The correlation 

between BOD5 and OM is negative, and statistically 

significant relative to P ≤0.05 (r = -0.326). BOD5 value 

was evaluated by many researchers in different 

regions. Verep, Serdar, Turan and Şahin [48], Dinçer 

[53] and Gedik, Verep, Ertuğrul and Fevzioğlu  [60] 

evaluated that the average values of BOD5 were 2.40 

mg/L in Trabzon Iyidere, 1.85 mg/L in Rize storm 

Creek and 3.83 mg/L in Giresun Çanakçı Creek, 

respectively. Our findings were parallel with this 

study. In the Sırakaraağaçlar Creek, the lowest value 

(0.84 mg/L) and the highest value (4.42 mg/L)  of 

BOD5 were determined at S4 station, and it was found 

to be Class II in terms of water quality according to 

Continental water resources. When the seasonal BOD5 

values of the creek were examined, it was found that 

the BOD5 values were low in summer and high in 

autumn. This is an indication that the solubility of the 

gases is inversely proportional to the temperature and 

the DO value decreases when the temperature 

increases. Due to the high temperatures during the 

summer, the decrease in DO value and the reduction of 

bacteria working in an aerobic environment, and the 

slowing or decreasing of the organic disintegration 

process can be shown as the cause [61, 62]. The 

increase in BOD5 values towards autumn can be 

explained by the increased amount of DO due to 

seasonal decreases in water temperature and an 

increase in precipitation. Water temperature is a 

parameter that affects the optimal living conditions of 

aquatic organisms, as well as many biochemical 

processes, while directly changing dissolved oxygen 

and many physicochemical properties (Figure 3) of 

water in aquatic environments [63].  

 

When the seasonal changes of NH4
+-N values of 

Sırakaraağaçlar Creek were examined, the lowest 

value was 0.01 (mg/L) in S1, S2 and S3 stations, while 

the highest value was 0.33 (mg/L) in S4 station (Table 

6). Ammonium is one of the nutrients that ensure the 

continuity of life. However, an excessive amount of 

nutrients in water resources causes pollution. In 

addition to providing the growth of algae in the water, 

it also adversely affects by reducing the amount of DO 

in the aquatic ecosystem [42]. When the NH4
+-N 

values in the water source were examined, it was 

observed that they were low in the autumn and winter 

seasons. This is because; the amount of DO increases 

due to reduced water temperatures , and nitrification 

events accelerate and NH4 oxidizes during these 

seasons. Nitrification bacterial activity and 

concentrations rely on specific free ammonia 

concentration (NH3/biomass ratio), which is a function 

of temperature, pH, ammonium concentration and 

nitrification biomass concentration. Therefore, in the 

nitrification process, the temperature is a key 

parameter that produces two opposite effects. These 

are bacterial activation and free ammonia inhibition  

[64, 65]. At temperatures below 20°C, nitrification 

proceeds at a lower rate, but continues at temperatures 

below 10°C [66 - 68]. A temperature rise of 1°C in the 

range of 10-29°C causes a 2% increase in the 

nitrification rate [64].  However, microorganisms 

responsible for nitrification (Nitrobacter and Nitro 

somonas) are extremely sensitive. They need a 

constant temperature of at least 12°C, a suitable C: N: 

P ratio and a sufficient amount of added oxygen. In our 

study, the possibility of nitrification may occur due to 

the pH being 7.15 - 7.78, the Nitrosomonas and 

Nitrobacter species being active at an optimum pH 

between 7 and 8 [69], and the temperature (12.45-

13.37°C) is not too low. Also, some phytoplankton 

species absorb ammonium is an important factor in 

reducing ammonium amount. This is an indication that 

NH4 is used in this cycle. NH4
+ -N values were 

measured in the range of 0.11-20.04 mg/L in Afyon 

Akarçay and 0.02-1.98 mg/L in Asi river by Kıvrak, 

Uygun and Kalyoncu [70], and Taşdemir and Göksu  

[46], respectively. These results were found to be 

consistent with the NH4
+ -N results in our study. 

According to the data of Turkey’s Water Quality 

Management Regulation criteria Class of inland water 
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resources (Table 6), the water quality of 

Sırakaraağaçlar creek was class I (high-quality water) 

for BOD5 and NH4+-N values [71, 72]. 

 

H2S is a colorless, toxic, volatile and flammable gas 

under normal conditions. SO4
-2 ion in water sources is 

used as an oxygen source by sulphate reducing 

microorganisms in anaerobic environments, and S-2 ion 

is formed as a result of biochemical reactions. The S-2 

ion reacts with hydrogen in water to form H2S gas. In 

the study, when the H2S values in the water source are 

examined, it is seen that the values are high in summer 

(Table 2). The reason for this is that the seasonal 

increase in water temperatures reduces the amount of 

dissolved oxygen. Moreover, the formation of oxygen-

free products increases due to the fact that organic 

degradation is carried out by anaerobic bacteria 

[32,73]. In addition, H2S may decrease if the DO value 

increases due to changes in water temperature. Since 

the final step of the S-2 cycle is SO4
-2, it is possible that 

a large proportion of the sulfur will be converted to 

sulfate owing to increased dissolved oxygen. S4 station 

is in the region where Abalı village domestic wastes 

are mixed, and agricultural activities and animal 

husbandry are carried out. Therefore, domestic wastes 

and animal droppings containing organic substances, 

various fertilizers used in agriculture and pesticides 

were added in the stream waters. In the excess of 

organic matter, since the oxygen utilization rate in the 

stream is greater than the supply of oxygen, anaerobic 

conditions have emerged at certain distances in the 

stream, and H2S has formed together with other gases 

as decomposition product [33, 74]. Correlation values 

of H2S were directly proportional to temperature and 

NH4 (r = 0.878, r = 0.516, respectively; P ≤0.001), It 

was inversely proportional to DO and BOD5 (r = -

0.489, r = -0.650, respectively; P ≤0.001), and were 

found to be very important (Table 5). 

 

Considering the results of the study (except S4 station), 

it was determined that the lowest values of OM 

changes were in Winter and the highest values were in 

Summer(Table 2).OM values in this study differed 

from the studies were made by Gedik, Verep, Ertuğrul  

and Fevzioğlu  in Rize Fırtına Creek  [61], and Dinçer 

in Giresun Çanakçı Creek [53]. In our study, OM 

values of the creek ranged from 0.27 to 644 mg/L. The 

fluctuations in the amounts of OM were decided, and 

it was concluded that this occurred due to seasonal 

changes of temperature, pH and precipitation. In 2014, 

Turkey in average rainfall of 641.6 kg/m2, while 703.6 

kg/m2 (in 2015, 691.5 kg/m2) in average rainfall of 

Sinop  was determined to be. It can be said that rains 

are very effective in the region [74, 75]. When the 

correlation values of OM were examined (Table 5), it 

was found that it was directly proportional to 

temperature, TSS and pH (r=0.681, r=0.994 ve 

r=0.629, respectively), and they were statistically 

significant (P ≤0.001).TSS is known as the total of 

soluble and insoluble solids in water and they are 

suspended in water. It is generally composed of 

colloidal organic materials, sediment materials, sludge 

or clay minerals. Many substances (TSS) such as clay, 

organic substances, microscopic organisms, calcium 

carbonate, aluminum hydroxide, iron hydroxide can 

hang in the water. When organic substances break 

down, they can cause an increase in suspended 

substances that are soluble and have low solubility. 

Moreover, mixed organic substances (naphthalene and 

phenols etc.) and others can cause pH rise in water 

[76]. The area of the Sıkaraağaçlar Stream close to the 

sea is in the region where the swamps are most intense. 

Moreover, it is in the region where Tourism is effective 

because it is a residential area. For this reason, OM, 

TSS (except spring) and conductivity values were 

determined at the highest stations S1 and S2. Organic 

materials derived from detritus (rotting plant parts) 

predominate in marshes. The overall low permeability 

of soft fine-grained sediments limits the movement of 

water in the soft sediment layer [77]  and causes the 

accumulation of organic substances. 

 

Suspended solids are an important parameter for 

waters; as the amount of solids in the water increases, 

the permeability of the water decreases, and the solids 

cause adverse conditions for aquatic organisms [78]. 

Taşdemir and Göksu  [46] found the TSS value as 1-

381 mg/L in the Asi River, while Tepe and Mutlu [37] 

found the TSS value as 1.75 mg/L in Hatay Harbiye 

Spring water. TSS values in this study were established 

to be low values according to literature studies (Table 

2).TSS values showed an increase and decrease in 

seasonal changes, and it can be said that it is due to 

water flow rate and precipitation. The reason for the 

fact that the TSS values in summer is higher compared 

to other seasons is that the evaporation and the input of 

urban wastewater are high. Correlation values of TSS 

were found to be directly proportional to temperature, 

pH, H2S and OM (r=0.681, r=0.606, r=0.545 ve 

r=0.994, respectively) , and this correlation 

(P≤0.001)were to be very important statistically (Table 

5).TSS values of the creek (Table 6), according to 

Turkey's Water Quality Management Regulations 

criteria according to internal water resources were 

clean water.  According to the Eutrophication Control 

Limit Values data for lakes and marshes, the TSS value 

for natural protected areas is 5mg/L [71, 72]. 
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Table 5.Correlation between Coliform Bacteria and Physicochemical Parameters. 

 T.Coliform                                     F.Coliform     Temperature DO   pH Conductivity BOD5 NH4
--N H2S OM 

F.Coliform                                      0.985***          

Temperature  0.379**      0.38]**         

DO -0.752***   -0.757***   -0.224        

pH  0.343*       0.404**     0.783***  -0.445**       

Conductivity -0.554***   -0.535***   -0.154       0.429**  -0.138      

BOD5 -0.234      -0.188      -0.638***    0.280     -0.329*      0.139     

NH4
--N  0.791***     0.732***     0.590***   -0.490***   0.255    -0.428**   -0.427**    

H2S  0.545***     0.574***     0.878***   -0.489***   0.831***     -0.188     -0.650***   0.516***   

OM -0.132      -0.083        0.681***    0.158      0.629***    0.336*    -0.326*    -0.000    0.570***  

TSS -0.123      -0.076        0.681***    0.181      0.606***    0.335*     -0.308*     -0.026    0.545***   0.994*** 
P ≥0.05; (*)P ≤0.05; (**)P ≤0.01; (***)P ≤0.001 

 

 

 
Table 6.Quality of Sırakaraağaçlar Creek according to inland water resources classes. 

Water quality parameters 
Water quality Classes Sırakaraağaçlar Creek 

(Min.-Max.)            Class Class I Class II Class III Class IV 

Temperature (°C) ≤ 25 ≤ 25 ≤ 25 >30 (12.45 – 26.98) I - III 

DO (mg/L) >8 6  3 <3 (5.23 - 1.26) II - IV 

pH 6.5-8.5  6.5-8.5  9 6-9 Outside (7.14 - 8.37)      I - II 

Conductivity ((μS/cm) <400  1000 3000 >3000 (20.11 - 1004.71)   I -II 

BOD5  (mg/L) 4  8 20 > 20 (0.84 - 4.42) II 

NH4- N (mg/L)  0.2     1     2     < 2      (0.01 - 0.33) I - II 

OM (mg/L) 5 8 12 > 12 (8.20 – 228.41) II - IV 

TSS (mg/L)          5           Natural protected area and recreation (0.014 - 0.415)    

T.Coliform (cfu)/100 mL) ≤100 20000 100000 > 100000 (35.88 - 1263.55) I - II 

F.Coliform (cfu)/100 mL) ≤10 200 2000 > 2000 (27.33 - 1020.22)   II - III 

Class I: Clean. Class II: Slightly contaminated. Class III: Contaminated and Class IV: Highly contaminated. 
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Coliforms are a broad variety of bacteria. Coliform 

group of bacteria in the Enterobacteriaceae family, rod-

shaped, non-spore-forming, gram-negative by 

fermentation of lactose at 35°C in 48 hours are bacteria 

that produce gas. Coliform bacteria are most frequently 

seen in the intestines of animals, as well as in plants 

and soil [34, 79]. The presence of F. coliform bacteria 

in water sources demonstrates that water is in contact 

with fecal waste, which designates that water sources 

are polluted with many harmful, dangerous and 

disease-causing bacteria, protozoa, parasites and 

viruses [34]. The lowest value of T. coliform and F. 

coliform in Sırakaraağaçlar Creek is monitored in S1 

station with 33.88 and 27.33 cfu/100ml, respectively 

and the highest value is established in S4 station with 

1263.55 and 1020.22 cfu/100ml, respectively. It was 

determined that there was a village settlement near the 

S4 station, there were agricultural areas and grazing 

areas of animals around the village. In addition, it is 

known that the sewage system of the village is mixed 

from this area into the stream. The reason why 

T.coliform and F. coliform values were higher than 

other stations was explained by the fact that human and 

animal origin wastes were mixed into the stream. 

Coliform amount in the Dicle river was found as 2.10-

4.02 log10 cfu/ml [80], whereas the amount of coliform 

and E. coli in the drinking water of Bitlis province was 

calculated to be in the range of 501-5000/100ml [81]. 

F.coliform load were found to be>1100/100ml in 

Çanakkale Sarıçay Stream and Kahramanmaraş Aksu 

Creek by Çolakoğlu and Çakır [82], and Toroğlu, 

Toroğlu and Alaeddinoğlu [83], respectively. Coliform 

values were different from the results of previous 

studies. This was due to the difference in place and 

time. 

 

The seasonal variation of F. coliforms was determined 

to be in parallel with T. coliforms. It is viewed that 

most of T. coliforms are generally occurred of F. 

coliforms, which are not wanted to be observed in the 

waters. Seasonal changes in Creek have also viewed 

both T. coliforms and F.coliforms contamination. This 

is an indication that creek is in contact with human and 

animal feces throughout the year. T. coliform and F. 

coliform load in Creek was identified to be higher in 

summer compared to other seasons. The reasons for the 

increase of coliform concentrations can be expressed 

as the increase of water temperature owing to seasonal 

temperature change, the formation of appropriate 

reproductive environment for microorganisms, the 

decrease in the amount of seasonal precipitation and 

the increase of water inflow from urban sewage into 

natural water resources. In the transition from summer 

to winter, the decrease in T. coliform and F. coliform 

loads was caused by the decrease in water temperature. 

Moreover, the reduction in their load in the water was 

owing to increased precipitation. According to the 

results found from the study area, T. coliform value 

was discovered to be highest at S4 station in all 

seasons. The reason for this is the change in water flow 

rate and quantity, and also that the station is on the 

route of the animals. When seasonal T. coliform values 

of the stream were compared,  S1 station was found to 

be lower than other stations. This situation was 

interpreted as the result of the increase in salinity value 

due to marine impact. One of the most important 

factors affecting our study results is that as the water 

level decreases in late spring and summer, the mouth 

of the creek closed to the sea and the waters of the 

stream turn into freshwater during this period [40]. The 

other is that the amount of precipitation in the region is 

high [74, 75]. When T. coliform and F. coliform 

correlation values (P≤0.001) wereachieved (Tablo 6), 

it was decided that it was directly proportional with 

each other (r=-0.985) and with NH4(r=-0.791; r=-

0.732, respectively), H2S (r=-0.545; r=-0.574, 

respectively), inversely proportional with DO (r=-

0.752; r=-0.757, respectively)  and conductivity (r=-

0.554; r=-0.535, respectively), and these relationships 

are quite important. The average value of physical 

parameters andcoliforms were compared with 

“Environmental Legislation”, “Regulation on Water 

Pollution Control” and “Quality Criteria According to 

Classes of Inland Water Resources”, and  were shown 

in Table 6 [71, 72] It was determined that 

Sırakaraağaçlar Creek were more or less (class II-IV) 

contaminated water in terms of DO parameter, and 

contaminated or highly contaminated water in terms of 

H2S parameter,  and slightly soiled or contaminated 

(class II-III) water in terms of T. coliform (class I-II) 

and F. coliform (class II-III) values. 

 

4. Conclusions 
 

In the developing world, due to the increase in 

environmental sensitivity, it is known that although 

necessary measures are taken for water pollution, it is 

not sufficient. It is very important to increase the 

studies on the quality and pollution of water resources 

and to determine the current conditions of water 

resources and the sources of pollutants. The water of 

Sırakaraağaçlar Creek passes through settlements and 

agricultural areas until it reaches the sea. If the current 

state of the water quality parameters of the water 

source is not improved and maintained, the possibility 

of an increase in pollution load is inevitable in the 

following years. Also, adverse conditions that may 

affect aquatic life and human health may arise in the 

ecosystem and water basin. 
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When the data obtained from this study were 

evaluated, it was determined that DO value of water 

source was low and H2S, T. coliform and F. coliform 

values were high. This reinforces the possibility that 

eutrophication may start or increase in the water 

source. It is thought that the amount of suspended 

solids, temperature, the load of OM and other 

pollutants affect the low oxygen values in the water 

source. Controlling and continuous monitoring of these 

parameters supports the possibility that the DO value 

may naturally return to normal values. One of the 

measures that can be taken for hydrogen sulfide 

pollution, which is one of the pollution types in our 

study, is to correct the sewage infrastructure of the 

settlements around the creek. The second is to take 

measures to reduce a load of OM before the discharge 

of wastewater. The main source of coliform pollution 

is wastewater in sewers. These bacteria can cause 

serious diseases for human health. It is evident that the 

continuous monitoring of the coliform bacteria load of 

the water source and the installation of sewage 

treatment systems will be an effective measure to 

prevent pollution. The current status of Sırakaraağaçlar 

Creek should be monitored periodically and necessary 

measures ought to be taken to protect and improve it. 

In addition, the water source should be kept under 

control for the substances that may increase the load of 

suspended solids entering the water sources from the 

surrounding settlements and agricultural lands. 

 

In order to ensure the sustainability of water resources; 

prevention of further degradation of aquatic 

environments, and improvement works, good 

protection of water resources for long-term use, further 

emphasizing the seriousness and importance of the 

issue should be among our goals. The idea of 

dissemination of the management concept on the basis 

of the river basin, which is the main objective of the 

European Union water framework directive, should be 

adopted. The quality of life and sustainability of 

aquatic organisms will be possible with the quality and 

cleanness of natural waters. 
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Abstract  
 

In the present study, lignocellulosic biomass such as corn straw and sorghum were used as raw 

materials for a new, abundant, low-cost and natural antioxidant source to use in foods or 

medicinal materials as replacements for synthetic antioxidants such as butylated 

hydroxyanisole (BHA) and butylated hydroxytoluene (BHT). The effect of extraction 

temperature, extraction time, solvent volume on extraction yield, total phenol content and 

antioxidant activity were investigated and the results obtained by response surface 

methodology (RSM) were evaluated. Linear and quadratic models were revealed as a result of 

experiments. The fit of these models with predictions results were tested and optimal condition 

parameters were investigated. It was seen that different results were obtained because of 

structural differences between corn straw and sorghum. These results showed that the 

extraction temperature was the main positive linear effect on extraction yield. The solvent 

volume and temperature were found to important model terms for total phenol content. For 

antioxidant activity, the solvent volume was the main linear effect for sorghum where as it has 

a quadratic effect for corn straw biomass. 
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1. Introduction 

In recent years, hundreds of herbal sources have been 

tested for antioxidant activity. The most important 

natural antioxidant sources are plants (oilseeds, 

cereals, vegetables, fruits, spices), animal products 

(peptides, amino acids and carotenoids), enzymes 

(glutathione peroxidase, superoxide dismutase and 

catalase) and some microorganisms [1]. In addition, 

due to the fact that phenolic compounds are natural 

antioxidant sources and have positive effects on health, 

the interest in fruit and vegetable products is increasing 

day by day.  

 

Phenolics, composed of one or more aromatic rings 

bearing one or more hydroxyl groups, are found in 

almost every vegetable and fruit. Despite their 

structural diversity they have similar properties so can 

basically be categorised into several classes. The 

favourable effects derived from phenolic compounds 

have been attributed to their antioxidant activity due to 

the their ability scavenge free radicals from the body 

[2]. Besides vegetables and fruits, agricultural 

lignocellulosic biomass could be interesting and low-

cost natural sources of antioxidant phenolic 

compounds.  

 

Lignocellulosic biomass composed of cellulose, 

hemicellulose, lignin and other extractives. These main 

extractives are aliphatic compounds (oils and waxes), 

terpenes (sterols and resins) and terpenoids, fatty acids, 

quinines, aldehydes, alcohols, coloring pigments, 

steroids and phenolic compounds [3]. Sorghum, as a 

lignocellulosic biomass, belongs to the 

Monocotyledon class of Gramine Familia. There are 

113 species and represent over 40,000 genotypes [4]. 

It is the fifth most grown cereal plant in the world [5]. 

Sorghum is preferred due to the fact that high 

photosynthesis yield can easily be raised in all climatic 

conditions and does not require excessive irrigation 

and fertilizer. Corn, the industrial uses of which are 

very broad and generate large amounts of biomass 

residues. Corn straw production in 2014 was about 

1661 Mt, highest among the three major types of crop 

straws (rice, wheat, corn) in the world [6]. Its chemical 

composition and low-cost make it an attractive 

feedstock to be used in production of high value 

products such as bioactive compounds. 

http://dx.doi.org/10.17776/csj.678007
https://orcid.org/0000-0003-4501-3123
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Studies on antioxidant activity are mainly focused on 

food in the human diet. Any study on lignocellulosic 

agro-wastes for antioxidant activityapplications have 

not been reported yet in the literature. Therefore, in this 

study sorghum and corn straw, as lignocellulosic 

biomass residue, were extracted and investigated for an 

alternative non-food cheap antioxidant sourcefor 

potential use in cosmetic, food and pharmaceutical 

industries. 

 

Extraction is one of the most important step in 

antioxidant studies so effects of temperature, 

extraction time and solvent volume on extraction yield 

of phenolics from sorghum and corn straw were 

evaluated on the responses of total phenolic content 

and total antioxidant activity, optimal conditions were 

determined by using Response Surface Methodology 

(RSM). 

 

2. Experimental 

2.1. Extraction of lignocellulosic biomass 

 

Sorghum and corn straw were used as biomass 

feedstocks. Sorgum was grown in Adana. It was 

harvested in autumn. The harvested plant was dried, 

grounded and used in extraction. Corn straw was 

obtained local supplier in Adana. The analytical data 

for lignocellulosic biomasses were given Table 1. The 

7.5 g of grounded biomass was extracted with 

water:methanol (1:1) under reflux. After extraction, 

the solid residues were dried at 100 °C. The percentage 

of extraction was calculated as: (initial weight of 

biomass-weight of dried biomass)/(initial weight of 

biomass)*100. 

 

UV-VIS Spectrophotometre: UV-1800 UV-VIS 

Spectrometer and UNICAM UV-VIS Spectrometer 

UV 2 pH meter: Adwa AD8000. 

 
Table 1. Analytical data forlignocellulosicbiomasses. 

Analysis wt % 

Sorghum Cornstraw 

C 39.75 47.80 

H  5.22 6.89 

N  0.85 2.01 

S  0.11 0.48 

O 54.07 34.76 

Moisture 8.11 8.10 

Ash 8.39 8.06 

Cellulose 46.63 49.96 

Hemicellulose 12.54 15.47 

Lignin 18.95 15.09 

 

2.2. Experimental design and optimization 

 

In this study the optimization approach provided by the 

Box–Behnken design (BBD, Design Expert 7.0.0). The 

effect of various factors include temperature, 

extraction time and solvent volume on the extraction of 

phenolics from lignocellulosic biomass were 

investigated. The effect of experimental parameters on 

extraction yield, total phenolic content and antioxidant 

activity was investigated by responce surface 

methodology (RSM).One of the greatest advantages of 

this method is to empirically demonstrate the effect of 

multiple experimental factors on the extraction 

efficiency by carrying out a few experimental studies. 

The 15 experimental run were carried out in this study. 

All experiment runs were carried out at least in 

duplicate. The range of factors used in the 

experimental run are given in Table 2. 

 
Table 2. The ranges and levels of the factors in the 

experimental design 

Factors Semb. Ranges and Coded Levels 

-1 0 1 

Temp. (°C) A 60,00 80,00 100,00 

Solvent 

volume (1:1) 

mL 

B 75,00 112,50 150,00 

Time (min) C 30,00 45,00 60,00 

 

 

2.3. Analysis 

 

Total phenolic content of extracts were determined by 

Folin–Ciocalteau assay [7]. 100 and 150 µL samples 

were mixed with 2.5 mL of 10 times diluted Folin-

Ciocalteau reagent and 5 ml of a 20% (w/v) anhydrous 

sodium carbonate solution.  The mixture was vortexed 

for 30 s and kept at room temperature for 2h. 

Absorbance at 760 nm was recorded using a UV-VIS 

spectrophotometer (Agilent-Cary60). Gallic acid was 

used as a standard for calibration curve. The total 

phenolic content was expressed as gallic acid 

equivalents (mg gallic acid/g biomass). 

 

Antioxidant capacity analysis was performed 

immediately after extraction [8].Briefly, 1 mM, 1.5 mL 

DPPH was mixed with 50 and 250 µL sample solution 

and incubated for 105 min in dark covered with 

aluminum foil. Decrease of absorbance was monitored 

at 515 nm against a blank on a UV-VIS spectrometer 

(Agilent UV-Cary60). 
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The percentage of inhibition was calculated by the 

following equation: 

 

Inhibition%= (Absorbance of control-Absorbance 

of sample)/Absorbance of control  X 100 

 

BHT (butylhydroxytoluene) was used as an 

antioxidant reference, inhibition percentage of sample 

was calculated using the graph by plotting BHT 

concentration against inhibition percentage and the 

results were gives as mg BHT equivalent /g biomass) 

 

3. Results and Discussion 

In this study, the extraction parametres such as 

extraction temperature, solvent volume and extraction 

time were applied for the extraction of corn straw and 

sorghum. The optimization model has been developed 

for the highest percentage of extraction, total 

phenoliccontent and antioxidant activity by applyinga 

3-factor and 3-level Box–Behnken design (BBD).The 

variance analysis (ANOVA) was used to analyze data. 

The statistical significance of the quadratic effects of 

each factor on the responses was determined by using 

the Fischer (F-test) test at 95% confidence level. It has 

been decided whether the proposed model is a fitting 

approach to the real response of the system, provided 

that the insignificant and regressing variation caused 

by "lack of fit" is significant at the 95% level of 

confidence. In addition, the fit of the model was tested 

using the regressionsquared (R2), the adjusted R-

squared (Radj). Experimental design and responses of 

the dependent variables were given Table 3. And also, 

Table 4 shows variance analysis of responses. 

 

3.1. Model equation for the extraction yield 

 

As a result of experiments on the extraction of corn 

straw and sorghum which were made in accordance 

with experimental designs, the extraction yields were 

subjected to regression analysis and the following 

equations were obtained; 

 

Extraction Yield(corn straw)  

y=+13.34+2.31A+0.88B-0.20C+7.500x10-

003AB+0.11AC+1.02BC 2.04A2+0.096B2+0.57C2 

(Eq.1) 

 

Extraction Yield(sorghum) 

y=+16.81+1.28A+0.16B+0.068C+0.34AB+1.37AC+

0.31BC+0.46A2+0.37B2-0.62C2 (Eq.2) 

 

As can be seen in Eq.1, the positive value of coefficient 

A (2.31) indicates that the corn straw extraction yield 

increases with increasing the temperature from 60 °C 

to 100 °C. The extraction temperature is the most 

significant parameter on extraction. While the B 

coefficient, solvent volume, was positive (0.88), 

indicating that the extraction yield increased with 

increasing the amount of solvent, the extraction time, 

C, has a negative value (-0.20) shows that the 

extraction yield will decrease with increasing time. 

 

The fit of the model can be tested using the regression 

squared (R2). The values of R2 and Radj found as a result 

of the variance analysis were 0.9328 and 0.8120, 

respectively for corn straw.These values provides a 

suitable approach for the relationship between the 

independent variables and the extraction yield of the 

proposed equation. The values of R2 and Radjwere 

0.9264 and 0.7938, respectively for sorghum. It was 

observed that all coefficients were positive and 

positively contributed to the sorghum extraction yield 

(Eq.2). 

 

 

 
 
Fig.1. Response surface graphs for extraction yield a ) corn 

straw b) sorghum 
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Table 3. Experimental design and responses of the dependent variables 

Temperature 

(°C) 

Solvent 

volume 

(1:1) mL 

Time 

(min) 

Corn Straw Sorghum 

Extraction yield Total phenol content Antioxidant activity Extraction yield Total phenol content Antioxidant activity 

Actual  Predicted  Actual  Predicted  Actual  Predicted  Actual  Predicted  Actual Predicted Actual Predicted  

80.00 112.50 45.00 13.59 13.34 3.47 3.59 2.15 2.42 17.09 16.81 7.53 8.16 16.66 16.64 

80.00 75.00 30.00 14.88 14.35 2.73 3.06 1.85 1.97 17.16 16.64 6.35 6.92 11.33 14.24 

80.00 150.00 60.00 15.18 15.71 5.46 5.13 3.54 3.42 16.57 17.09 8.40 7.84 22.60 19.69 

60.00 112.50 60.00 10.24 9.25 3.16 3.19 2.90 2.99 14.55 14.06 6.64 6.75 8.88 10.91 

80.00 75.00 60.00 11.09 11.90 2.48 2.50 1.44 1.29 15.86 16.15 5.83 6.09 6.27 6.14 

100.00 75.00 45.00 13.28 12.82 2.42 2.12 1.52 1.49 18.39 18.42 6.53 6.07 4.23 3.35 

60.00 75.00 45.00 8.04 8.21 2.11 2.06 1.61 1.67 16.34 16.53 5.45 5.09 6.42 4.52 

80.00 112.50 45.00 13.67 13.34 3.64 3.59 2.69 2.42 16.25 16.81 8.59 8.16 17.32 16.64 

60.00 112.50 30.00 9.51 9.87 2.52 2.24 2.57 2.39 16.34 16.66 6.77 6.57 7.86 6.85 

100.00 150.00 45.00 14.77 14.60 4.52 4.57 2.91 2.85 19.61 19.41 8.64 9.01 6.92 8.82 

100.00 112.50 60.00 14.46 14.10 2.95 3.23 2.16 2.34 19.69 19.36 6.76 6.96 4.55 5.56 

100.00 112.50 30.00 13.28 14.27 3.65 3.62 2.80 2.71 16.00 16.49 9.85 9.75 11.78 9.75 

80.00 150.00 30.00 14.89 14.07 4.02 4.00 2.39 2.54 16.63 16.33 9.88 9.62 11.58 11.71 

60.00 150.00 45.00 9.50 9.96 2.90 3.20 2.97 3.00 16.20 16.17 6.14 6.60 9.20 10.08 

80.00 112.50 45.00 12.77 13.34 3.65 3.59 2.41 2.42 17.10 16.81 8.36 8.16 15.95 16.64 

 
Table 4. The variane analysis of responses  

 Responses Sum of  

Squares 

df Mean  

Square 

F  Value P Value 

Prob > F 
 

Corn straw Extraction  yield 71.03 9 7.89 7.72 0.0183 significant 

TPC 10.58 9 1.18 10.11 0.0101 significant 

BHT 4.85 9 0.54 8.94 0.0133 significant 

Sorghum 

 

Extraction  yield 24.66 9 2.74 6.99 0.0227 significant 

TPC 25.92 9 2.88 6.58 0.0258 significant 

BHT 359.38 9 39.93 5.40 0.0389 significant 
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Response surface plots showing the effect of factors on 

extraction yield of corn straw and sorghum 

biomasspresented in Fig.1a and Fig.1b. The interaction 

between solvent volume and extraction temperature at 

constant extraction time has a significant linear 

positive effect on corn straw extraction (Fig.1.a.x). It 

was determined that the extraction yield of corn straw 

increased with increasing temperature. Similarly, when 

the effect of extraction time and temperature variables 

were examined, it was observed that the extraction 

time was not effective but the temperature was an 

important factor on the extraction yield of corn straw 

(Fig 1.a.y). It has been found that maximum extraction 

yield will be achieved due to decrease in extraction 

time at constant temperature (Fig 1.a.z).  As presented 

Fig.1.b.x, it was found that the temperature was an 

important factor for sorghum extraction yield and the 

solvent volume was not a significant factor on the 

sorghum extraction yield. Fig.1.b.y shows the 

relationship between the extraction time and the 

temperature, it was observed that the sorghum 

extraction yield decreased due to the increase in the 

extraction time. It was seen that the maximum values 

for the extraction yield of sorghum was obtained when 

the time was 45-50 minutes, when the solvent volume 

was generally high at constant temperature. 

 

3.2. Model equation for Total Phenolic Content 

(TPC) 

 

The model equation for total phenolic content (TPC) 

obtained from the extractions of corn straw and 

sorghum show the total phenolic content (phenolic 

acids, polyphenols and flavonoids) value as a function 

of temperature, extraction time and solvent volume. 

The equations of the model are given below: 

 

TPC (corn straw)  

y= +3.59+0.36A+0.89B+0.14C+0.33AB-

0.33AC+0.42BC-0.60A2+1.667x10-003B2+0.084C2 

(Eq.3) 

 

TPC (sorghum) 

y=+8.16+0.85A+1.11B-0.65C+0.36AB-0.74AC-

0.24BC-0.79A2-0.68B2+0.13C2 (Eq.4) 

 

The R2and Radj values of total phenolic content models 

of corn straw and sorghum extracts were 0.9229 and 

0.8541 for corn straw and 0.9222 and 0.7821 for 

sorghum, respectively. When the model for corn straw 

was examined, it was observed temperature and 

solvent volume are significant model terms (Eq.3). The 

temperature and the solvent volume as well as the 

extraction time were found to be important model 

terms for sorghum (Eq.4). 

 

 
 

Fig. 2. Response surface graphs for total phenolic content a) 

corn straw b) sorghum 

 

Figure 2 shows thethree-dimensional graphs of the 

response surface of the total phenolic content values of 

corn straw and sorghum extracts against temperature, 

solvent volume and extraction time. When the total 

phenolic content value of corn straw extract was 

examined in terms of solvent volume and temperature 

factors, it was observed that the TPC value increased 

with increasing the amount of solvent, while the 

temperature was around 80 °C (Fig 2.a.x). Some 

studies have shown that TPC values are lost because 

high temperatures damage the phenolic components 

[9-11]. The reason is explained by Prasad et al. (2011) 

as follow; the dielectric constant of the water at high 

temperature decreases and the solvent property 

changes and the phenolic substances can be extracted 

better [12]. High temperature also increases the 

solubility of phenolic substances, diffusion rate, 

extraction rate, decreases solvent viscosity and surface 

tension. However, high extraction temperatures can 

also lead to undesired results. For instance, degredation 

of phenolic substances arising from chemical and 
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enzymatic degradation or a reduction in total phenolic 

content is increased by the increase of the extraction 

temperature.  
When the relationship between the extraction time and 

temperature were examined at a constant solvent 

volume, it was observed that the TPC was 

increasedwith an increasing of these two factors (Fig 

2.a.y). Although TPC value of corn straw extract at a 

constant temperature increased with increasing solvent 

volume while extraction time did not change 

significantly (Fig 2.a.z). We have also examined the 

relation between solvent volume, extraction time and 

temperature on the value of total phenolic content of 

sorghum extract. The results showed that the TPC 

value increased while the amount of solvent and 

temperature increased at a constant extraction time 

(Fig. 2.b.x) On the other hand, we have found no 

significant effect of the extraction time on the TPC 

value while temperature increases (Fig.2.b.y).When 

we questioned the effect of solvent volume and 

extraction time, it was found that TPC value increased 

with increasing in amount of solvent and decreased 

with the increase in the extraction time (Fig.2.b.z). 

Some of the phenolic compounds are water-soluble, 

some are soluble in organic solvents and some are large 

insoluble polymers. For this reason, instead of using 

single solvent, a solvent with water and organic solvent 

mixture was used. The structure and composition of the 

material used, the type of heat treatment applied and 

the degree of temperature can lead to an increase in the 

amount of phenolic compounds [13]. It was seen that 

different results were obtained because of structural 

differences between corn straw and sorghum. 

 

3.3. Model equation for antioxidant activity (BHT) 

The equations of the model obtained as a result of the 

studies performed for the antioxidant activities of corn 

straw and sorghum extracts are given below; 

 

Antioxidant activity (corn straw)  

y=+2.42-0.083A+0.67B+0.054C+7.500x10-003AB-

0.24AC+0.39BC+0.069A2-0.23B2+0.12C2 (Eq.5) 

 

Antioxidant activity (sorghum)  

y=+16.64-0.61A+2.76B-0.031C-0.022AB-

2.06AC+4.02BC-7.31A2-2.64B2-1.06C2 (Eq.6) 

 

The R2 and Radj values of antioxidant activities models 

of corn and sorghum extracts were 0.9415 ve 0.8361 

for corn straw and 0.9068 ve 0.7390 for sorghum, 

respectively. Where R2 is greater than 90%, the 

independent variables (temperature, solvent amount 

and extraction time) indicate that the value of 

antioxidant activity (BHT) is qualifiable. The effects of 

solvent amount on the antioxidant activity values of 

corn straw and sorghum extracts were statistically 

significant. Solvent type and polarity are effective on 

single electron transfer and hydrogen atom transfer 

which are important in measuring antioxidant capacity 

[14].There are different solvents used in the literature 

for antioxidant extraction. Solvents generally used in 

the extraction of medicinal herbs include methanol, 

ethanol, acetone, petroleum ether, hexane and their 

different concentrations. 

 

 

 
Fig. 3. Response surface graphs for antioxidant activity a ) 

corn straw b) sorghum 

 

Figure 3 shows the three-dimensional graphs of the 

response surface of theantioxidant activity values of 

corn straw and sorghum extracts against temperature, 

solvent amount and extraction time. When the 

antioxidant activity values of corn straw extracts were 

examined against the amount of temperature and 

solvent, antioxidant activity was directly affected by 

the amount of solvent (Fig 3.a.x). The change in 

temperature did not significantly affect the result. It 

can be said that the increase in the extraction time 

increases the antioxidant activity and decreases with 

the increase in temperature (Fig 3.a.y). According to 

Fig 3.a.z,  the extraction time and the amount of solvent 
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had a positive effect on the antioxidant activity. The 

degree and time of the applied temperature can change 

the antioxidant properties (Calligaris ve ark., 2004). 

The Eq.5 and Eq.6 of antioxidant activities models of 

corn and sorghum extracts showed that the temperature 

has a negative effect on antioxidant activity. 
This disparity may be attributed to differences in 

antioxidant capacity of phenolics. All phenolic 

compounds do not have same antioxidant capacity, for 

example tannins are known to have higher antioxidant 

activity as compared to other simple phenolics so 

increasing temperature not always resulted with 

increasing antioxidant capacity of extract despite of 

high levels of phenolics [15]. 

Some phenolic compounds and antioxidants can be 

destroyed and reduced by thermal treatment. In 

general, it is expected to decrease the amount of 

antioxidant activity and total phenolic content by 

thermal treatment [16]. Whenthe surface graphs of the 

antioxidant activity for sorghum extracts were viewed,  

it was seen that the antioxidant activity increased to 80 

°C  and then started to decrease in Fig 3.b.x and Fig 

3.b.y. Similar results have been found in other 

literature studies [17-20]. 

 

3.4. Verification experiments 

The verification experiments were carried out using 

recommended optimal conditions derived from 

analysis of RSM for the factors; extraction 

temperature, extraction time and solvent volume. The 

experimental results were reasonably close to the 

predicted values verifying the validity of the RSM 

model (Table 3). The optimum extraction conditions to 

obtain high antioxidant yields with high antioxidant 

activities within the extraction parameters were: 77 °C 

(temperature), 150.0 mL (solvent volume), 60 min 

(time) and 90 °C (temperature), 150.0 mL (solvent) 50 

min (time) for corn straw and sorghum, respectively. 

As shown in Table 5, predicted and experimental 

results were in harmony with each other. Therefore, it 

is suggested the models obtained can be used to 

optimise the process of antioxidant bioactive 

compounds extraction from lignocellulosics. 

 
 

Table 5.The extraction yield, total phenol content and antioxidant activity found in recommended optimal conditions for 

corn straw and sorghum 

Responses Corn Straw Sorghum 

Predicted Experimental Predicted Experimental 

Extraction Yield (%) 15.39 14.31±1.32 18.45 19.49±1.55 

TPC (mg gallic acid/g biomass) 5.08 4.32±0.28 8.60 8.59±0.32 

Antioxidant activity  

(mg BHT /g biomass) 

3.46 2.40±1.43 15.70 13.74±2.14 

 

4. Conclusions 

This study was designed to optimize extraction 

parametres on extraction yield, total phenol content 

and antioxidant activity from lignocellulosic biomass. 

A 3-factor and 3-level Box–Behnken design was 

applied to understand the effect extraction parametres 

(temperature, solvent volume and extractiom time). 

The results showed that the extraction temperature was 

the main positive linear effect on extraction yield, the 

solvent volume and temperature were significant terms 

on total phenol content and the solvent amount has a 

linear positive effect for sorghum while it has quadratic 

effect for corn straw on antioxidant activity. The 

optimization model has been developed for the highest 

percentage of extraction, total phenol content and 

antioxidant activity. It was observed that 

recommended optimal conditions were in harmony 

with each other. With this study, it is thought that a 

standard for extraction of antioxidant plants which 

have an important place in the field of medicine and 

pharmacy can be developed by using RSM. 

 

Conflicts of interest 

The authors state that did not have conflict of interests 
 

References 

[1] Hall, III.C. :Source of natural antioxidants: 

oilseeds, nuts, cereals, legumes, animal products 

and microbial sources. Antioxidants in Food, 

Practical Applications, J Pokorny, N Yanislhlieva 

and M Gordon (eds), Cambridge: Woodhead 

Publishing Ltd., 2001;  pp 169-219 . 

[2] Balasundram N., Sundram, K., Samman. S., 

Phenolic compounds in plants and agri-industrial 

by-products: Antioxidant activity, occurrence, 

and potential uses, Food Chem., 99 (2006) 191–

203. 

[3] Glasser W. G., Thermochemical biomass 

conversion processes are aimed for bio-fuels. In: 

Fundamentals of thermochemical biomass 

conversion, R. P. Overand, T. A. Mile, and L. K. 



 

601 

Meryemoğlu et al. / Cumhuriyet Sci. J., 41(3) (2020) 594-601 

Mudge (Eds.), New York: Elsevier Applied 

Science Publisher, 1985. 

[4] Icten O., Hydrogen Productıon from Sorghum by 

Aqueous Phase Reformıng Process, Çukurova 

University, Master thesis, (2011). 

[5] Cardoso L.M., Montini T.A., Pinheiro S.S., 

Pinheiro-Sant’Ana H.M., Martino H.S.D., 

Moreira,  A.V.B., Effects of processing with dry 

heat and wet heat on the antioxidant profile of 

sorghum, Food Chem., 152 (2014) 210–217. 

[6] Liu H., Ou X., Yuan J., Yan X., Experience of 

producing natural gas from corn straw in China., 

Resour Conserv Recy., 135 (2018) 216-224. 

[7] Caboni E., Tonelli M.G., Lauri P., Lacovacci P., 

Kevers C., Damiano C., Gaspar T., Biochemical 

aspects of almond microcuttings related to in vitro 

rooting ability, Biol. Plant., 39 (1997) 91–97. 

[8] Prior R.L, Wu X., Schaich K., Standardized 

methods for the determination of  antioxidant  

capacity  and  phenolics  in  foods and dietary 

supplements, J Agr Food Chem., 53 (2005) 4290-

4610. 

[9] Sun Y., Xu W., Zhang W., Hu Q., Zeng X., 

Optimizing the extractionof phenolic antioxidants 

fromkudingchamade frrom Ilex kudingcha C.J. 

Tseng by using response surface methodology, 

Sep PurifTechnol., 78 (2011) 311–320. 

[10] Ballard T.S., Mallikarjunan P., Zhou K., O’Keefe 

S.F., Optimizing the extraction of phenolic 

antioxidants frompeanut skins using response 

surface methodology, J Agr Food Chem., 57 

(2009) 3064–3072. 

[11] Cacace J., Mazza G., Optimization of extraction 

of anthocyanins from black currants with aqueous 

ethanol, J Food Sci., 68(2003) 240–248. 

[12] Prasad K.N., Hassan F.A., Yang B., Kong K.W., 

Ramanan R.N., Azlan A., Ismail A.,Response 

surface optimisation for the extraction of phenolic 

compounds and antioxidant capacities of 

underutilised Mangifera pajang Kosterm. Peels, 

Food Chem., 128 (2011) 1121-1127. 

[13] Sakac M., Torbica A., Sedej I., Hadnadev M., 

Influence of breadmaking on antioxidant capacity 

of gluten free breads based on rice and buckwheat 

flours, Food Res. Int., 44 (2011) 2806-2813. 

[14] Perez-Jim ´ enez J. and Saura-Calixto F., Effect of 

solvent and certain food constituents on different 

antioxidant capacity assays, Food Res. Int., 39 

(2006) 791-800. 

[15] Dlamini N.R., Taylor J.R.N., Roon L.W., The 

effect of sorghum type and processing on the 

antioxidant properties of African sorghum-based 

foods, Food Chem., 105 (2007) 1412–1419. 

[16] Raciye Meral., The Effects of Different Thermal 

Applications on Phenolics Compounds, Yüzüncü 

Yıl University, Journal of The Institute of Natural 

& Applied Sciences 21 (2016) 55-67. 

[17] Calligaris S., Manzocco L., Anese M., Nicoli 

M.C., Effect of heat-treatment on the antioxidant 

and pro-oxidant activity of milk, Int. Dairy. J., 14 

(2004) 421-427. 

[18] Choi Y., Lee S.M., Chun J., Lee H.B., Lee J., 

Influence of heat treatment on the antioxidant 

activities and polyphenolic compounds of 

Shiitake (Lentinus edodes) mushroom, Food 

Chem., 99(2006) 381-387. 

[19] Grupta V., Nagar R., Effect of cooking, 

fermentation, dehulling and utensils on 

antioxidants present in pearl millet rabadi-a 

traditional fermented food, J.Food.Sci. Technol., 

47 (2010) 73-76. 

[20] Kim S.Y., Jeong S.M., Park W.P., Nam K.C., 

Ahna D.U., Lee S.C., Effect of heating conditions 

of grape seeds on the antioxidant activity of grape 

seed extract, Food Chem., 97 (2006) 472-479. 

 



 

Cumhuriyet Science Journal 
e-ISSN: 2587-246X                                             Cumhuriyet Sci. J., 41(3) (2020) 602-611 
   ISSN: 2587-2680                                                             http://dx.doi.org/10.17776/csj.681535 

 

 

*Corresponding author. Email address: gulcangencer@kmu.edu.tr 

http://dergipark.gov.tr/csj     ©2020 Faculty of Science, Sivas Cumhuriyet University 

 

Comparison of estimators under different loss functions for two-

parameter bathtub - shaped lifetime distribution 

Gülcan GENCER1*   Kerem GENCER2   

1 Selcuk University, Department of Statistics, Konya/TURKEY, 

2 Karamanoglu Mehmetbey University, Department of Computer Programming, Karaman/TURKEY,  

        

Abstract  
Chen is suggested a two-parameter distribution. This distribution can have increasing failure 

rate function or a bathtub-shaped that allows it to fit real lifetime data sets. The ML (Maximum 

Likelihood) and Bayes estimates of the parameters of Chen’s distribution are constituted in 

this paper. The approximate values of Bayesian estimates are obtained by using the Tierney-

Kadane approach. Two-parameter bathtub-shaped distribution's estimations are derived using 

Jeffrey's extension prior under General entropy, Squared and Linex loss functions. Besides, 

performances of ML and Bayes estimates are compared concerning MSE's (Mean Square 

Error) by using Monte Carlo simulation. As a result, it has been seen that approximate Bayes 

estimates obtained under linex loss function are better than others. Moreover, real data analysis 

for his distribution is presented.  
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1. Introduction  

In this study, we have studied parameter estimation for a two-parameter lifetime distribution with either bathtub-

shaped or increasing failure rate investigated by Chen [1]. Moreover, some distributions have been proposed with 

models for bathtub-shaped failure rates, such as Hjorth [2] and Mudholkar and Srivastava [3]. This distribution 

has been studied by many authors such as Sarhan et al. [4], Selim [5], Jung and Yung [6] Javadkhani et al. [7] 

and Faizan and Sana [8]. The new two-parameter lifetime distribution with increasing failure rate function 

bathtub-shaped compared with other models has some desirable properties, which has two parameters. For more 

details, see Lee et al. [9], Chen [1] and Wang [10]. In this paper, the cumulative distribution function (CDF), 

probability density function (pdf), reliability and hazard function of an X random variable having Chen  α,β  are 

as follows. 

  1( ) exp 1 expf x x x x       
                                      (1) 

  ( ) 1 exp 1 expF x x   
 

                                       (2) 

  ( ) exp 1 expR x x  
 

  ,                                    (3) 

 1( ) exph x x x  
,                                    (4) 

and where 
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   1,if    h(t) is bathtub function, 

and 

   1,if    h(t) is increasing function.  

  

The distribution has increasing failure rate function when 1  and   1  . Figure 1 present the failure rate 

functions for different values 2, 0.5,1,1.5    

 

 

Figure 1. Failure rate functions of different parameters. 

 

The primary objective of this study is to obtain the approximate Bayes estimators’ samples under linex, general 

entropy and squared loss functions, following compare them in term of MSE’s. The remaining text is arranged 

as follows. In Section 2, MLs for Chen distribution is given and the approximate Bayes estimators under different 

loss functions are derived by using Tierney’s Kadane approximations. In section 4, using Monte Carlo simulation, 

Bayes estimations are compared with the ML in terms of MSE, and results are tabulated. A real data application 

is performed in Section 5. Finally, conclusion is given in the last section. 

 

2. Methodology 

2.1. Maximum likelihood estimation  

Let 1 2, ,..., nX X X  be the complete sample from independent random variables having Chen distribution with 

unknown  ,   parameters. Then the log-likelihood function is given by, 
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Differentiating the log-likelihood function  , x 


 partially about unknown ,β  parameters and after non-

linear equations is attained. Newton-Raphson algorithm is one of the standard methods to determine the ML 

estimates of the two unknown parameters. 
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                          (8) 

2.2. Bayesian estimation 

For estimation of the parameters, prior distributions for these parameters is needed. In this study, as the prior 

distributions, Jeffrey's extension prior is used, and these are as follows [11]. 
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The joint priors and posterior distributions of ,    parameters are        
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Squared error loss function is a symmetric function and introduced by Legendre [12] and Gauss [13]. Let any 

function of α and   be  ,s s   . 

The SLF is as follows:  

2

1 Squared Squared
ˆ ˆLoss ( s ,s ) ( s s ) 

                          (13) 

The value which is minimize the expected value of SLF is expressed as, 

   ˆ , ,Squareds E s x                                   (14) 

In this case, Bayes estimator of  ,s   under SLF is expressed as follows. 
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where  , x 


 is a log-likelihood function,  , x  


 is the logarithm of joint prior distribution. The Linex 

loss function (LLF), which is an asymmetric function organized by Varian [14] and Zellner [15]. Let any function 

of α and 
 
be  ,s   . LLF is defined as follows. 

2 ( )  exp(k )-k -1;   k 0,Loss    
                                                               (16)

 

where,    , ,s s   


   . Then, posterior mean of the linex loss function is given as: 
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where  ,s s  
 

 and  ,s s   . ˆLinexs , which minimizes this posterior mean, is Bayes estimator of s and is 

expressed as, 
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General entropy loss function (GLF) is an asymmetric function and suggested by Calabria and Pulcini [16]. Dey 

and Liao [17] studied with Bayes estimation under GLF. Let any function of α and   be  ,s   . GLF is denoted 

as, 

3 1
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s s
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Then, posterior mean of GLF is given as: 
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where  ,s s  
 

 and  ,s s   . Then, ˆ
BGEs , which minimizes this posterior mean, is Bayes estimator of s and is 

expressed as follows.                                                                                                         



 

606 

 

Gencer, Gencer / Cumhuriyet Sci. J., 41(x) (2020) 602-611 
 

     

 
 

 

1

1

, ,

0 0

, ,

0 0

,

,

 

,
a a

Entropy

axa

x

s E s x

s e d d

e d d

    

    

   

   

 





 


    

     

    
    

   

 
   

 
  
 
 
 

 

 

                  (21)

 

It is complicated to solve the equations (15), (18) and (21) in closed-form. Due to this reason, the Bayes 

Estimators of  ,s    can be attained using Tierney-Kadane’s approximation.  

2.3. Tierney Kadane’ s approximation 

Tierney and Kadane [18] are one of the most popular methods to find the approximate value of the mathematical 

explanations as to the odd of two integrals given in Equations (15), (18) and (21). This methods can be written 

as follows for a case with two parameters.  
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where l  and partial derivatives are given as,   
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Bayes estimators for ,  parameters using Eq. (25) are found as follows. 
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3. Simulation study 

In this section, simulation study (based on 10000 replications) is performed to investigate the performance of the 

ML and Bayes estimators under loss functions in that their estimated risks. ML and approximate Bayes Estimators 

by Tierney-Kadane’s approximation are attained under linex, general, and squared loss functions for Chen 

distribution. Finally, we obtained results to use Monte Carlo Simulation in the simulation study. It has been taken 

samples of size n=30, 50, and 100 from Chen Distribution. MSE is defined at follows: 

Let   be the true parameter value and 
i̂ be the estimation value in 

thi replication. Then the MSE can be written 

as, 

 
10000 2
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1

10000
i

i
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

                       (40) 

The simulation steps are as follows. 

Step 1 : It is generated data from Chen Distribution with α=0.3,β=0.6,d=1.5, α=0.5,β=0.7,d=0.5 parameters for the 

sample size n=30,50,100. 

Step 2: ML estimates for ,   are computed by solution of non-linear Eqs.(7-8) by using Newton Raphson 

Method. 

Step 3 : Tierney-Kadane Bayes estimates for ,   parameters under different loss functions. 

Step 4 : MSE are computed over 10000 replications by using Eq.(40). 

4. Real Data Application 

Here we consider the real data of the amount of annual rainfall (in inches) recorded at the Los Angeles Civic 

Center for the 50 years, from 1959 to 2009. (see the website of Los Angeles Almanac: www.laalmanac.com/ 

weather/we08aa.htm). This data set has been studied by [16]. This data set has been analyzed to compare the 

Chen distribution with other distributions such as, Exponential Poisson (EP) [17], ALT-Exponential [18]. 

Probability density functions of these distributions are given by, 
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  
   
  

                 (41)

 
 

  exp exp
1 expEP

f x x x


   


    
 

                (42) 

The data is given in Table 1: 

Table 1. Real data of the amount of annual rainfall (in inches) recorded at the Los Angeles Civic Center 

8.180 4.850 18.790 8.380 7.930 13.680 20.440 22.000 16.580 27.470 7.740 12.320 7.170 21.260 14.920 14.350 

7.210 12.300 33.440 19.670 26.980 8.960 10.710 31.280 10.430 12.820 17.860 7.660 2.480 8.081 7.350 11.990 

21.000 7.360 8.110 24.350 12.440 12.400 31.010 9.090 11.570 17.940 4.420 16.420 9.250 37.960 13.190 3.210 

13.530 9.080 
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AIC values and parameter estimates are given in Table 2. 

 

Furthermore, fitted cdfs plots are presented Figure 2. 

 

 

Figure 2. Fitted cdfs plots for amount of annual rainfall 

5. Conclusion 

As seen from Table 3-4, the performances of Bayes estimates for parameters for linex loss function are better 

than others regarding MSE's. Also, MSE's of ML and approximate Bayes estimates obtained under different loss 

functions are decreased when n is increased. Approximate Bayes estimators under LLF, GEL and SEL functions, 

obtained using the Tierney-Kadane method and ML's for Chen distribution with parameters are investigated. We 

found that Bayes estimates are superior to the corresponding ML's. The ML's of the unknown two parameters are 

computed by using the Newton Raphson method. The approximate estimators are compared with the ML's 

regarding MSE by using Monte Carlo simulation method. As a result, it has been seen that approximate Bayes 

estimates obtained under linex loss function are better than others. Moreover, a real data application is performed. 

We have concluded that the Chen distribution has to best fit other distributions according to AIC and 2 . 

 

 

Table 2. Parameter estimates and AIC values for amount of annual rainfall 
Distributions Parameter Estimations AIC 2  

EP 

ˆ 5.6391
ˆ 0.0139

 376.6237 372.6237 

ALT-Exp 
ˆ 0.9659

ˆ 6.1265
 354.7464 350.7464 

Chen 
ˆ 0.0228
ˆ 0.4716

 352.2795 348.2795 
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Table 3. Mean Estimates and Mean Risk of ML’s and Bayes Estimates for Chen Distribution (α=0.3,β=0.6,d=1.5)  

 

 

 

 

 

 

 

 

 

 

Table 4. Mean Estimates and Mean Risk of ML’s and Bayes Estimates for Chen Distribution (α=0.5,β=0.7,d=0.5) 

 

 

 

 

 

 

 

 

ML:Maximum likelihood estimation. Sq:Bayes estimation under squared error loss function, Ent:Bayes estimation under general 

entropy loss function, Lin:Bayes estimation under linex loss function, 

    ,:MSE MSEs for parameter  :     MSE MSEs for parameter
 

:      ME Mean estimate for parameter , :      ME Mean estimate for parameter  
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 Abstract 
  
In this paper, some mistakes about the neutrosophic triplets of some neutrosophic rings in the 

literature are pointed out and corrected. For  this purpose, the neutrosophic triplets in 

neutrosophic rings Z I  , Q I    and R I   where Z, Q and R denote the ring of 

integers, field of rationals and field of reals respectively are reinvestigated. It was claimed that 

Z I   has only trivial neutrosophic triplet in a paper which was recently published in 

Mathematics. But, as a result of the calculations, it was seen that  Z I   has non-trivial 

neutrosophic triplets. Also neutrosophic triplets of the rings  Q I    and R I 
 
in the 

same literature was calculated incomplete. 
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1. Introduction 

The theories of neutrosophic set and neutrosophic triplets are introduced by F. Smarandache. The concept of 

neutrosophic set is a generalization of intuitionistic fuzzy sets [1]. F. Smarandache and M. Ali in [2, 3], for the 

first time, introduced the new notion of neutrosophic triplet group (NTG), which is another generalization of 

classical group. However, it is different from a group. In a NTG, the neutral element is different from the unit 

element of the classical group theory. By removing this restriction ([2,4]), it is defined neutrosophic extended 

triplet group (NETG) and the classical group is regarded as a special case of NETG. In [5], M. Ali, F. 

Smarandache and M. Khan introduced the concept of neutrosophic triplet ring and study some of its basic 

properties. Until now, for neutrosophic triplet group and neutrosophic triplet ring, some research articles (for 

example [3-7]) are published. But, at the same time, there are still some misunderstandings, mistakes about this 

new algebraic structure. In some papers, some authors clarified and corrected these misunderstandings and 

mistakes ([4,8,9]). This paper will clarify some misunderstandings, especially pointing out some erroneous 

conclusions in [7] and will try to give improved results.  

 

2. Basic Concepts  
 

In this section, we recall some of the basic concepts and properties associated with both neutrosophic triplets, 

neutrosophic groups and neutrosophic rings. 

 

Definition 2.1 ([4]) Let N be a non-empty set together with a binary operation  .  Then, N is called a neutrosophic 

extended triplet set if there exists a neutral of  “a” (denoted by neut(a)) for any a N , and an opposite of  “a” 

(denoted by anti(a)) for any a N , such that neut(a) N , anti(a) N  and 
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a neut(a) neut(a) a a   , a anti(a) anti(a) a neut(a)   .  

 

The triplet (a, neut(a), anti(a)) is called a neutrosophic extended triplet. 

 

Definition 2.2 ([4]) Let (N, )  be a neutrosophic extended triplet set. Then, N is called a neutrosophic extended 

triplet group (NETG), if the following conditions are satisfied: 

 

(1) (N, )  is well-defined, i.e., a b N  , for all a,b N , 

(2) (N, )  is associative, i.e.,    a b c  a b c     for all a,b,c N . 

 

A NETG N is called a commutative NETG if a b  b a   for all a,b N . 

 

Definition 2.3 ([5]) Let N be a neutrosophic extended triplet set together with two binary operations   and #. 

Then N is called a neutrosophic extended triplet ring (NETR) if the following conditions hold: 

 

1. (N,  ) is a commutative neutrosophic triplet group, 

2. (N, #) is well-defined and associative, 

3.      a # b c a #b a #c   and      b c #a b#a c#a   for all a,b,c N . 

   

Remark 1. A NETR in general is not a classical ring. 

 

Let I denote the indeterminate which satisfies 2I I . Z, Q and R denote the ring of integers, the field of rationals 

and the field of reals, respectively. The neutrosophic ring of integers, the field of neutrosophic rationals and the 

field of neutrosophic reals with usual addition and multiplication in all the three rings as the following, 

respectively: 

 

 Z I a bI : a,b Z     , 

 Q I a bI : a,b Q     , 

 R I a bI : a,b R     . 

3.   Results and Discussion 

In [7], the authors claimed that  Z I   has no non-trivial neutrosophic triplets. In this section, we find the 

neutrosophic triplets in rings Z I  , Q I   and R I  . We see that Z I   has non-trivial neutrosophic 

triplets. 
 

Theorem 3.1 The neutrosophic triplets in ring Z I   are as the following: 

i)  0,  0,u vI  where u,v Z , 

(ii) (I,I,u (1 u)I)  , ( I, I,u (1 u)I)    where u Z , 

(iii) (1,1,1)  and ( 1,1, 1)  , 

(iv)    1 2I,1,1 2I  and 1 2I,1, 1 2I      , 

(v)  1 I,  1 I,  1 vI    and  1 I,  1 I,  1 vI      for v Z .  

Proof. Let a bI Z I  ,  neut a bI x yI    and  anti a bI u vI    where a,b,x,  y,u,v Q . Then we 

have 

 

    (a bI)(x yI) a bI                                                                               (3.1) 

 

and 
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 (a bI)(u vI) x yI    .                                                                           (3.2) 

 

Using the Eq.(3.1), we get  

 

 ax a  and ay bx by b                                                                          (3.3) 

 

and using the Eq. (3.2) we get 

 

 au x and av bu bv y    .                                                                  (3.4) 

 

Hence we have the following cases: 

a) If a 0 and b 0  , using the Eqs. (3.3) and (3.4), we have x 0,  y 0  . Hence  neut 0 0I 0 0I    and 

 anti 0 0I u vI   , where u,v Z . Then the elements  0,  0,u vI  where u,v Z  are neutrosophic triplets 

in Z I  . 

b) If a 0  and b 0 , using the Eqs. (3.3), (3.4), we have x 0,  y 1   and  b u v 1.   Hence 

   b 1 and v 1 u  or b 1 and v 1 u        .  So we obtain  neut I I ,    anti I u 1 u I   , 

     neut I I and anti I u 1 u I       where u Z. Then the elements (I,I,u (1 u)I)   and  

( I, I,u (1 u)I)    where u Z  are neutrosophic triplets in Z I  .  

c) If a 0  and b 0 , we have x 1,  y 0,  v 0    and au 1  using the Eqs. (3.3),(3.4). Hence it must be 

a u 1 or a u 1    . So we obtain    neut 1 1,  anti 1 1  ,  neut 1 1   and  anti 1 1.    Then the elements 

(1,1,1)  and  ( 1,1, 1)   are neutrosophic triplets in Z I  .  

d) Let  a 0  and  b 0 .  We have x 1  and  a b y 0   using the Eqs. (3.3). In this case, y 0 or b a   .  

   di) If y=0, puting  x=1 and y=0 in the Eqs. in (3.4), we get au 1  and av bu bv 0.    Hence in case a u 1   

we have b v 2   and in case a u 1   we get b v 2  . So    1 2I,1,1 2I  and 1 2I,1, 1 2I       are 

neutrosophic triplets in Z I  .  

   dii) If b a , puting x 1 and b a   in Eqs. in (3.4) we have au 1 and y 1   .  Then neutrosophic triplets 

are  1 I,  1 I,  1 vI  for v Z     when a u 1,  y 1     and  1 I,  1 I,  1 vI      for v Z  when

a u 1,  y 1     .  

 

Theorem 3.2 The neutrosophic triplets in the ring Q I   are as the following: 

i)  0,  0,u vI  where u,v Q , 

(ii) (bI,I,u vI)  where 
1

b 0,u v and b,u,v Q
b

    ,  

(iii)  
1

a,1,
a

 
 
 

 where a 0 and a Q  , 

(iv) 
1 b

a bI,1, I
a a(a b)

 
  

 
 where a 0,b 0 and a b 0    ,  

(v) 
1

a aI,  1 I,  vI
a

 
   

 
 where a 0 , v Q .   

Proof. Let a bI Q I  ,  neut a bI x yI    and  anti a bI u vI     where a,b,x,  y,u,v Q .  Then the 

Eqs. (3.1)-(3.4) are true. 

  

Hence we have the following cases: 
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a) If a 0 and b 0  , using the Eqs. (3.3) and (3.4), we have x 0,  y 0  . Hence  neut 0 0I 0 0I    and 

 anti 0 0I u vI   , where u,v Q . Then the elements  0,  0,u vI  where u,v Q  are neutrosophic triplets 

in Q I  . 

b) If a 0  and b 0 , using the Eqs. (3.3), (3.4), we have x 0,  y 1   and  b u v 1.   Hence we get 
1

u v
b

 

.  So we obtain  neut bI I ,  anti bI u vI   where 
1

u v .
b

   Then the elements (bI,I,u vI)  where 

1
u v

b
   are neutrosophic triplets in Q I  .  

c) If a 0  and b 0 , we have x 1,  y 0,  v 0    and au 1  using the Eqs. (3.3), (3.4). Hence it must be 
1

u
a



.  So we obtain    
1

neut 1,  antia a
a

  . Then the elements 
1

a,1,
a

 
 
 

 where a 0 and a Q   are neutrosophic 

triplets in Q I  .  

d) Let  a 0  and  b 0 .  We have x 1  and  a b y 0   using the Eqs. (3.3). In this case, y 0 or a+b 0  .  

   di) If y=0 and a b 0  , puting  x=1 and y=0 in the Eqs. in (3.4), we get au 1  and av bu bv 0   . Hence  

we have 
1

u
a

  and 
b

v
a(a b)

 


. So  neut a bI 1   and  
1 b

anti a bI I
a a(a b)

  


. That is, the elements 

1 b
a bI,1, I

a a(a b)

 
  

 
 where a 0 , b 0   and a b 0   are neutrosophic triplets in Q I  .  

   dii) If b a  and y 0 , puting x 1 and b a   in Eqs. in (3.4), we have au 1 and y 1   .  Then 

neutrosophic triplets are 
1

a aI,  1 I,  vI
a

 
   

 
 where a 0 .  

Remark 3.3 According to Theorem 3.2 (v), Example 1 in [7] is missing. The elements 
1 1

a aI,1 I, I
a a

 
   

 
 are 

neutrosophic triplets. But the elements 
1

a aI,  1 I,  vI
a

 
   

 
 for a,v Q and a 0   which contain the elements  

1 1
a aI,1 I, I

a a

 
   

 
 are neutrosophic triplets. According to Example 1 in [7], the element 

1
2 2I,1 I, 4I

2

 
   

 
  

is not a neutrosophic element. But this is a neutrosophic element. Also, since 
*a Q , the elements 

1 1
a aI,1 I, I

a a

 
   

 
 contain the elements 

1 1
I,1 I,a aI

a a

 
   

 
. That is, no need to write the elements 

1 1
I,1 I,a aI

a a

 
   

 
 as new neutrosophic triplets. Same is valid for 

I I
aI, I, and , I, aI

a a

   
   
   

, 

1 b
a bI, 1, I

a a(a b)

 
  

 
 and  

1 b
I, 1, a bI

a a(a b)

 
  

 
.  

Remark 3.4 In Q I , for any 0 a Q  , neut( a aI )=1 I  and anti( a aI )
1

vI : v Q
a

 
   
 

. Hence the 

collection of the neutrosophic triplets of  Q I  with neutral 1 I  is  the set   

1
N a aI,1 I, vI : a,v Q and a 0

a

  
       

  
. 

So the set M in Theorem 3 in [7] is not true. Actually M N . The set N is not a group under component-wise 

product. 
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Theorem 3.5 The set of the neutrosophic triplets of Z I  with neutral 1 is a commutative group of order 4 under 

component-wise product. 

Proof. The set is  

        N 1,1,1 , 1,1, 1 , 1 2I,1,1 2I , 1 2I,1, 1 2I         .  

It is easily seen that the set N is closed under component-wise product.  1,1,1  is the identity element, the inverse 

of every element is itself. Also, the set is associative. 

 

In this paper, some mistakes about the neutrosophic triplets of neutrosophic rings in [7] are pointed out and 

corrected. For this purpose, the neutrosophic triplets in neutrosophic rings Z I  , Q I    and R I   are 

reinvestigated. As a result of the calculations, it was seen that  Z I   has non-trivial neutrosophic triplets. Also 

neutrosophic triplets of the rings  Q I    and R I   
in [7] was calculated incomplete. In this paper, we gave 

all neutrosophic triplets in those rings. 
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Abstract  
In this study, firstly, we introduce the notion of lacunary invariant uniform density of any 

subset 𝐸 of the set ℕ (the set of all natural numbers). Then, as associated with this notion,              

we give the definition of lacunary ℐ𝜎-convergence for real sequences. Furthermore, we 

examine relations between this new type convergence notion and the notions of lacunary 

invariant summability, lacunary strongly 𝑞-invariant summability and lacunary 𝜎-statistical 

convergence which are studied in this area before. Finally, introducing the notions of lacunary 

ℐ𝜎
∗-convergence and ℐ𝜎-Cauchy sequence, we give the relations between these notions and the 

notion of lacunary ℐ𝜎-convergence.  
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1. Introduction and Background  

Let 𝜎 be a mapping such that 𝜎: ℕ+ → ℕ+ (the set of all positive integers). A continuous linear functional 𝜑 on 

ℓ∞, the space of real bounded sequences, is said to be an invariant mean or a 𝜎-mean if it satisfies the following 

conditions:      

𝑖. 𝜑(𝑥𝑛) ≥ 0, when the sequence (𝑥𝑛) has 𝑥𝑛 ≥ 0 for all 𝑛 ∈ ℕ,  

𝑖𝑖. 𝜑(𝑒) = 1, where  𝑒 = (1,1,1, … ) and  

𝑖𝑖𝑖. 𝜑(𝑥𝜎(𝑛)) = 𝜑(𝑥𝑛) for all (𝑥𝑛) ∈ ℓ∞.    

The mappings 𝜎 are assumed to be one-to-one and such that 𝜎𝑚(𝑛) ≠ 𝑛 for all 𝑚, 𝑛 ∈ ℕ+, where 𝜎𝑚(𝑛) denotes 

the 𝑚 th iterate of the mapping 𝜎 at 𝑛. Thus, 𝜑 extends the limit functional on 𝑐, the space of convergent 

sequences, in the sense that 𝜑(𝑥𝑛) = lim 𝑥𝑛 for all (𝑥𝑛) ∈ 𝑐.  

In the case 𝜎 is translation mappings 𝜎(𝑛) = 𝑛 + 1, the 𝜎-mean is often called a Banach limit.    

The space 𝑉𝜎, the set of bounded sequences whose invariant means are equal, can be shown that 

𝑉𝜎 = {(𝑥𝑘) ∈ ℓ∞: lim
𝑚→∞

1

𝑚
∑

𝑚

𝑘=1

𝑥𝜎𝑘(𝑛) = 𝐿,   uniformly  in  𝑛}. 

Several authors studied on the notions of invariant mean and invariant convergent sequence (for examples, see 

[1-8]). 

The notion of strongly 𝜎-convergence (it is denoted by [𝑉𝜎]) was introduced by Mursaleen [9]. Then this notion, 

using a positive real number 𝑝, was generalized by Savaş [10] (it is denoted by [𝑉𝜎]𝑝).  

By a lacunary sequence, we mean an increasing integer sequence 𝜃 = {𝑘𝑟} such that  

𝑘0 = 0  and  ℎ𝑟 = 𝑘𝑟 − 𝑘𝑟−1 → ∞  as  𝑟 → ∞. 

The intervals determined by 𝜃 is denoted by 𝐼𝑟 = (𝑘𝑟−1, 𝑘𝑟] (see, [11]).  

Throughout the study, 𝜃 = {𝑘𝑟} will be taken as a lacunary sequence.  
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The set of lacunary strongly 𝜎-convergence sequences was defined by Savaş [12] as below:  

𝐿𝜃 = {(𝑥𝑘): lim
𝑟→∞

1

ℎ𝑟
∑

𝑘∈𝐼𝑟

|𝑥𝜎𝑘(𝑛) − 𝐿| = 0,   uniformly  in  𝑛}. 

Recently, Pancaroğlu and Nuray [13] defined the notions of lacunary invariant summability and lacunary strongly 

𝑞-invariant summability as follows.  

A sequence (𝑥𝑘) is said to be lacunary invariant summable to 𝐿 if  

lim
𝑟→∞

1

ℎ𝑟
∑

𝑘∈𝐼𝑟

𝑥𝜎𝑘(𝑛) = 𝐿, 

uniformly in 𝑛. 

A sequence (𝑥𝑘) is said to be lacunary strongly 𝑞-invariant summable (0 < 𝑞 < ∞) to 𝐿 if  

lim
𝑟→∞

1

ℎ𝑟
∑

𝑘∈𝐼𝑟

|𝑥𝜎𝑘(𝑛) − 𝐿|𝑞 = 0, 

uniformly in 𝑛 and it is denoted by 𝑥𝑘 → 𝐿([𝑉𝜎𝜃]𝑞).  

The idea of statistical convergence was introduced by Fast [14] and then studied by several authors (for example, 

see [15-17]). In one of these studies, Savaş and Nuray [18] defined the notion of lacunary 𝜎-statistical 

convergence as below.   

A sequence (𝑥𝑘) is said to be lacunary 𝜎-statistical convergent to 𝐿 if for every 𝜀 > 0,  

lim
𝑟→∞

1

ℎ𝑟
|{𝑘 ∈ 𝐼𝑟: |𝑥𝜎𝑘(𝑛) − 𝐿| ≥ 𝜀}| = 0, 

uniformly in 𝑛, where the vertical bars denote the number of elements in the enclosed set.  

The idea of ℐ-convergence which is a generalization of the statistical convergence notion was introduced by 

Kostyrko et al. [19]. Some properties of this notion and similar notions which are noted following studied by 

several authors (for examples, see [20-22]).  

A family of sets ℐ ⊆ 2ℕ is called an ideal iff  

𝑖.  ∅ ∈ ℐ,    

𝑖𝑖.  For each 𝐸, 𝐹 ∈ ℐ, we have 𝐸 ∪ 𝐹 ∈ ℐ,    

𝑖𝑖𝑖. For each 𝐸 ∈ ℐ and each 𝐹 ⊆ 𝐸, we have 𝐹 ∈ ℐ. 

An ideal ℐ ⊆ 2ℕ is called non-trivial if ℕ ∉ ℐ and a non-trivial ideal ℐ ⊆ 2ℕ is called admissible if {𝑛} ∈ ℐ for 

each 𝑛 ∈ ℕ. 

All ideals in this study will be assumed to be admissible in 2ℕ (the power set of ℕ).  

An admissible ideal ℐ ⊂ 2ℕ has property (𝐴𝑃) if for every countable family of mutually disjoint sets {𝐸1, 𝐸2, … } 

belonging to ℐ, there exists a countable family of sets {𝐹1, 𝐹2, … } such that the symmetric differences 𝐸𝑖Δ𝐹𝑖 is a 

finite for each 𝑖 ∈ ℕ and 𝐹 = ⋃∞
𝑖=1 𝐹𝑖 ∈ ℐ. 

A family of sets ℱ ⊆ 2ℕ is called a filter iff    

𝑖.  ∅ ∉ ℱ,    

𝑖𝑖.  For each 𝐸, 𝐹 ∈ ℱ, we have 𝐸 ∩ 𝐹 ∈ ℱ,    

𝑖𝑖𝑖. For each 𝐸 ∈ ℱ and each 𝐹 ⊇ 𝐸, we have 𝐹 ∈ ℱ. 

There is a filter ℱ(ℐ) corresponding with ℐ such that ℱ(ℐ) = {𝑀 ⊂ ℕ: (∃𝐸 ∈ ℐ)(𝑀 = ℕ\𝐸)} for any ideal ℐ ⊆
2ℕ. 
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A sequence (𝑥𝑘) is said to be ℐ-convergent to 𝐿 if for every 𝜀 > 0, the set  

𝐸(𝜀) = {𝑘 ∈ ℕ: |𝑥𝑘 − 𝐿| ≥ 𝜀} 

belongs to ℐ and it is denoted by ℐ − lim 𝑥𝑘 = 𝐿. 

A sequence (𝑥𝑘) is said to be ℐ∗-convergent to 𝐿 if there exists a set 𝑀 = {𝑚1 < 𝑚2 < ⋯ < 𝑚𝑘 < ⋯ } ∈ ℱ(ℐ) 

such that  

lim
𝑘→∞

𝑥𝑚𝑘
= 𝐿 

and it is denoted by ℐ∗ − lim 𝑥𝑘 = 𝐿.  

The notions of ℐ-Cauchy sequence and ℐ∗-Cauchy sequence were introduced by Nabiev et al. [23]. Similar 

notions were studied in [24], too.  

A sequence (𝑥𝑘) is called an ℐ-Cauchy sequence if for every 𝜀 > 0, there exists an 𝑁 = 𝑁(𝜀) ∈ ℕ such that  

𝐹(𝜀) = {𝑘 ∈ ℕ: |𝑥𝑘 − 𝑥𝑁| ≥ 𝜀} ∈ ℐ. 

A sequence (𝑥𝑘) is called an ℐ∗-Cauchy sequence if there exists a set 𝑀 = {𝑚1 < 𝑚2 < ⋯ < 𝑚𝑘 < ⋯ } ∈ ℱ(ℐ) 

such that  

lim
𝑘,𝑝→∞

|𝑥𝑚𝑘
− 𝑥𝑚𝑝

| = 0. 

Lately, Nuray et al. [25] introduced the notions of ℐ𝜎-convergence and ℐ𝜎
∗-convergence for real sequences. Also, 

they gave some relations between these notions and the notions which are studied in this area before.  

 

2. Main Results  

In this section, firstly, we introduce the notion of lacunary invariant uniform density of any subset 𝐸 of the            

set ℕ. After that, associate with this notion, we give the definition of lacunary ℐ𝜎-convergence for real sequences. 

Furthermore, we examine relations between this new type convergence notion and the notions of lacunary 

invariant summability, lacunary strongly 𝑞-invariant summability and lacunary 𝜎-statistical convergence which 

are studied in this area before. 

Definition 2.1 Let 𝜃 = {𝑘𝑟} be a lacunary sequence, 𝐸 ⊆ ℕ and  

𝑠𝑟: = min 
𝑛

{|𝐸 ∩ {𝜎𝑚(𝑛): 𝑚 ∈ 𝐼𝑟}|},     𝑆𝑟: = max 
𝑛

{|𝐸 ∩ {𝜎𝑚(𝑛): 𝑚 ∈ 𝐼𝑟}|}. 

If the following limits exist  

𝑉𝜃(𝐸): = lim
𝑟→∞

𝑠𝑟

ℎ𝑟
   and   𝑉𝜃(𝐸): = lim

𝑟→∞

𝑆𝑟

ℎ𝑟
, 

then they are called a lower lacunary invariant uniform density and an upper lacunary invariant uniform density 

of the set 𝐸, respectively. If 𝑉𝜃(𝐸) = 𝑉𝜃(𝐸), then 𝑉𝜃(𝐸) = 𝑉𝜃(𝐸) = 𝑉𝜃(𝐸) is called the lacunary invariant 

uniform density of the set 𝐸.  

The class of all 𝐸 ⊂ ℕ with 𝑉𝜃(𝐸) = 0 will be denoted by ℐ𝜎𝜃. Note that ℐ𝜎𝜃 is an admissible ideal.   

Definition 2.2 A sequence (𝑥𝑘) is lacunary ℐ𝜎-convergent to 𝐿 if for every 𝜀 > 0, the set  

𝐸(𝜀): = {𝑘 ∈ ℕ: |𝑥𝑘 − 𝐿| ≥ 𝜀} 

belongs to ℐ𝜎𝜃, i.e., 𝑉𝜃(𝐸(𝜀)) = 0 and we write ℐ𝜎𝜃 − lim 𝑥𝑘 = 𝐿.  

The class of all lacunary ℐ𝜎-convergent sequences will be denoted by ℑ𝜎𝜃.  

It can be easily verified that if ℐ𝜎𝜃 − lim 𝑥𝑘 = 𝐿1 and ℐ𝜎𝜃 − lim 𝑦𝑘 = 𝐿2, then  

𝑖. ℐ𝜎𝜃 − lim  (𝑥𝑘 + 𝑦𝑘) = 𝐿1 + 𝐿2 and    

𝑖𝑖. ℐ𝜎𝜃 − lim   (𝛼𝑥𝑘) = 𝛼𝐿1 (𝛼 is a constant).  
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Theorem 2.1 Let (𝑥𝑘) ∈ ℓ∞. If (𝑥𝑘) is lacunary ℐ𝜎-convergent to 𝐿, then this sequence is lacunary invariant 

summable to 𝐿.  

Proof. Let 𝑛 ∈ ℕ be arbitrary and 𝜀 > 0. Also, we assume that (𝑥𝑘) ∈ ℓ∞ and (𝑥𝑘) is lacunary               ℐ𝜎-

convergent to 𝐿.  

Now, we calculate  

𝑇𝜃(𝑛): = |
1

ℎ𝑟
∑

𝑚∈𝐼𝑟

𝑥𝜎𝑚(𝑛) − 𝐿|. 

For every 𝑛 = 1,2, …, we have  

𝑇𝜃(𝑛) ≤ 𝑇𝜃
(1)

(𝑛) + 𝑇𝜃
(2)

(𝑛), 

where  

𝑇𝜃
(1)

(𝑛): =
1

ℎ𝑟
∑

𝑚∈𝐼𝑟
|𝑥𝜎𝑚(𝑛)−𝐿|≥𝜀

|𝑥𝜎𝑚(𝑛) − 𝐿| 

and  

𝑇𝜃
(2)

(𝑛): =
1

ℎ𝑟
∑

𝑚∈𝐼𝑟
|𝑥𝜎𝑚(𝑛)−𝐿|<𝜀

|𝑥𝜎𝑚(𝑛) − 𝐿|. 

For every 𝑛 = 1,2, …, it is obvious that 𝑇𝜃
(2)

(𝑛) < 𝜀. Since (𝑥𝑘) ∈ ℓ∞, there exists a 𝜆 > 0 such that            

|𝑥𝜎𝑚(𝑛) − 𝐿| ≤ 𝜆 (𝑚 ∈ 𝐼𝑟 , 𝑛 = 1,2, … ) 

and so we have  

𝑇𝜃
(1)(𝑛) =

1

ℎ𝑟
∑

𝑚∈𝐼𝑟
|𝑥𝜎𝑚(𝑛)−𝐿|≥𝜀

|𝑥𝜎𝑚(𝑛) − 𝐿| ≤
𝜆

ℎ𝑟
|{𝑚 ∈ 𝐼𝑟: |𝑥𝜎𝑚(𝑛) − 𝐿| ≥ 𝜀}| 

                                                                                                          ≤ 𝜆 
max 

𝑛
{|{𝑚 ∈ 𝐼𝑟: |𝑥𝜎𝑚(𝑛) − 𝐿| ≥ 𝜀}|}

ℎ𝑟
 

                                                                                                          = 𝜆 
𝑆𝑟

ℎ𝑟
. 

Hence, due to our assumption, the sequence (𝑥𝑘) is lacunary invariant summable to 𝐿.    

In general, the converse of Theorem 2.1 does not hold. For example, let (𝑥𝑘) be the sequence defined as follows:  

𝑥𝑘: = {

1 , if   𝑘𝑟−1 < 𝑘 < 𝑘𝑟−1 + [√ℎ𝑟]   and  𝑘  is  an  even  integer,

0 , if   𝑘𝑟−1 < 𝑘 < 𝑘𝑟−1 + [√ℎ𝑟]   and  𝑘  𝑖s  an  odd  integer.

 

When 𝜎(𝑛) = 𝑛 + 1, this sequence is lacunary invariant summable to 
1

2
 but it is not lacunary ℐ𝜎-convergent.  

In [25], Nuray et al. gave some relations between the notions of ℐ𝜎-convergence and [𝑉𝜎]𝑝-convergence and they 

showed that these notions are equivalent for bounded sequences. Now, we will give analogous theorems which 

are state relations between the notions of lacunary ℐ𝜎-convergence and lacunary strongly 𝑞-invariant 

summability, and we will show that these notions are equivalent for bounded sequences. 
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Theorem 2.2 If a sequence (𝑥𝑘) is lacunary strongly 𝑞-invariant summable to 𝐿, then this sequence is lacunary                        

ℐ𝜎-convergent to 𝐿.  

Proof. Let 0 < 𝑞 < ∞ and 𝜀 > 0. Also, we assume that 𝑥𝑘 → 𝐿([𝑉𝜎𝜃]𝑞). For every 𝑛 = 1,2, …, we have  

∑

𝑚∈𝐼𝑟

|𝑥𝜎𝑚(𝑛) − 𝐿|𝑞 ≥ ∑

𝑚∈𝐼𝑟
|𝑥𝜎𝑚(𝑛)−𝐿|≥𝜀

|𝑥𝜎𝑚(𝑛) − 𝐿|𝑞 

                                                                                             ≥ 𝜀𝑞 |{𝑚 ∈ 𝐼𝑟: |𝑥𝜎𝑚(𝑛) − 𝐿| ≥ 𝜀}| 

                                                                                             ≥ 𝜀𝑞 max 
𝑛

{|{𝑚 ∈ 𝐼𝑟: |𝑥𝜎𝑚(𝑛) − 𝐿| ≥ 𝜀}|} 

and so  

1

ℎ𝑟
∑

𝑚∈𝐼𝑟

|𝑥𝜎𝑚(𝑛) − 𝐿|𝑞 ≥ 𝜀𝑞  
max 

𝑛
{|{𝑚 ∈ 𝐼𝑟: |𝑥𝜎𝑚(𝑛) − 𝐿| ≥ 𝜀}|}

ℎ𝑟
 

                                                                                    = 𝜀𝑞  
𝑆𝑟

ℎ𝑟
. 

Hence, due to our assumption, ℐ𝜎𝜃 − lim 𝑥𝑘 = 𝐿.    

Theorem 2.3 Let (𝑥𝑘) ∈ ℓ∞. If (𝑥𝑘) is lacunary ℐ𝜎-convergent to 𝐿, then this sequence is lacunary strongly                          

𝑞-invariant summable to 𝐿.  

Proof. Let 0 < 𝑞 < ∞ and 𝜀 > 0. Also, we assume that (𝑥𝑘) ∈ ℓ∞ and ℐ𝜎𝜃 − lim 𝑥𝑘 = 𝐿. Since (𝑥𝑘) ∈ ℓ∞, there 

exists a 𝜆 > 0 such that |𝑥𝜎𝑚(𝑛) − 𝐿| ≤ 𝜆 (𝑚 ∈ 𝐼𝑟, 𝑛 = 1,2, … ) and so we have  

1

ℎ𝑟
∑

𝑚∈𝐼𝑟

|𝑥𝜎𝑚(𝑛) − 𝐿|𝑞 =
1

ℎ𝑟
∑

𝑚∈𝐼𝑟
|𝑥𝜎𝑚(𝑛)−𝐿|≥𝜀

|𝑥𝜎𝑚(𝑛) − 𝐿|𝑞 +
1

ℎ𝑟
∑

𝑚∈𝐼𝑟
|𝑥𝜎𝑚(𝑛)−𝐿|<𝜀

|𝑥𝜎𝑚(𝑛) − 𝐿|𝑞 

                                                                ≤ 𝜆 
max 

𝑛
{|{𝑚 ∈ 𝐼𝑟: |𝑥𝜎𝑚(𝑛) − 𝐿| ≥ 𝜀}|}

ℎ𝑟
+ 𝜀𝑞 

                                                                ≤  𝜆 
𝑆𝑟

ℎ𝑟
+ 𝜀𝑞 . 

Hence, due to our assumption, 𝑥𝑘 → 𝐿([𝑉𝜎𝜃]𝑞). 

Theorem 2.4 Let (𝑥𝑘) ∈ ℓ∞. Then, (𝑥𝑘) is lacunary ℐ𝜎-convergent to 𝐿 if and only if this sequence is lacunary 

strongly 𝑞-invariant summable to 𝐿.  

Proof. This is an immediate consequence of Theorem 2.2 and Theorem 2.3.  

Now, without proof, we will state a theorem that gives a relation between the notions of lacunary                                     

ℐ𝜎-convergence and lacunary 𝜎-statistical convergence.  

Theorem 2.5 A sequence (𝑥𝑘) is lacunary ℐ𝜎-convergent to 𝐿 if and only if this sequence is lacunary                                  

𝜎-statistical convergent to 𝐿.     

Remark 2.1 By combining Theorem 2 in [18] and Theorem 5 in [25], we obtain that ℑ𝜎𝜃 = ℑ𝜎 for every lacunary 

sequence 𝜃 = {𝑘𝑟}, where ℑ𝜎 is the class of all ℐ𝜎-convergent sequences.  

Finally, introducing the notions of lacunary ℐ𝜎
∗-convergence and lacunary ℐ𝜎-Cauchy sequence, we will give the 

relations between these notions and the notion of lacunary ℐ𝜎-convergence.  
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Definition 2.3 A sequence (𝑥𝑘) is lacunary ℐ𝜎
∗-convergent to 𝐿 if there exists a set 𝑀 = {𝑚1 < 𝑚2 < ⋯ < 𝑚𝑘 <

⋯ } ∈ ℱ(ℐ𝜎𝜃) such that 

lim 
𝑘→∞

𝑥𝑚𝑘
= 𝐿. 

In this case, we write ℐ𝜎𝜃
∗ − lim 𝑥𝑘 = 𝐿.  

Theorem 2.6 If a sequence (𝑥𝑘) is lacunary ℐ𝜎
∗-convergent to 𝐿, then this sequence is lacunary ℐ𝜎-convergent to 

𝐿.  

Proof. Let 𝜀 > 0. Also, we assume that ℐ𝜎𝜃
∗ − lim 𝑥𝑘 = 𝐿. Then, there exists a set 𝐻 ∈ ℐ𝜎𝜃 such that for 𝑀 =

ℕ\𝐻 = {𝑚1 < 𝑚2 < ⋯ < 𝑚𝑘 < ⋯ } we have  

lim
𝑘→∞

𝑥𝑚𝑘
= 𝐿 

and so there exists a 𝑘0 ∈ ℕ such that |𝑥𝑚𝑘
− 𝐿| < 𝜀 for every 𝑘 > 𝑘0. Hence, it is obvious that for every 𝜀 > 0  

𝐸(𝜀) = {𝑘 ∈ ℕ: |𝑥𝑘 − 𝐿| ≥ 𝜀} ⊂ 𝐻 ∪ { 𝑚1 < 𝑚2 < ⋯ < 𝑚𝑘0
}. 

Since ℐ𝜎𝜃 ⊂ 2ℕ is admissible,  

𝐻 ∪ { 𝑚1 < 𝑚2 < ⋯ < 𝑚𝑘0
} ∈ ℐ𝜎𝜃 

and so we have 𝐸(𝜀) ∈ ℐ𝜎𝜃. Consequently, ℐ𝜎𝜃 − lim 𝑥𝑘 = 𝐿.  

The converse of Theorem 2.6 holds if the ideal ℐ𝜎𝜃 has the property (𝐴𝑃). 

Theorem 2.7 Let the ideal ℐ𝜎𝜃 be with the property (𝐴𝑃). If a sequence (𝑥𝑘) is lacunary ℐ𝜎-convergent to 𝐿, then 

this sequence is lacunary ℐ𝜎
∗-convergent to 𝐿.  

Proof. Let the ideal ℐ𝜎𝜃 be with the property (𝐴𝑃) and 𝜀 > 0. Also, we assume that ℐ𝜎𝜃 − lim 𝑥𝑘 = 𝐿. Then, for 

every 𝜀 > 0 we have 

𝐸(𝜀) = {𝑘 ∈ ℕ: |𝑥𝑘 − 𝐿| ≥ 𝜀} ∈ ℐ𝜎𝜃. 

Denote 𝐸1, 𝐸2, … , 𝐸n as following 

𝐸1: = {𝑘 ∈ ℕ: |𝑥𝑘 − 𝐿| ≥ 1}   and   𝐸𝑛: = {𝑘 ∈ ℕ: 
1

𝑛
≤ |𝑥𝑘 − 𝐿| <

1

𝑛 − 1
}, 

where 𝑛 ≥ 2 (𝑛 ∈ ℕ). Note that 𝐸𝑖 ∩ 𝐸𝑗 = ∅ (𝑖 ≠ 𝑗) and 𝐸𝑖 ∈ ℐ𝜎𝜃 (for each 𝑖 ∈ ℕ). Since ℐ𝜎𝜃 has the property 

(𝐴𝑃), there exists a set sequence {𝐹𝑛}𝑛∈ℕ such that the symmetric differences 𝐸𝑖Δ𝐹𝑖 are finite (for each 𝑖 ∈ ℕ) 

and 𝐹 = ⋃∞
𝑗=1 𝐹𝑗 ∈ ℐ𝜎𝜃. Now, to complete the proof, it is enough to prove that  

lim
𝑘→∞
𝑘∈𝑀

𝑥𝑘 = 𝐿,                                                                                 (2.1) 

where 𝑀 = ℕ\𝐹. Let 𝜁 > 0. Choose 𝑛 ∈ ℕ such that 
1

𝑛+1
< 𝜁. Then, we have 

{𝑘 ∈ ℕ: |𝑥𝑘 − 𝐿| ≥ 𝜁} ⊂ ⋃

𝑛+1

𝑖=1

𝐸𝑖 . 

Since the symmetric differences 𝐸𝑖Δ𝐹𝑖 (𝑖 = 1,2, … , 𝑛 + 1) are finite, there exists a 𝑘0 ∈ ℕ such that  

(⋃

𝑛+1

𝑖=1

𝐸𝑖) ∩ {𝑘 ∈ ℕ: 𝑘 > 𝑘0} = (⋃

𝑛+1

𝑖=1

𝐹𝑖) ∩ {𝑘 ∈ ℕ: 𝑘 > 𝑘0}.                                    (2.2) 

If 𝑘 > 𝑘0 and 𝑘 ∉ 𝐹, then  

𝑘 ∉ ⋃

𝑛+1

𝑖=1

𝐹𝑖    and  by  (2.2)   𝑘 ∉ ⋃

𝑛+1

𝑖=1

𝐸𝑖 . 
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This implies that  

|𝑥𝑘 − 𝐿| <
1

𝑛 + 1
< 𝜁 

and so (2.1) holds. Consequently, ℐ𝜎𝜃
∗ − lim 𝑥𝑘 = 𝐿.  

Definition 2.4 A sequence (𝑥𝑘) is a lacunary ℐ𝜎-Cauchy sequence if for every 𝜀 > 0, there exists an                                   

𝑁 = 𝑁(𝜀) ∈ ℕ such that the set  

𝐵(𝜀) = {𝑘 ∈ ℕ: |𝑥𝑘 − 𝑥𝑁| ≥ 𝜀} 

belongs to ℐ𝜎𝜃, i.e., 𝑉𝜃(𝐵(𝜀)) = 0.   

Definition 2.5 A sequence (𝑥𝑘) is a lacunary ℐ𝜎
∗-Cauchy sequence if there exists a set 𝑀 = {𝑚1 < 𝑚2 < ⋯ <

𝑚𝑘 < ⋯ } ∈ ℱ(ℐ𝜎𝜃) such that  

lim
𝑘,𝑝→∞

|𝑥𝑚𝑘
− 𝑥𝑚𝑝

| = 0. 

The proof of the following theorems are similar to the proof of theorems in [23], so we omit them. 

Theorem 2.8 If a sequence (𝑥𝑘) is lacunary ℐ𝜎-convergent, then this sequence is a lacunary ℐ𝜎-Cauchy sequence.  

Theorem 2.9 If a sequence (𝑥𝑘) is a lacunary ℐ𝜎
∗-Cauchy sequence, then this sequence is a lacunary ℐ𝜎-Cauchy 

sequence.  

Theorem 2.10 Let the ideal ℐ𝜎𝜃 be with the property (𝐴𝑃). Then, the notions of lacunary ℐ𝜎-Cauchy sequence 

and lacunary ℐ𝜎
∗-Cauchy sequence coincide.    
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 Abstract  
The main purpose of the present paper is to determine the radii of lemniscate starlikeness, 

lemniscate convexity, Janowski starlikeness and Janowski convexity of normalized Wright 

functions. The key tools in the proof of our main results are the infinite product representation 

of Wright function and some properties of real zeros of Wright function and its derivative.  
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1. Introduction and Main Results  

By 𝔻𝑟 we mean the open disk { 𝑧 ∈ ℂ: | 𝑧| < 𝑟 }  with the radius 𝑟 > 0 and let 𝔻 = 𝔻1. Let 𝑓: 𝔻𝑟 → ℂ be the 

function defined by  

𝑓(𝑧) = 𝑧 + ∑ 𝑎𝑛𝑧𝑛

𝑛≥2

 (1) 

where 𝑟 is less or equal than the radius of convergence of the above power series. Let 𝒜 denote the class of all 

functions 𝑓(𝑧) of the form (1) which are analytic and normalized by the conditions 𝑓(0) = 𝑓′(0) − 1 = 0 in the 

open disk 𝔻𝑟. By 𝒮 we mean the subclass of 𝒜 consisting of functions which are univalent in 𝔻𝑟. A function 

𝑓 ∈ 𝒜 is said to be starlike function if 𝑓(𝔻𝑟) is starlike domain with the respect to the origin, meaning that for 

each 𝑧 ∈ 𝔻𝑟 the segment between the origin and 𝑓(𝑧) lie in 𝑓(𝔻𝑟). Moreover, the function 𝑓, defined by (1), is 

said to be convex function in 𝔻𝑟 if 𝑓 is univalent in 𝔻𝑟, and the image domain 𝑓(𝔻𝑟) is a convex domain, 

meaning that it is starlike domain with respect to each of its points. A function 𝑓 ∈ 𝒜 is subordinate to a function 

𝑔 ∈  𝒜, written as 𝑓(𝑧) ≺  𝑔(𝑧), if there exist a Schwarz function 𝑤 with 𝑤(0) = 0 and |𝑤(𝑧)| < 1 such that 

𝑓(𝑧) = 𝑔(𝑤(𝑧)). In addition, we know that if 𝑔 is a univalent function, then 𝑓(𝑧) ≺ 𝑔(𝑧) if and only if 𝑓(0) =
𝑔(0) and 𝑓(𝔻) ⊂  𝑔(𝔻).  It is clear that various subclasses of starlike and convex functions can be unified by 

using the concept of subordination. Let 𝜑 be analytic function, then by 𝑆⋆(𝜑) we mean the class of all analytic 

functions satisfying 1 +
𝑧𝑓′(𝑧)

𝑓(𝑧)
≺ 𝜑(𝑧). Moreover, we denote the class of all analytic functions satisfying 1 +

𝑧𝑓′′(𝑧)

𝑓′(𝑧)
≺ 𝜑(𝑧)  by 𝒦(𝜑). It is worth mentioning that these classes give a unified presentation of several famous 

subclasses of starlike and convex functions. For instance, if we take 𝜑(𝑧) = √1 + 𝑧, we get the classes of 

lemniscate starlike and lemniscate convex functions denoted by 𝑆ℒ
⋆: = 𝑆⋆(√1 + 𝑧) and 𝒦ℒ: = 𝒦(√1 + 𝑧), 

respectively. Lemniscate starlike functions introduced and investigated by Sokól and Stankiewich [15]. 

We denote the radius of lemniscate starlikeness of function 𝑓 by the real number 

𝑟ℒ
⋆(𝑓) = sup {𝑟 > 0| |(

𝑧𝑓′(𝑧)

𝑓(𝑧)
)

2

− 1| < 1 for z ∈ 𝔻r, 0 ≤ 𝑟 ≤ 1 }. 

In addition, the radius of lemniscate convexity of function 𝑓 is given by the real number 

http://dx.doi.org/10.17776/csj.706232
https://orcid.org/0000-0002-2332-0336
https://orcid.org/0000-0002-6181-2622
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𝑟ℒ
𝑐(𝑓) = sup {𝑟 > 0| |(

𝑧𝑓′′(𝑧)

𝑓′(𝑧)
)

2

− 1| < 1 for z ∈ 𝔻r, 0 ≤ 𝑟 ≤ 1 }. 

If we take 𝜑(𝑧) =
1+𝐴𝑧

1+𝐵𝑧
  for −1 ≤  𝐵 < 𝐴 ≤ 1, we have the classes of  Janowski starlike and Janowski convex 

functions denoted by 𝑆⋆[𝐴, 𝐵]: = 𝑆⋆(
1+𝐴𝑧

1+𝐵𝑧
) and 𝒦[𝐴, 𝐵]: = 𝒦 (

1+𝐴𝑧

1+𝐵𝑧
), respectively. Recall here that Janowski 

function is defined in the form 
1+𝐴𝑧

1+𝐵𝑧
 for −1 ≤ 𝐵 < 𝐴 ≤ 1. For comprehensive knowledge on Janowski starlike 

and Janowski convex functions one may refer to [10]. 

The real number 

𝑟𝐴,𝐵
⋆ (𝑓)  = sup {𝑟 > 0| |

(
 𝑧𝑓′(𝑧)

𝑓(𝑧)
) − 1

𝐴 − 𝐵 (
 𝑧𝑓′(𝑧)

𝑓(𝑧)
)

| < 1 for z ∈ 𝔻r, 0 ≤ 𝑟 ≤ 1 } 

is called as the radius of Janowski starlikeness of the function 𝑓. 

Moreover, the real number 

 𝑟𝐴,𝐵
𝑐 (𝑓) = sup {𝑟 > 0| |

𝑧𝑓′′(𝑧)

𝑓′(𝑧)

𝐴 − 𝐵 (1 +
𝑧𝑓′′(𝑧)

𝑓′(𝑧)
)

| < 1  for z ∈ 𝔻r, 0 ≤ 𝑟 ≤ 1 } 

is called as the radius of Janowski convexity of the function 𝑓. 

Because of the fact that special functions play a key role in solving many problems in mathematics, applied 

mathematics and physics they have received a great deal of attention by many researchers from geometric 

function theory field (see the recent papers[1-5,7,9,17] and the references therein). In addition, for comprehensive 

knowledge on the radius problems of some special functions, one may consult on the works [6,10,13,16,18]. 

Recently, in [14] the authors investigated some geometric properties such that the radii of lemniscate starlikeness 

and lemniscat convexity, Janowski starlikeness and Janowski convexity of Bessel functions.  

Inspired by the above mentioned papers, our main goal in the present paper is to ascertain the radii of starlikeness 

and convexity associated with lemniscate of Bernoulli and the Janowski function of normalized Wright functions. 

Let us take a look the Wright function represented by 

𝜙(𝜌, 𝛽, 𝑧) = ∑
𝑧𝑛

𝑛! Γ(𝑛𝜌 + 𝛽)
𝑛≥0

, 

where 𝜌 > −1 and 𝑧, 𝛽 ∈ ℂ. For further knowledge on Wright function one may refer to the studies [11] and [19]. 

Furthermore, it is worth mentioning here that Wright function is an entire function of 𝑧 for 𝜌 > −1. This means 

that some properties of the entire functions can be also used for Wright function. 

With the aid of  [9] we know that if 𝜌 > 0 and 𝛽 > 0, then the function 𝑧 ↦ 𝜆𝜌,𝛽(𝑧) = 𝜙(𝜌, 𝛽, −𝑧2) has infinitely 

many zeros which are all real. If we denote the 𝑛th positive zero of the function 𝑧 ↦ 𝜙(𝜌, 𝛽, −𝑧2) by 𝜆𝜌,𝛽,𝑛, 

under the same conditions the infinite product representation 

Γ(𝛽)𝜙(𝜌, 𝛽, −𝑧2) = ∏ (1 −
𝑧2

𝜆𝜌,𝛽,𝑛
2 )

𝑛≥1

 

 

(2) 

holds, and this product is uniformly convergent on compact subsets of the complex plane. Moreover, let 𝜁𝜌,𝛽,𝑛
′  

be the 𝑛th positive zero of Ψ𝜌,𝛽
′ , where Ψ𝜌,𝛽(𝑧) = 𝑧𝛽𝜆𝜌,𝛽(𝑧), then between any two positive zeros of 𝜆𝜌,𝛽   (or 

the positive real zeros of the function Ψ𝜌,𝛽) there must be precisely one of Ψ𝜌,𝛽
′ . That is, the zeros satisfy the 

following inequalities 

𝜁𝜌,𝛽,1
′ < 𝜆𝜌,𝛽,1 < 𝜁𝜌,𝛽,2

′ < 𝜆𝜌,𝛽,2 < ⋯.  

We can readily observe that the function 𝑧 ↦ 𝜙(𝜌, 𝛽, −𝑧2) is not included in the class 𝒜, and thus first we 

perform some natural normalization. Now we deal with three functions deriving from 𝜙(𝜌, 𝛽,⋅): 
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𝑓𝜌,𝛽(𝑧) = (𝑧𝛽Γ(𝛽)𝜙(𝜌, 𝛽, −𝑧2))

1

𝛽
, (3) 

𝑔𝜌,𝛽(𝑧) = 𝑧Γ(𝛽)𝜙(𝜌, 𝛽, −𝑧2),  (4) 

ℎ𝜌,𝛽(𝑧) = 𝑧Γ(𝛽)𝜙(𝜌, 𝛽, −𝑧) . (5) 

Clearly these functions are in the class 𝒜. There is no doubt it is possible to obtain infinitely many other 

normalizations, that is the reason why we focus on the above mentioned ones is the fact that we oftenly encounter 

with their particular cases in terms of Bessel functions in the literature. 

1.1. Lemniscate starlikeness and lemniscate convexity of normalized Wright functions  

In the present section we deal with the radii of starlikeness and convexity associated with lemniscate of Bernoulli 

of the normalized Wright functions. It is important to emphasize here that it is said to be lemniscate starlike of a 

normalized analytic function 𝑓 if the quantity 
𝑧𝑓′(𝑧)

𝑓(𝑧)
 lies in the region bounded by the right half of the lemniscate 

of Bernoulli |𝑤2 − 1| = 1.  

Theorem 1. Let 𝜌 > 0 and 𝛽 > 0. Then the following assertions are valid. 

a. The radius of lemniscate starlikeness 𝑟ℒ
⋆(𝑓𝜌,𝛽) is the smallest positive root of the following transcendental 

equation 

  𝑟2 (𝜆𝜌,𝛽
′ (𝑟))

2
− 2𝛽𝜆𝜌,𝛽

′ (𝑟)𝜆𝜌,𝛽(𝑟) − 𝛽2 (𝜆𝜌,𝛽(𝑟))
2

= 0. 

b. The radius of lemniscate starlikeness 𝑟ℒ
⋆(𝑔𝜌,𝛽) is the smallest positive root of the following 

transcendental equation 

  𝑟2 (𝜆𝜌,𝛽
′ (𝑟))

2
− 2𝑟𝜆𝜌,𝛽

′ (𝑟)𝜆𝜌,𝛽(𝑟) − (𝜆𝜌,𝛽(𝑟))
2

= 0. 

c. The radius of lemniscate starlikeness 𝑟ℒ
⋆(ℎ𝜌,𝛽) is the smallest positive root of the following transcendental 

equation 

  𝑟 (𝜆𝜌,𝛽
′ (√𝑟))

2
− 4√𝑟𝜆𝜌,𝛽

′ (√𝑟)𝜆𝜌,𝛽(√𝑟) − (𝜆𝜌,𝛽(√𝑟))
2

= 0. 

Proof. Owing to the Weierstrassian canonical representation of the function 𝑧 ↦ 𝜆𝜌,𝛽(𝑧) given in Eq. (2) we get 

𝑧𝜆𝜌,𝛽
′ (𝑧)

𝜆𝜌,𝛽(𝑧)
= − ∑

2𝑧2

𝜆𝜌,𝛽,𝑛
2 − 𝑧2

𝑛≥1

. 

 

(6) 

Bearing in mind the normalizations presented in Eqs. (3)-(5) and by making use of Eq. (6) we obtain the following 

equations 

𝑧𝑓𝜌,𝛽
′ (𝑧)

𝑓𝜌,𝛽(𝑧)
=  1 +

1

𝛽
(

𝑧𝜆𝜌,𝛽
′ (𝑧)

𝜆𝜌,𝛽(𝑧)
) = 1 −

1

𝛽
∑

2𝑧2

𝜆𝜌,𝛽,𝑛
2 − 𝑧2

𝑛≥1

, 

 

(7) 

𝑧𝑔𝜌,𝛽
′ (𝑧)

𝑔𝜌,𝛽(𝑧)
= 1 +

𝑧𝜆𝜌,𝛽
′ (𝑧)

𝜆𝜌,𝛽(𝑧)
= 1 − ∑

2𝑧2

𝜆𝜌,𝛽,𝑛
2 − 𝑧2

𝑛≥1

 , 

 

(8) 

𝑧ℎ𝜌,𝛽
′ (𝑧)

ℎ𝜌,𝛽(𝑧)
= 1 +

1

2
(

√𝑧𝜆𝜌,𝛽
′ (√𝑧)

𝜆𝜌,𝛽(√𝑧)
) = 1 − ∑

𝑧

𝜆𝜌,𝛽,𝑛
2 − 𝑧

𝑛≥1

. 

 

(9) 

By means of Eqs. (7), (8) and (9), we deduce that the following inequalities 

|(
𝑧 𝑓𝜌,𝛽

′ (𝑧)

𝑓𝜌,𝛽(𝑧)
)

2

− 1| ≤
1

𝛽2
(∑

2|𝑧|2

𝜆𝜌,𝛽,𝑛
2 − |𝑧|2

𝑛≥1

) (∑
2|𝑧|2

𝜆𝜌,𝛽,𝑛
2 − |𝑧|2

+ 2𝛽

𝑛≥1

 ) 

= (
| 𝑧|𝑓𝜌,𝛽

′ (|𝑧|)

𝑓𝜌,𝛽(|𝑧|)
)

2

− 4 (
|𝑧|𝑓𝜌,𝛽

′ (|𝑧| )

𝑓𝜌,𝛽(|𝑧|)
) + 3, 
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|(
𝑧𝑔𝜌,𝛽

′ (𝑧)

𝑔𝜌,𝛽(𝑧)
)

2

− 1| ≤ (∑
2|𝑧|2

𝜆𝜌,𝛽,𝑛
2 − |𝑧|2

𝑛≥1

) (∑
2| 𝑧|2

𝜆𝜌,𝛽,𝑛
2 − |𝑧|2

𝑛≥1

+ 2) 

= (
| 𝑧|𝑔𝜌,𝛽

′ (|𝑧|)

𝑔𝜌,𝛽(|𝑧|)
)

2

− 4 (
|z|𝑔ρ,β

′ (|z| )

𝑔ρ,β(|z|)
) + 3, 

|(
𝑧ℎ𝜌,𝛽

′ (𝑧)

ℎ𝜌,𝛽(𝑧)
)

2

− 1| ≤ (∑
|𝑧|

𝜆𝜌,𝛽,𝑛
2 − |𝑧|

𝑛≥1

) (∑
|𝑧|

𝜆𝜌,𝛽,𝑛
2 − |𝑧|

𝑛≥1

+ 2) 

= (
| 𝑧|ℎ𝜌,𝛽

′ (|𝑧|)

ℎ𝜌,𝛽(|𝑧|)
)

2

− 4 (
|z|ℎρ,β

′ (|z| )

ℎρ,β(|z|)
) + 3, 

hold true for |𝑧| < 𝜆𝜌,𝛽,1, 𝜌 > 0 and 𝛽 > 0.  

For convenience, we deal with the function 𝑧 ↦ 𝜙𝜌,𝛽 which collectively corresponds the functions 𝑓𝜌,𝛽 , 𝑔𝜌,𝛽 and 

ℎ𝜌,𝛽 . Assume that 𝑟⋆ is the smallest positive root of the equation  

(
𝑟𝜙𝜌,𝛽

′ (𝑟)

𝜙𝜌,𝛽(𝑟)
)

2

− 4 (
𝑟𝜙𝜌,𝛽

′ (𝑟)

𝜙𝜌,𝛽(𝑟)
) + 2 = 0 , 

then the inequality 

|(
𝑟𝜙𝜌,𝛽

′ (𝑟)

𝜙𝜌,𝛽(𝑟)
)

2

− 1| ≤ 1 

is valid for |𝑧| < 𝑟⋆. With the help of  Eqs. (7)-(9), it is deducible that the zeros of the above mentioned equation 

for the functions 𝑓𝜌,𝛽 , 𝑔𝜌,𝛽 and ℎ𝜌,𝛽 coincide with those of equations, respectively 

𝑟2 (𝜆𝜌,𝛽
′ (𝑟))

2
− 2𝛽𝜆𝜌,𝛽

′ (𝑟)𝜆𝜌,𝛽(𝑟) − 𝛽2 (𝜆𝜌,𝛽(𝑟))
2

= 0, 

𝑟2 (𝜆𝜌,𝛽
′ (𝑟))

2
− 2𝑟𝜆𝜌,𝛽

′ (𝑟)𝜆𝜌,𝛽(𝑟) − (𝜆𝜌,𝛽(𝑟))
2

= 0 

and 

𝑟 (𝜆𝜌,𝛽
′ (√𝑟))

2
− 4√𝑟𝜆𝜌,𝛽

′ (√𝑟)𝜆𝜌,𝛽(√𝑟) − ( 𝜆𝜌,𝛽(√𝑟))
2

= 0. 

This means that the radii of lemniscate starlikeness 𝑟ℒ
⋆(𝑓𝜌,𝛽), 𝑟ℒ

⋆(𝑔𝜌,𝛽) and 𝑟ℒ
⋆(ℎ𝜌,𝛽) are the smallest positive roots 

of the above equations, respectively.  

To complete the proof we must show that each of the above equations have a unique roots in the open interval 

(0, 𝜆𝜌,𝛽,1). To do this, let us take into consideration the functions 𝐹𝜌,𝛽 , 𝐺𝜌,𝛽 , 𝐻𝜌,𝛽: (0, 𝜆𝜌,𝛽,1) → ℝ defined by 

𝐹𝜌,𝛽(𝑟) = (
𝑟𝑓𝜌,𝛽

′ (𝑟)

𝑓𝜌,𝛽(𝑟)
)

2

− 4 (
𝑟𝑓𝜌,𝛽

′ (𝑟)

𝑓𝜌,𝛽(𝑟)
) + 2, 

𝐺𝜌,𝛽(𝑟) = (
𝑟𝑔𝜌,𝛽

′ (𝑟)

𝑔𝜌,𝛽(𝑟)
)

2

− 4 (
𝑟𝑔𝜌,𝛽

′ (𝑟)

𝑔𝜌,𝛽(𝑟)
) + 2, 

𝐻𝜌,𝛽(𝑟) = (
𝑟ℎ𝜌,𝛽

′ (𝑟)

ℎ𝜌,𝛽(𝑟)
)

2

− 4 (
𝑟ℎ𝜌,𝛽

′ (𝑟)

ℎ𝜌,𝛽(𝑟)
) + 2. 

It is obvious that the above mentioned functions are strictly increasing functions of 𝑟 since 

𝐹𝜌,𝛽
′ (𝑟) =

2

𝛽
∑

4𝑟𝜆𝜌,𝛽,𝑛
2

(𝜆𝜌,𝛽,𝑛
2 − 𝑟2 )

2

𝑛≥1

(1 +
1

𝛽
∑

2𝑟2

𝜆𝜌,𝛽,𝑛
2 − 𝑟2

𝑛≥1

) > 0, 

𝐺𝜌,𝛽
′ (𝑟) = ∑

4𝑟𝜆𝜌,𝛽,𝑛
2

(𝜆𝜌,𝛽,𝑛
2 − 𝑟2)

2

𝑛≥1

(1 + ∑
2𝑟2

𝜆𝜌,𝛽,𝑛
2 − 𝑟2

𝑛≥1

) > 0, 
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𝐻𝜌,𝛽
′ (𝑟) = 2 ∑

𝜆𝜌,𝛽,𝑛
2

(𝜆𝜌,𝛽,𝑛
2 − 𝑟)

2

𝑛≥1

(1 + ∑
𝑟

𝜆𝜌,𝛽,𝑛
2 − 𝑟

𝑛≥1

) > 0. 

We can readily evaluate the limits 

lim
𝑟↘0

𝐹𝜌,𝛽(𝑟) = lim
𝑟↘0

𝐺𝜌,𝛽(𝑟) = lim
𝑟↘0

𝐻𝜌,𝛽(𝑟) = −1 < 0 

and 

lim
𝑟↗𝜆𝜌,𝛽,1

𝐹𝜌,𝛽(𝑟) = lim
𝑟↗𝜆𝜌,𝛽,1

𝐺𝜌,𝛽(𝑟) = lim
𝑟↗𝜆𝜌,𝛽,1

𝐻𝜌,𝛽(𝑟) = ∞. 

This means that the lemniscate starlikeness radii of the functions 𝑓𝜌,𝛽 , 𝑔𝜌,𝛽 and ℎ𝜌,𝛽 , denoted by 

𝑟ℒ
⋆(𝑓𝜌,𝛽), 𝑟ℒ

⋆(𝑔𝜌,𝛽) and 𝑟ℒ
⋆(ℎ𝜌,𝛽) are, respectively, the unique zeros of 𝐹𝜌,𝛽(𝑟), 𝐺𝜌,𝛽(𝑟) and 𝐻𝜌,𝛽(𝑟) in the open 

interval (0, 𝜆𝜌,𝛽,1). 

Theorem 2. Let 𝜌 > 0 and 𝛽 > 0. Then the following assertions are valid. 

a. The radius of lemniscate convexity 𝑟ℒ
𝑐(𝑓𝜌,𝛽) is the smallest positive root of the following 

transcendental equation 

(
𝑧Ψ𝜌,𝛽

′′ (𝑧)

Ψ𝜌,𝛽
′ (𝑧)

+ (
1

𝛽
− 1)

𝑧Ψ𝜌,𝛽
′ (𝑧)

Ψ𝜌,𝛽(𝑧)
 )

2

− 2 (
𝑧Ψ𝜌,𝛽

′′ (𝑧)

Ψ𝜌,𝛽
′ (𝑧)

+ (
1

𝛽
− 1)

𝑧Ψ𝜌,𝛽
′ (𝑧)

Ψ𝜌,𝛽(𝑧)
) − 1 = 0. 

b.  The radius of lemniscate convexity 𝑟ℒ
𝑐(𝑔𝜌,𝛽) is the smallest positive root of the following 

transcendental equation 

(
𝑟2𝜆𝜌,𝛽

′′ (𝑟) + 2𝑟𝜆𝜌,𝛽
′ (𝑟)

𝜆𝜌,𝛽(𝑟) + 𝑟𝜆𝜌,𝛽
′ (𝑟)

)

2

− 2 (
𝑟2𝜆𝜌,𝛽

′′ (𝑟) + 2𝑟𝜆𝜌,𝛽
′ (𝑟)

𝜆𝜌,𝛽(𝑟) + 𝑟𝜆𝜌,𝛽
′ (𝑟)

) − 1 = 0. 

c. The radius of lemniscate convexity 𝑟ℒ
𝑐(ℎ𝜌,𝛽) is the smallest positive root of the following 

transcendental equation 

(
3√𝑟𝜆𝜌,𝛽

′ (√𝑟) − 𝑟𝜆𝜌,𝛽
′′ (√𝑟)

4𝜆𝜌,𝛽(√𝑟) + 2√𝑟𝜆𝜌,𝛽
′ (√𝑟)

)

2

− 2 (
3√𝑟𝜆𝜌,𝛽

′ (√𝑟) − 𝑟𝜆𝜌,𝛽
′′ (√𝑟)

4𝜆𝜌,𝛽(√𝑟) + 2√𝑟𝜆𝜌,𝛽
′ (√𝑟)

) − 1 = 0. 

Proof 

a. It is easy to obtain the following equality (see [9, Theorem 5]) 

1 +
𝑧𝑓𝜌,𝛽

′′ (𝑧)

𝑓𝜌,𝛽
′ (𝑧)

= 1 +
𝑧Ψ𝜌,𝛽

′′ (𝑧)

Ψ𝜌,𝛽
′ (𝑧)

+ (
1

𝛽
− 1)

𝑧Ψ𝜌,𝛽
′ (𝑧)

Ψ𝜌,𝛽(𝑧)
 . 

In view of [9] the infinite product representations 

Ψ𝜌,𝛽(𝑧) =
𝑧𝛽

Γ(𝛽)
∏ (1 −

𝑧2

𝜁𝜌,𝛽,𝑛
2 )

𝑛≥1

 and Ψ𝜌,𝛽
′ (𝑧) =

𝑧𝛽−1

Γ(𝛽)
∏ (1 −

𝑧2

𝜁𝜌,𝛽,𝑛
′ 2 )

𝑛≥1

 

are valid, where 𝜁𝜌,𝛽,𝑛 and 𝜁𝜌,𝛽,𝑛
′  are the 𝑛th positive roots of Ψ𝜌,𝛽 and Ψ𝜌,𝛽

′ , respectively. By taking the 

logarithmic derivative on both sides of the above equalities we get 

1 +
𝑧𝑓𝜌,𝛽

′′ (𝑧)

𝑓𝜌,𝛽
′ (𝑧)

= 1 − ∑
2𝑧2

𝜁𝜌,𝛽,𝑛
′ 2 − 𝑧2

𝑛≥1

− (
1

𝛽
− 1) ∑

2𝑧2

𝜁𝜌,𝛽,𝑛
2 − 𝑧2

𝑛≥1

. 

 

(10) 

Assume that 𝛽 ∈ (0,1] , then 
1

𝜈
− 1 ≥ 0. With the help of Eq. (10) and triangle inequality for | 𝑧| < 𝜁𝜌,𝛽,1

′ <

𝜁𝜌,𝛽,1, we arrive at 

|(1 +
𝑧𝑓𝜌,𝛽

′′ (𝑧)

𝑓𝜌,𝛽
′ (𝑧)

)

2

− 1| ≤ (∑
2| 𝑧|2

𝜁𝜌,𝛽,𝑛
′ 2 − | 𝑧|2

𝑛≥1

+ (
1

𝛽
− 1) ∑

2|𝑧|2

𝜁𝜌,𝛽,𝑛
2 − |𝑧|2

𝑛≥1

)

2
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                                            +2 (∑
2| 𝑧|2

𝜁𝜌,𝛽,𝑛
′ 2 − | 𝑧|2

𝑛≥1

+ (
1

𝛽
− 1) ∑

2|𝑧|2

𝜁𝜌,𝛽,𝑛
2 − |𝑧|2

𝑛≥1

). 

By virtue of Eq. (10), the above inequality gives 

|(1 +
𝑧𝑓𝜌,𝛽

′′ (𝑧)

𝑓𝜌,𝛽
′ (𝑧)

)

2

− 1| ≤ (
|𝑧|𝑓𝜌,𝛽

′′ (|𝑧|)

𝑓𝜌,𝛽
′ (|𝑧|)

)

2

− 2 (
|𝑧|𝑓𝜌,𝛽

′′ (|𝑧|)

𝑓𝜌,𝛽
′ (|𝑧|)

) . (11) 

Moreover, owing to the relation [8, Lemma 2.1] 

|
𝑧

𝑎 − 𝑧
− 𝜆

𝑧

𝑏 − 𝑧
 | ≤

|𝑧|

𝑎 − |𝑧|
− 𝜆

|𝑧|

𝑏 − |𝑧|
 

 

(12) 

for |𝑧| ≤  𝑟 < 𝑎 < 𝑏 and 0 ≤ 𝜆 < 1 we conclude that the inequality given in Eq. (11) are valid for the case when 

𝛽 > 1 as well. This means that the inequality obtained in Eq. (11) is valid for 𝛽 > 0 and |𝑧| < 𝜁𝜌,𝛽,1
′ . Therefore, 

the function 𝑓𝜌,𝛽(𝑧) lemniscate convex for |𝑧| < 𝑟1, where 𝑟1 is the smallest positive root of 

(
𝑟𝑓𝜌,𝛽

′′ (𝑟)

𝑓𝜌,𝛽
′ (𝑟)

)

2

− 2 (
𝑟𝑓𝜌,𝛽

′′ (𝑟)

𝑓𝜌,𝛽
′ (𝑟)

) − 1 = 0. (13) 

In order to complete the proof we must show that the above equation has a unique root in the open interval 

(0, 𝜁𝜌,𝛽,1
′ ). To achieve our goal, let us take into account the function 𝑢𝜌,𝛽: (0, 𝜁𝜌,𝛽,1

′ ) → ℝ defined by 

𝑢𝜌,𝛽(𝑟) = (
𝑟𝑓𝜌,𝛽

′′ (𝑟)

𝑓𝜌,𝛽
′ (𝑟)

)

2

− 2 (
𝑟𝑓𝜌,𝛽

′′ (𝑟)

𝑓𝜌,𝛽
′ (𝑟)

) − 1. 

It is easy to see that this function is strictly increasing for 𝛽 > 0 since  

𝑢𝜌,𝛽
′ (𝑟) > (8𝑟 ∑ (

𝜁𝜌,𝛽,𝑛
′2

(𝜁𝜌,𝛽,𝑛
(′ 2)

− 𝑟2)
2 −

𝜁𝜌,𝛽,𝑛
2

(𝜁𝜌,𝛽,𝑛
2 − 𝑟2)

2
 
)

𝑛≥1

 ) × 

                       (2𝑟2 ∑ (
1

𝜁𝜌,𝛽,𝑛
′ 2 − 𝑟2

−
1

𝜁𝜌,𝛽,𝑛

 
2 − 𝑟2

)

𝑛≥1

) > 0 

Here we tacitly used the relation 𝜁𝜌,𝛽,𝑛
2 (𝜁𝜌,𝛽,𝑛

′ 2 − 𝑟2)
2

< 𝜁𝜌,𝛽,𝑛
′ 2 ( 𝜁𝜌,𝛽,𝑛

2 − 𝑟2)
2
 for 𝑟 < √𝜁𝜌,𝛽,𝑛𝜁𝜌,𝛽,𝑛

′  and 𝛽 > 0. 

Also it is simple to evaluate the limits  

lim
𝑟↘ 0

𝑢𝜌,𝛽(𝑟) = −1 < 0 and lim
𝑟↗𝜁𝜌,𝛽,1

′
𝑢𝜌,𝛽(𝑟) = ∞. 

In light of all explanations above mentioned, it is deducible that the root is unique in the open interval (0, 𝜁𝜌,𝛽,1
′ ) 

and the radius of lemniscate convexity of the function 𝑓𝜌,𝛽(𝑧), represented by 𝑟ℒ
𝑐(𝑓𝜌,𝛽), is the unique root of  Eq. 

(13) in the open interval (0, 𝜁𝜌,𝛽,1
′ ). 

b.  We now focus on determining the radii of lemniscate convexity of normalized Wright function 

𝑔𝜌,𝛽(𝑧). Taking into account [9, Theorem 5], the infinite product representation of the function 

𝑔𝜌,𝛽
′ (𝑧) can be stated as 

𝑔𝜌,𝛽
′ (𝑧) = ∏ (1 −

𝑧2

𝜗𝜌,𝛽,𝑛
2 )

𝑛≥1

, 

where 𝜗𝜌,𝛽,𝑛 is the 𝑛th positive zero of the function 𝑔𝜌,𝛽
′ (𝑧). By taking the logarithmic derivative of the above 

equality we get 

1 +
𝑧𝑔𝜌,𝛽

′′ (𝑧)

𝑔𝜌,𝛽
′ (𝑧)

= 1 − ∑
2𝑧2

𝜗𝜌,𝛽,𝑛
2 − 𝑧2

𝑛≥1

. 

With the similar approach of the proof of Theorem 1, for | 𝑧| < 𝜗𝜌,𝛽,1 we get 
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|(1 +
𝑧𝑔𝜌,𝛽

′′ (𝑧)

𝑔𝜌,𝛽
′ (𝑧)

)

2

− 1| ≤ (
𝑧𝑔𝜌,𝛽

′′ (𝑧)

𝑔𝜌,𝛽
′ (𝑧)

)

2

− 2 (
𝑧𝑔𝜌,𝛽

′′ (𝑧)

𝑔𝜌,𝛽
′ (𝑧)

). 

Therefore, it follows that the radius of lemniscate convexity 𝑟ℒ
𝑐(𝑔𝜌,𝛽) is the unique positive root of the equation 

(
𝑟𝑔𝜌,𝛽

′′ (𝑟)

𝑔𝜌,𝛽
′ (𝑟)

)

2

− 2 (
𝑟𝑔𝜌,𝛽

′′ (𝑟)

𝑔𝜌,𝛽
′ (𝑟)

) − 1 = 0 (14) 

in (0, 𝜗𝜌,𝛽,1). To complete the proof we must show that the above equation has a unique root in the open interval 

(0, 𝜗𝜌,𝛽,1). To achieve our goal, let us take into consideration the function 𝑣𝜌,𝛽: (0, 𝜗𝜌,𝛽,1) → ℝ defined by 

𝑣𝜌,𝛽(𝑟) = (
𝑟𝑔𝜌,𝛽

′′ (𝑟)

𝑔𝜌,𝛽
′ (𝑟)

)

2

− 2 (
𝑟𝑔𝜌,𝛽

′′ (𝑟)

𝑔𝜌,𝛽
′ (𝑟)

) − 1 

which is strictly increasing in the same interval since 

𝑣𝜌,𝛽
′ (𝑟) = 8𝑟 (∑

𝜗𝜌,𝛽,𝑛
2

(𝜗𝜌,𝛽,𝑛
2 − 𝑟2)

2
 𝑛≥1

) (∑
2𝑟2

(𝜗𝜌,𝛽,𝑛
2 − 𝑟2)

2
 𝑛≥1

+ 1) > 0. 

Also it can be observed that 

lim
𝑟↘0

𝑣𝜌,𝛽(𝑟) = −1 < 0 and lim
𝑟↗𝜗𝜌,𝛽,1

𝑣𝜌,𝛽(𝑟) = ∞. 

That means that the radius of lemniscate convexity 𝑟ℒ
𝑐(𝑔𝜌,𝛽) is the unique root of Eq. (14) in the open interval 

(0, 𝜗𝜌,𝛽,1). 

c. In [9] it is shown that the infinite product representation of the function ℎ𝜌,𝛽
′ (𝑧) can be stated as  

ℎ𝜌,𝛽
′ (𝑧) = ∏ (1 −

𝑧

𝜏𝜌,𝛽,𝑛
)

𝑛≥1

, 

where 𝜏𝜌,𝛽,𝑛 is the 𝑛th positive zero of the function ℎ𝜌,𝛽
′ . As a result of mimicking the same evaluations in the 

part (b), it is deducible that the radius of lemniscate convexity 𝑟ℒ
𝑐(ℎ𝜌,𝛽)  is the unique root of equation stated in 

the part (c) of the theorem. 

 

1.2. Janowski starlikeness and Janowski convexity of normalized Wright functions 

In the present section we focus on finding out the radii of Janowski starlikeness and Janowski convexity of the 

normalized Wright functions 𝑓𝜌,𝛽(𝑧), 𝑔𝜌,𝛽(𝑧) and ℎ𝜌,𝛽(𝑧). It is important to mention here that it is said to be 

Janowski starlike of a normalized analytic function 𝑓 if the quantity 
𝑧𝑓′(𝑧)

𝑓(𝑧)
 lies in the disc whose diametric end 

points are 
1−𝐴

1−𝐵
 and 

1+𝐴

1+𝐵
 for −1 ≤ 𝐵 < 𝐴 ≤ 1.  

 

Theorem 3. Let 𝜌 > 0 and 𝛽 > 0. Then the following assertions are valid. 

a. The radius of Janowski starlikeness  𝑟𝐴,𝐵
⋆ (𝑓𝜌,𝛽) is the smallest positive root of the equation 

𝑟𝜆𝜌,𝛽
′ (𝑟)

𝜆𝜌,𝛽(𝑟)
+ 𝛽 (

𝐴 − 𝐵

1 + |𝐵| 
) = 0 

b. The radius of Janowski starlikeness 𝑟𝐴,𝐵
⋆ (𝑔𝜌,𝛽) is the smallest positive root of the equation 

   
𝑟𝜆𝜌,𝛽

′ (𝑟)

𝜆𝜌,𝛽(𝑟)
+

𝐴 − 𝐵

1 + |𝐵| 
= 0. 

c. The radius of Janowski starlikeness 𝑟𝐴,𝐵
⋆ (ℎ𝜌,𝛽)  is the smallest positive root of the equation 
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√𝑟𝜆𝜌,𝛽
′ (√𝑟)

𝜆𝜌,𝛽(√𝑟)
+ 2

𝐴 − 𝐵

1 + |𝐵| 
= 0. 

Proof. In order to ascertain the radius of Janowski starlikeness of the normalization 𝑓𝜌,𝛽(𝑧) of 𝜙(𝜌, 𝛽,⋅) 

presented in Eq. (3), we need to find a positive real number 𝑟⋆ such that 

|

𝑧 𝑓𝜌,𝛽
′ (𝑧)

𝑓𝜌,𝛽(𝑧)
− 1

𝐴 − 𝐵
𝑧 𝑓𝜌,𝛽

′ (𝑧)

𝑓𝜌,𝛽(𝑧)

| < 1, for |𝑧| < 𝑟⋆. 

In light of Eq. (7) and by making use of triangle inequality, it can readily be seen that the inequality 

|

𝑧 𝑓𝜌,𝛽
′ (𝑧)

𝑓𝜌,𝛽(𝑧)
− 1

𝐴 − 𝐵
𝑧 𝑓𝜌,𝛽

′ (𝑧)

𝑓𝜌,𝛽(𝑧)

| ≤

1

𝛽
∑

2|𝑧|2

𝜆𝜌,𝛽,𝑛
2 −|𝑧|2𝑛≥1  

𝐴 − 𝐵 − |𝐵|
1

𝛽
∑

2|𝑧|2

𝜆𝜌,𝛽,𝑛
2 −|𝑧|2𝑛≥1

, for |𝑧|  < 𝜆𝜌,𝛽,1 

is valid for 𝛽 > 0 with equality at 𝑧 = | 𝑧| = 𝑟. It is clear that the above inequality gives 

|

𝑧 𝑓𝜌,𝛽
′ (𝑧)

𝑓𝜌,𝛽(𝑧)
− 1

𝐴 − 𝐵
𝑧 𝑓𝜌,𝛽

′ (𝑧)

𝑓𝜌,𝛽(𝑧)

| ≤
1 −

𝑧 𝑓𝜌,𝛽
′ (𝑧)

𝑓𝜌,𝛽(𝑧)

𝐴 − 𝐵 + |𝐵| (
𝑧 𝑓𝜌,𝛽

′ (𝑧)

𝑓𝜌,𝛽(𝑧)
− 1)

. (15) 

Let 𝑟⋆ denote the smallest positive root of the equation 

𝑟 𝑓𝜌,𝛽
′ (𝑟)

𝑓𝜌,𝛽(𝑟)
+

𝐴 − 𝐵

1 + |𝐵|
− 1 = 0, (16) 

then the inequality given in Eq. (15) implies that the function 𝑓𝜌,𝛽(𝑧) is Janowski starlike for |𝑧| < 𝑟⋆.  In order 

to complete the proof we must show that the above equation has a unique root in the open interval (0, 𝜆𝜌,𝛽,1). To 

achieve our goal, let us take into consideration the function 𝑢𝜌,𝛽: (0, 𝜆𝜌,𝛽,1) → ℝ defined by 

𝑢𝜌,𝛽(𝑟) =
𝑟 𝑓𝜌,𝛽

′ (𝑟)

𝑓𝜌,𝛽(𝑟)
+

𝐴 − 𝐵

1 + |𝐵|
− 1. 

Since 

𝑢𝜌,𝛽
′ (𝑟) = −

1

𝛽
∑

4𝑟𝜆𝜌,𝛽,𝑛
2

(𝜆𝜌,𝛽,𝑛
2 − 𝑟2)

2 < 0

𝑛≥1

 

the function 𝑢𝜌,𝛽 is strictly decreasing on (0, 𝜆𝜌,𝛽,1). Also we can readily obtain that 

lim
𝑟↗𝜆𝜌,𝛽,1

𝑢𝜌,𝛽(𝑟) = −∞ and lim
𝑟↘0

𝑢𝜌,𝛽(𝑟) =
𝐴 − 𝐵

1 + |𝐵|
> 0. 

Therefore, we draw conclusion that the Janowski starlikeness radius of 𝑓𝜌,𝛽 , denoted by 𝑟𝐴,𝐵
⋆ (𝑓𝜌,𝛽), is the unique 

zero of Eq. (16) in the open interval (0, 𝜆𝜌,𝛽,1) which is desired result. 

It is clear that the similar results can also be obtained for the normalizations 𝑔𝜌,𝛽 and ℎ𝜌,𝛽 given in Eqs. (4) and 

(5), respectively for 𝛽 > 0. Hence, the radii of Janowski starlikeness 𝑟𝐴,𝐵
⋆ (𝑔𝜌,𝛽) and 𝑟𝐴,𝐵

⋆ (ℎ𝜌,𝛽) are the unique 

roots of the equations stated in the parts (b) and (c) of the theorem, respectively. 

Theorem 4. Let 𝜌 > 0 and 𝛽 > 0. Then the following assertions are valid. 

a. The radius of Janowski starlikeness  𝑟𝐴,𝐵
𝑐 (𝑓𝜌,𝛽) is the smallest positive root of the equation 

𝑟Ψ𝜌,𝛽
′′ (𝑟)

Ψ𝜌,𝛽
′ (𝑟)

+ (
1

𝛽
− 1)

𝑟Ψ𝜌,𝛽
′ (𝑟)

Ψ𝜌,𝛽(𝑟)
+

𝐴 − 𝐵

1 + |𝐵|
= 0. 

b.  The radius of Janowski starlikeness  𝑟𝐴,𝐵
𝑐 (𝑔𝜌,𝛽)  is the smallest positive root of the equation 
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𝑟2𝜆𝜌,𝛽
′′ (𝑟) + 2𝑟𝜆𝜌,𝛽

′ (𝑟)

𝜆𝜌,𝛽(𝑟) + 𝑟𝜆𝜌,𝛽
′ (𝑟)

+
𝐴 − 𝐵

1 + |𝐵|
= 0. 

c.  The radius of Janowski starlikeness  𝑟𝐴,𝐵
𝑐 (ℎ𝜌,𝛽)  is the smallest positive root of the equation 

3√𝑟𝜆𝜌,𝛽
′ (√𝑟) − 𝑟𝜆𝜌,𝛽

′′ (√𝑟)

4𝜆𝜌,𝛽(√𝑟) + 2√𝑟𝜆𝜌,𝛽
′ (√𝑟)

+
𝐴 − 𝐵

1 + |𝐵|
= 0. 

Proof When taking into consideration definition of Janowski convex function in the open disk 𝔻𝑟, for the 

function 𝑓𝜌,𝛽 , we deduce that the inequality 

||

𝑧𝑓𝜌,𝛽
′′ (𝑧)

𝑓𝜌,𝛽
′ (𝑧) 

𝐴 − 𝐵 (1 +
𝑧𝑓𝜌,𝛽

′′ (𝑧)

𝑓𝜌,𝛽
′ (𝑧) 

)
|| < 1 

must be valid for | 𝑧| < 𝑟. By using Eq. (10), It can be readily seen that for 0 ≤ 𝛽 < 1 the function 𝑓𝜌,𝛽(𝑧) 

satisfies the inequality 

||

𝑧𝑓𝜌,𝛽
′′ (𝑧)

𝑓𝜌,𝛽
′ (𝑧) 

𝐴 − 𝐵 (1 +
𝑧𝑓𝜌,𝛽

′′ (𝑧)

𝑓𝜌,𝛽
′ (𝑧) 

)
|| ≤

∑
2𝑧2

𝜁𝜌,𝛽,𝑛
′ 2 −𝑧2𝑛≥1 + (

1

𝛽
− 1) ∑

2𝑧2

𝜁𝜌,𝛽,𝑛
2 −𝑧2𝑛≥1

𝐴 − 𝐵 + |𝐵| (∑
2𝑧2

𝜁𝜌,𝛽,𝑛
′ 2 −𝑧2𝑛≥1 + (

1

𝛽
− 1) ∑

2𝑧2

𝜁𝜌,𝛽,𝑛
2 −𝑧2𝑛≥1 )

, 

for |𝑧| < 𝜁𝜌,𝛽,1
′  with 𝑧 = |𝑧|  = 𝑟. With the help of inequality (12), the above mentioned inequality holds good 

for 𝛽 ≥ 1 as well. Due to Eq. (10), by putting |𝑧| in place of 𝑧, we obtain 

||

𝑧𝑓𝜌,𝛽
′′ (𝑧)

𝑓𝜌,𝛽
′ (𝑧)

𝐴 − 𝐵 (1 +
𝑧𝑓𝜌,𝛽

′′ (𝑧)

𝑓𝜌,𝛽
′ (𝑧) 

)
|| ≤

−
|𝑧|𝑓𝜌,𝛽

′′ (|𝑧|)

𝑓𝜌,𝛽
′ (|𝑧|)

𝐴 − 𝐵 + |𝐵|
|𝑧|𝑓𝜌,𝛽

′′ (|𝑧|)

𝑓𝜌,𝛽
′ (|𝑧|)

 

for 𝛽 > 0. Therefore, we draw conclusion that the radius of Janowski convexity 𝑟𝐴,𝐵
𝑐 (𝑓𝜌,𝛽) is the smallest positive 

root of the equation 

𝑟𝑓𝜌,𝛽
′′ (𝑟)

𝑓𝜌,𝛽
′ (𝑟)

+
𝐴 − 𝐵

1 + |𝐵|
= 0. (17) 

In order to complete our proof, we must show that Eq. (17) has a unique root in the open interval (0, 𝜁𝜌,𝛽,1
′ ). To 

achieve our purpose, let us take into consideration the function 𝑢𝜌,𝛽: (0, 𝜁𝜌,𝛽,1
′ ) → ℝ, defined by 

𝑢𝜌,𝛽(𝑟) =
𝑟𝑓𝜌,𝛽

′′ (𝑟)

𝑓𝜌,𝛽
′ (𝑟)

+
𝐴 − 𝐵

1 + |𝐵|
 

which is continous on (0, 𝜁𝜌,𝛽,1
′ ) and is strictly decreasing in (0, 𝜁𝜌,𝛽,1

′ ) since 

𝑢𝜌,𝛽
′ (𝑟) < 4𝑟 ∑ (

𝜁𝜌,𝛽,𝑛
2

(𝜁𝜌,𝛽,𝑛
2 − 𝑟2)

2 −
𝜁𝜌,𝛽,𝑛

′ 2

(𝜁𝜌,𝛽,𝑛
′ 2 − 𝑟2 )

2)

𝑛≥1

< 0. 

Here we used tacitly the interlacing property 𝜁𝜌,𝛽,𝑛
2 (𝜁𝜌,𝛽,𝑛

′ 2 − 𝑟2)
2

< 𝜁𝜌,𝛽,𝑛
′ 2 (𝜁𝜌,𝛽,𝑛

2 − 𝑟2)
2
 for 𝑟 < √𝜁𝜌,𝛽,𝑛𝜁𝜌,𝛽,𝑛

′  

and 𝛽 > 0. We can also observe that 

lim
𝑟↘0

𝑢𝜌,𝛽(𝑟) =
𝐴 − 𝐵

1 + |𝐵|
> 0 and lim

𝑟↗𝜁𝜌,𝛽,1
′

𝑢𝜌,𝛽(𝑟) = −∞. 

Consequently, the radius of Janowski starlikeness of the function 𝑓𝜌,𝛽, denoted by 𝑟𝐴,𝐵
𝑐 (𝑓𝜌,𝛽), is the unique 

positive root of Eq. (17) in the open interval (0, 𝜁𝜌,𝛽,1
′ ). This completes the proof. 
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Since the results given in part (b) and part (c)  can readily be obtained by imitating the same evaluations in the 

part (a) of the theorem and by bearing in mind the infinite product representations of the functions 𝑔𝜌,𝛽
′ (𝑧) and 

ℎ𝜌,𝛽
′ (𝑧) (see [9]) we omit the proof of part (b) and part (c).  
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 Abstract  
Recent studies have provided important evidence that neuroinflammation has an effective role 

in epilepsy pathophysiology. However, it is not clear that the occurrence of neuroinflammation 

is related to one epileptic seizure or repeating seizures. Therefore, we aimed to investigate the 

comparison of inflammatory markers in pentylenetetrazole-induced acute epileptic seizure 

model and chronic epilepsy model in rats. In this study, 18 male Wistar albino rats were used. 

The animals divided into three groups as control, acute epileptic seizure model and chronic 

epilepsy model. Inflammatory markers (TNF-α, IL-1 β, COX-1, and COX-2) were measured 

by using ELISA methods in the cortical and hippocampal brain regions after completing the 

epileptic model procedure. Statistical evaluation of the data was performed by one-way 

ANOVA and multiple comparisons were determined by the Tukey test. Statistical significance 

was defined at p<0.05. Obtained data show that there was significant increase in inflamattory 

markers in chronic epilepsy model compared to the control and acute epileptic seizure model 

(p<0.05). In conlusion, this study may suggest that inflammatory sytem is related to 

epileptogenesis process rather than only one epileptic seizure.  
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1. Introduction 

 

Epilepsy is a neurological disorder characterized by 

spontaneous recurrent seizures, resulting in cognitive 

and psychological consequences [1]. About 70 million 

people are affected by epilepsy in worldwide. Epileptic 

seizure, which is the unique clinical sign of epilepsy, is 

seen as a result of increased, rapid and abnormal local 

electrical discharges of neurons in the cerebral cortex. 

During the seizure, short-term and temporary 

behavioral abnormalities appear in consciousness, 

behavior, emotion, movement or perception functions 

[2]. Traumatic brain injuries, hypoxia or febrile 

seizures can lead to neuronal deaths and dysfunctional 

synaptic modifications that can cause spontaneous 

recurrent seizures [3]. Since approximately one-third 

of patients with epilepsy do not respond to current 

medical treatment, they have progressive cognitive 

disorders and may need surgical treatment to prevent 

recurrence of seizures [4]. 

 

Neuroinflammation is a complex event involving the 

activation of microglia, astrocytes and endothelial cells 

participating in the blood brain barrier, infiltration of 

plasma proteins and immune system cells into the brain 

tissue, and the interaction of inflammation-related 

mediators with the brain tissue [5]. Neuroinflammation 

findings are found in many central nervous system 

diseases, and neuroinflammation is often associated 

with epilepsy. Numerous evidence has been obtained 

with clinical and experimental research that 

neuroinflammation increases seizure frequency and 

severity [6]. Recurrent seizures are also seen in 

autoimmune diseases and encephalitis patients 

accompanied by severe and prolonged 

neuroinflammation, and neuroinflammation findings 

are frequently encountered in anticonvulsant drug-

resistant epilepsies [7]. These findings have 

demonstrated the importance of neuroinflammation in 

the pathogenesis of epilepsy and have demonstrated 

the importance of elucidating these mechanisms in 

developing antiepileptogenic therapy.  
Pentylenetetrazzole (PTZ), a tetrazole derivative, is a 

chemical agent in the class of 'systemic' experimental 

convulsants. PTZ exerts its effect by blocking the 

GABAA chloride ionophore complex. Also PTZ, 

affects various neurotransmitter systems, such as 

gabaergic and glutamatergic systems [8]. Therefore, it 

is often used to create an acute or chronic animal 

epilepsy model. Parenterally administered PTZ has 

convulsive effects in mice, rats, cats and primates. PTZ 

http://dx.doi.org/10.17776/csj.735457
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initially produces myoclonic stresses, then causes 

generalized tonic-clonic seizures [9]. Single-dose (45-

80 mg/kg) PTZ causes acute epileptic seizures, while 

repeated subacute dose PTZ (20-35 mg/kg) produces 

the chronic epileptic model which is meaning 

completing epileptogenesis process. epileptogenesis 

refers that transform from normal brain to epileptic 

brain by pathophysiological. 

 

Several studies have shown important evidence that 

neuroinflammation has an effective role in epilepsy 

pathophysiology. However, it is not clear that the 

occurrence of neuroinflammation is related to one 

epileptic seizure or repeating seizures. Therefore, we 

aimed to investigate the comparison of inflammatory 

markers in pentylenetetrazole-induced acute epileptic 

seizure model and chronic epilepsy model in rats. 

 

2. Materials and Methods 

 

2.1. Animals  

 

The experiments were performed using adult male 

Wistar  rats weighing 230-250 g (n = 18). The animals 

were fed a standard laboratory diet and water ad 

libitum, kept at 22 ± 2°C with a 12-h light/dark cycle 

in a closed room which has lighting system controlled 

by timers. Animals were acclimatized to laboratory 

conditions before the test. All experiments were carried 

out blindly between 09:00 and 17:00 h (n = 6 in each 

experimental group in the study). The Cumhuriyet 

University Animal Ethics Committee approved the 

experimental protocols (Approval Number: 65202830-

050.04.04-371). 
 

2.2. Drugs 

 

Pentylenetetrazole (PTZ), (Sigma-Aldrich Co., St 

Louis, MO, USA) was dissolved in physiological 

saline. Each drug solution was prepared freshly on the 

days of the experiments. 

 

2.3. Experimental protocol 

 

The animals were divided into three groups as Group 1 

(Control; n = 6); rats were treated with 1 ml/kg single 

dose of physiological saline intraperitoneally (i.p.), 

Group 2 (Acute epileptic seizure model; n = 6); rats 

were administered with single dose of i.p. PTZ (45 

mg/kg), Group (Chronic epilepsy model; n = 6); rats 

were given with repeated doses of i.p. PTZ (35 mg/kg) 

every Monday, Wednesday and Friday day for 12 

times. The animals were sacrificed by decapitation 

after 24 hours. The brain tissue obtained from the 

animals underwent biochemical assessment (Figure 1). 

 
Figure 1. Experimental design (created by BioRender). 
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2.4. Biochemical assesment 

 

2.4.1 Preparation of brain tissue homogenates 

 

After mixing the brain tissue samples (both cortex and 

hippocampus area of the brain by separating) of the 

animals with a cold phosphate-buffered saline solution, 

the tissue samples were homogenized using a 

mechanical homogenizer (Analytik Jena speedmill 

plus, Jena, Germany). The homogenates were 

centrifuged at 4000 rpm for 10 min at a temperature of 

4ºC. Then, the supernatants were obtained and stored 

in ice until biochemical analysis. Bradford protein 

assay kit (Merck, Germany) was used to determination 

of total protein levels in samples [10]. 

 

2.4.2 Measurement of Tumor Necrosis Factor 

Alpha (TNF-α), Interleukin-1 Beta (IL-1 β) 

Cyclooxygenase-1 (COX-1) and Cyclooxygenase-2 

(COX-2) 

 

The levels of TNF-α, IL-1 β, COX-1 and COX-2 from 

brain supernatants were measured using rat ELISA 

commercial kits (Shanghai Sunred Biological 

Technology, Shanghai, China). The operation 

protocols were according to manufacturer’s 

instructions. In brief, standard and tissue samples were 

added in plate and incubated for 60 min at 37 ° C. After 

washing step, staining solutions were added and 

incubated for 15 minutes at 37 ° C. Stop solution was 

added and read at 450 nm. There were standard curves 

used to calculate for all these kits. The coefficients of 

variation within and between plates were less than 

%10. 

 

2.5. Statistical analysis 

 

The data are expressed as mean ± standart error of 

mean (SEM). The one-way ANOVA followed by 

Tukey posthoc test was used to compare the study data. 

The p-value of < 0.05 indicated a statistical 

significance. 

 

3.   Results and Discussion 

 

3.1. Proinflammatory cytokines in acute and 

chronic PTZ models 

 

Cytokines are proteins that regulate the inflammatory 

process. They are produced by neurons and glial cells 

during brain inflammation [11]. In a clinical study, IL-

1β and TNF-α levels in febrile seizures have been 

shown to increase [12].  

TNF-α increases α-amino-3-hydroxy-5- 

ethylisoxazole-4-propionic acid (AMPA) receptors, 

which increase glutamatergic transmission. Increased 

AMPA receptors cause excessive calcium intake and 

neurotoxicity in neurons. In addition, TNF-α induces 

GABA receptor endocytosis. Through these 

mechanisms, TNF-α causes an increase in excitation 

and a decrease in inhibition. This means a tendency to 

seizure [13,14]. In this study, we found that there is 

increase in TNF-α levels chronic PTZ models in cortex 

and hippocampus compared to control (Figure 2 A-B; 

p<0,01).  However, the acute PTZ-induced seizures 

did not affect TNF-α levels in both cotex and 

hippocampus compared to control (Figure 2 A-B; 

p>0,05). Therefore, there was statical different in 

TNF-α levels between acute and chronic model in 

hippocampus (Figure 2 A-B; p<0,05).  These findings 

show that TNF-α raises after epileptogenesis and is not 

related to acute epileptic seizures.  

Our findings of TNF-α levels in acute PTZ model is 

coherent one of the previous study [15]. On the other 

hand, some studies have shown the increase in TNF-α 

levels after a single PTZ induced seizures dose in total 

brain and serum in contrast to our study [16,17]. It can 

be related to using the different doses of PTZ or 

collecting different parts of the tissues such as total 

brain and serum in these studies. Moreover, our 

findings of TNF-α levels in chronic PTZ models is 

consistent of the previous study performed in both 

mice and rat chronic PTZ models in hippocampus 

[18,19]. However, in contrast to our study, one of the 

study heve suggested that there is no changing in TNF-

α levels in hippocampus after chronic PTZ model 

[20,21]. It can be explained the collecting time of 

tissues after last PTZ injection. 

Proinflammatory cytokine IL-1β is expressed in active 

microglia and astrocytes. IL-1β increases glutamate 

release from astrocytes and reduces the reuptake of 

glutamate. By these ways, IL-1β increases glutamate 

levels in neuronal synapses and causes neuronal 

hyperexcitability. It has been suggested that IL-1β 

gives rise to seizures by activation of the GluN2B 

subunit of the N-methyl D-aspartate (NMDA) receptor 

and increasing regulation of NMDA receptors on 

postsynaptic cells [22]. In this study, we show that 

there is increase in IL-1β levels chronic PTZ models in 

the cortex (Figure 2 C; p<0,05) and hippocampus 

(Figure 2 D; p<0,001), also in hippocampal region of 

acute PTZ model (Figure 2 D; p<0,05) compared to the 

control. However, the acute PTZ-induced seizures did 

not affect IL-1β levels in the cotex region compared to 

the control (Figure 2 C; p>0,05). Moreover, there was 

statical different in IL-1β levels between acute and 

chronic model in only hippocampal reigion (Figure 2 

D; p<0,05).  These findings show that IL-1β raises 

after acute epileptic seizures and chronic. It can be 



 

638 

 

Taşkıran, Taştemur / Cumhuriyet Sci. J., 41(3) (2020) 635-641 
 

Show that IL-1β may be associated with the both 

epileptic seizure and epileptogenesis. 

Our findings of IL-1β levels in acute and chronic PTZ 

models is consistent one of the previous studies which 

are carried out in rat and mice brain [15,20,23]. 

According to our findings, it may be suggested that 

TNF-α   is assotiated with epileptogenesis, while IL-1β 

is related to both acute seizure and epileprogenesis. 

This also may explain the relationship between TNF 

and AMPA, and also between IL-1β and NMDA. 

Because recent studies have shown that AMPA is the 

dominant role in epileptogenesis, while NMDA has an 

important role in both acute seizure and 

epileptogenesis [24,25].

 

 
Figure 2. Proinflammatory cytokines in acute and chronic PTZ models in the cortex and hippocampus. *p<0,05, **p<0,01 

and ***p<0,001 compared to control. #p<0,05 compared to acute PTZ model. 

 

3.2. Inflammatory enzymes in acute and chronic 

PTZ models 

 

COX-1 and COX-2 are isoenzymes that catalyze the 

conversion of arachidonic acid into prostaglandins. It 

has been reported that COX-1 and COX-2, are induced 

in humans and experimental animals after seizures. 

COX-1 studies in animal models of seizures/epilepsy, 

it has shown that the selective COX-1 inhibitor slowed 

the development of epilepsy in electrical amygdala  

 

kindling in mouse model [26]. Moreover, aspirin, 

which inhibit the activity of both COX-1 and COX-2, 

reduced seizures in the absence epilepsy model, in the 

zebrafish seizure model, and in the pilocarpine-

induced epilepsy model [27,28]. However, there is no 

study in acute and chronic models induced by PTZ in 

rodents. In our study, we assert that there is increase in 

COX-1 levels in chronic PTZ models in cortex and 

hippocampus compared to control and acute PTZ 

model (Figure 3 A-B; p<0,001).  However, the acute 
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PTZ-induced seizures did not change COX-1 levels in 

both cotex and hippocampus compared to control and 

acute PTZ model (Figure 3 A-B; p>0,05). To the best 

of our knowledge, it was the first study is about COX-

1 expression after two different models of PTZ in the 

English language. It has been suggested that COX-1 

may be related closely to epileptogenesis and may be a 

new target for epileptogenesis. 

 

Because COX-2 is considered the inducible expressed 

isoform responsible for propagating the inflammatory 

response, several studies have been predominantly 

exploring the COX-2 isoform as the most suitable 

target for pharmacological intervention in epilepsy 

studies [29,30]. However, the role of COX-2 inhibition 

on epileptogenesis and/or seizure suppression remains 

controversial. Treatment with nimesulide, a COX-2 

selective inhibitor, prior to electrical kindling, had 

antiepileptogenic effects in rodents [31,32]. On the 

other hand, proconvulsant effects of COX-2 inhibitor 

have also been shown in kainic acid-induced seizure 

model [33,34]. In addition to these studies, we found 

that there is increase in COX-2 levels chronic PTZ 

models in the cortex and hippocampus (Figure 3 C-D; 

p<0,001), also in hippocampal region of acute PTZ 

model (Figure 3 D; p<0,001) compared to the control. 

Nonetheless, the acute PTZ-induced seizures did not 

alter COX-2 levels in the cotex region compared to the 

control (Figure 2 C; p>0,05). 

 

 
Figure 3. Inflammatory enzymes in acute and chronic PTZ models in the cortex and hippocampus. ***p<0,001 compared to 

control. ###p<0,05 compared to acute PTZ model. 
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4.   Conclusion 

 

In conclusion, based on the literature background and 

our study inflammation system is relevant 

epileptogenesis rather than acute epileptic occurring. 

Regulating inflammatory reactions in the brain and 

targeting inflammatory mediators may be effective 

therapeutic strategies to prevent or stop 

epileptogenesis process in the nervous system. 

Therefore, controlling inflammation may reduce the 

risk of developing epilepsy. Nevertheless, further 

researches are needed to clarify the role of 

inflammation in the pathogenesis of epilepsy. 
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 Abstract  
In this article, by using the conformal structure in Euclidean space, the conformal structures 

in hyperbolic space and the equality of the internal angles and vertex points of conformal 

triangles in hyperbolic space are given. Especially in these special conformal triangles, the 

conformal hyperbolic equilateral triangle and the conformal hyperbolic isosceles triangle, the 

internal angles and vertices are shown. 
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1. Introduction  

The set  1

0 1 : , 1n nH x R x x      is also called the n-dimensional unit pseudo-hyperbolic space. Two 

connected components of space 0

nH are 0,

nH   and 0,

nH  ; each of these components can be taken as the model of 

n-dimensional hyperbolic space. Based on the literature, we will consider the positive component as a model of 

hyperbolic space; that is 
1

0, 1

n n nH H R 

    [1,2,8]. 

 

First, we remember the concepts of lines and triangles in the hyperbolic plane. 

 

As for : ,n nIR H and x y H   , curve 

 

     
 ,

cosh sinh
,

y x y x
t t x t

y x y x


  
 

  
  

 

is called  line through ,x y of nH  [9].  

 

Similarly for : ,n nIR H and x y H   ,  

 

     
 

 1

1

1

cosh
cosh sinh , 0,

sinh

y t x
t t x t t t

t



    

 

curve segment  is called the line segment of nH  limited to ,x y  [9]. 

 
, ,x y z , three of which are three points on the same hyperbolic line; 

http://dx.doi.org/10.17776/csj.719117
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     
 

 1

1

1

cosh
cosh sinh , 0,

sinh

y t x
t t x t t t

t



    

     
 

 1

1

1

cosh
cosh sinh , 0,

sinh

z s y
s s y s s s

s



    

     
 

 1

1

1

cosh
cosh sinh , 0,

sinh

x u z
u u z u u u

u



    

 

the combination of the            1 1 10 , 0 0t s ve u         segmented line segments is called the 

hyperbolic triangle, and the hyperbolic zone bounded by the triangle is called the hyperbolic triangular zone  

[9]. 

 

  is hyperbolic triangle with 1 2 3, ,P P P vertex points; 

 

12 13

12 23

13 23

1 cosh cosh

cosh 1 cosh

cosh cosh 1

M

 

 

 

   
 

   
 
    

 

 

matrix is called egde matrix of    [4]. 

 

,i jP P two vertices of  ; 

 

cosh ,ij i jP P     

 

the real number ij  in the property cosh ,ij i jP P    is called  edge length limited by ,i jP P  of   [4]. 

 

Definition  1.  The edges of the , ,i j kP P P -pointed   hyperbolic triangle through kP point are also 

 

: nIR H  , 

: nIR H   ; 

 

the ij  angle, which is to be    , cos
k k

ı ı

ijP P
t s      , is called the internal angle of   at point kP  [9]. 

 

 
Figure 1. Triangle in Hyperbolic Space 
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2.  Conformal Triangles in Hyperbolic Space 

Definition  2.  The set  2 : , coshP H m P r     , as 2m H  and r IR  , is called the m-centered r hyperbolic 

circle in 2H  [9]. 

 

Definition 3.  Let   be the hyperbolic triangle with 1 2 3, ,P P P  vertex points. If there are real numbers 

1 2 3, ,r r r IR  as ij i jr r   with an edge length ij limited to ,i jP P ;  is called conformal hyperbolic triangle 

[9]. 

 

Theorem  4.  Let   be hyperbolic triangle with 1 2 3, ,P P P  vertex points.   to be conformal if and only if   

 

                                  ln 2 , 1,2,3ir i                                                                         (2.1) 

 

where 1 2 3, ,r r r IR  [9]. 

 

Now, we give egde matricies for conformal hyperbolic triangles. These matricies play very important roles 

throughout the paper for calculations.          

 

Lemma 5. Edge matrix of conformal hyperbolic triangles, edge matrix of conformal hyperbolic equilateral 

triangles and edge matrix of conformal hyperbolic isosceles triangles as follows 

 

   

   

   

1 2 1 3

1 2 2 3

1 3 2 3

1 cosh cosh

cosh 1 cosh

cosh cosh 1

r r r r

M r r r r

r r r r

      
 

      
      

                                                                                                (2.2) 

   

   

   

1 2 1 2

1 2 1 2

1 2 1 2

1 cosh cosh

cosh 1 cosh

cosh cosh 1

r r r r

M r r r r

r r r r

      
 

      
      

                                                                                         (2.3) 

   

   

   

1 2 1 2

1 2 2 3

1 2 2 3

1 cosh cosh

cosh 1 cosh

cosh cosh 1

r r r r

M r r r r

r r r r

      
 

      
      

                                                                                        (2.4) 

respectively [9]. 

 

From [4] 

 

cos , ; , 1,2,3
ij

ij

ii jj

M
i j i j

M M
                                                                                                                  (2.5) 

 

and from equation (8) in [5], we can define 

 

sin , ; , 1,2,3ij

ii jj

M
i j i j

M M



    .                                                                                                                (2.6) 
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3.    Equality of Internal Angles and Vertex Points in Conformal Hyperbolic Triangles 

 
In this section, using the expressions of the internal angles and vertex points, we defined in Definition 1,equality 

of internal angles to vertex points of the conformal hyperbolic triangle and special conformal hyperbolic triangles 

will be shown. 

Now, in Eq. 2.5 

cos , ; , 1,2,3
ij

ij

ii jj

M
i j i j

M M
     

was given.  

As 

  
1 2 3k

i i j j

M
sinP ,i j,i k , j k ; i, j,k , ,

M M


    

 
    .                                                                   (3.1) 

It is  

12
12

11 22

M
cos

M M
   

if  11 12M ,M and 22M from Eq. 2.2 are calculated and replaced,  

     

   

1 3 2 3 1 2

12
2 2

2 3 1 3

cosh cosh cosh
cos

sinh sinh

r r r r r r

r r r r


   


 
 

is obtained. 

Similarly, if 11 12M ,M  and M  are used at Eq 3.1, calculated from Eq 2.2,  

 

   

3

11 22

1 2 3 1 2 3

3
2 2

2 3 1 3

4

M
sin P

M M

sinhr sinhr sinhr sinh r r r
sin P

sinh r r sinh r r




 


 

 

  

would be. From here 

     

   

1 3 2 3 1 2

12
2 2

2 3 1 3

cosh cosh cosh
arccos ,

sinh sinh

r r r r r r

r r r r


    
 
   

 

 

   

1 2 3 1 2 3

3
2 2

2 3 1 3

4sinhr sinhr sinhr sinh r r r
P arcsin

sinh r r sinh r r

  
 
   

                                                                                           (3.2) 

are obtained. 

We calculate the cosine of the right side of Eq 3.2. It would be 
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 

   

 

   

 

 

1 2 3 1 2 3

2 2

2 3 1 3

1 2 3 1 2 32

2 2

2 3 1 3

1 2 3 1 2 3

2

2 3

4

4
1

4
1

sinh r sinh r sinh r sinh r r r
cos arcsin

sinh r r sinh r r

sinh r sinh r sinh r sinh r r r
sin arcsin

sinh r r sinh r r

sinh r sinh r sinh r sinh r r r

sinh r r

   
  
     

   
   
     

 
 

  

     

   

2

2

1 3

2 2

1 2 1 3 1 2 3 1 2 3

1 2 1 3

4

sinh r r

sinh r r sinh r r sinh r sinh r sinh r sinh r r r
.

sinh r r sinh r r

 
 
  

    


 

 

When necessary calculations are made, we get 

 

 

Thus,  

12 3P   

 equation is obtained. By using similar method 

23 1P   

 and 

13 2P   

are obtained [6]. 

 

3.1.   Equality of internal angles and vertex points in the conformal hyperbolic equilateral triangle 

Definition 6.  Let   be a hyperbolic triangle with 1 2 3, ,P P P  vertex points, 12 13 23, ,    dihedral angles and 

12 13 23, ,    edge lengths. Let 2H ; if 12 13 23    , 12 13 23     and 12
3


  ,   is called equilateral 

hyperbolic triangle [7]. 

Now, in Eq. 2.5  

cos , ; , 1,2,3
ij

ij

ii jj

M
i j i j

M M
     

was given.  

Including  

  
1 2 3k

i i j j

M
sin P ,i j,i k , j k ; i, j,k , ,

M M


    

 
 .                                                                           (3.3) 

            
22 2

1 2 1 3 1 2 3 1 2 3 1 3 2 3 1 24sinh r r sinh r r sinhr sinhr sinhr sinh r r r cosh r r cosh r r cosh r r         
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If 11 12M ,M and 22M  are calculated and replaced from Eq. 2.3; 

    

 

1 2 1 2

12
4

1 2

1cosh r r cosh r r
cos

sinh r r


  



 

is obtained. 

Similarly, if 11 12M ,M  and M  calculated from Eq. 2.3 used in Eq. 3.3 , it becomes as  

     

 

3

11 22

2

1 2 1 2

3
4

1 2

1 1

M
sin P

M M

cosh r r cosh r r
sin P .

sinh r r




   




 

Here, 

 

    

 

1 2 1 2

12
4

1 2

cosh cosh 1
arccos ,

sinh

r r r r

r r


   
 
  

 

     

 

2

1 2 1 2

3
4

1 2

1 1cosh r r cosh r r
P arcsin

sinh r r

 
    


 

 
 

                                                                                            (3.4)  

are obtained. 

We calculate the cosine of the right side of Eq. 3.4 as follow, 

     

 

     

 

     

 

    

2

1 2 1 2

4

1 2

2

1 2 1 22

4

1 2

2
2

1 2 1 2

4

1 2

22

1 2 1 2

1 1

1 1
1

1 1
1

1

cosh r r cosh r r
cos arcsin

sinh r r

cosh r r cosh r r
sin arcsin

sinh r r

cosh r r cosh r r

sinh r r

sinh r r cosh r r c

  
     

  
  

  

  
     

    
  

  

 
    

 
 

 
 

   


  
 

1 2

2

1 2

1osh r r
.

sinh r r

 

  

We get 

 
            

2 22 2

1 2 1 2 1 2 1 2 1 21 1 1sinh r r cosh r r cosh r r cosh r r cosh r r         
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when necessary calculations are made. Thus 

12 3P    

equality is obtained. By using similar method 

23 1P   

and 

13 2P   

are obtained [6]. 

 
3.2.   Equality of internal angles and vertex points in the conformal hyperbolic isosceles triangle 

Definition 7. Let   be a hyperbolic triangle with 1 2 3, ,P P P  vertex points, 12 13 23, ,    dihedral angles and 

12 13 23, ,   edge lengths. Let 2H ; if 12 13  and 12 232    ,   is called isosceles hyperbolic triangle 

[7]. 

Now, in Eq. 2.5  

cos , ; , 1,2,3
ij

ij

ii jj

M
i j i j

M M
     

was given.  

Including  

  
1 2 3k

i i j j

M
sin P ,i j,i k , j k ; i, j,k , ,

M M


    

 
  .                                                                           (3.5) 

If 11 22M ,M and 22M  are calculated and replaced from Eq. 2.4; 

    

   

1 2 2 3

12
2 2

2 3 1 2

1cosh r r cosh r r
cos

sinh r r sinh r r


  


 
 

is obtained. 

Similarly, if 11 22M ,M  and M  calculated from Eq. 2.4 used in Eq. 3.5, it becomes as  

 

   

3

11 22

2

1 2 1 2

3
2 2

2 3 1 2

4

M
sin P

M M

sinhr sinh r sinh r r
sin P .

sinh r r sinh r r







 

 

 

Here, 

    

   

1 2 2 3

12
2 2

2 3 1 2

cosh cosh 1
arccos ,

sinh sinh

r r r r

r r r r


   
 
   
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 

   

2

1 2 1 2

3
2 2

2 3 1 2

4sinhr sinh r sinh r r
P arcsin

sinh r r sinh r r

 
 
   

                                                                                                         (3.6)  

are obtained. 

We calculate the cosine of the right side of Eq. 3.6 as follow, 

 

   

 

   

 

   

2

1 2 1 2

2 2

2 3 1 2

2

1 2 1 22

2 2

2 3 1 2

2
2

1 2 1 2

2 2

2 3 1 2

4

4
1

4
1

sinhr sinh r sinh r r
cos arcsin

sinh r r sinh r r

sinhr sinh r sinh r r
sin arcsin

sinh r r sinh r r

sinhr sinh r sinh r r

sinh r r sinh r r

sinh

  
  
     

  
   
     

 
  
   


     

   

2 2 2

2 3 1 2 1 2 1 2

2 2

2 3 1 2

4r r sinh r r sinhr sinh r sinh r r
.

sinh r r sinh r r

   

 

 

We get 

 

 

when necessary calculations are made. Thus 

12 3P    

equality is obtained. By using similar method, 

23 1P   

and 

13 2P   

are obtained [6]. 
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Abstract  
In this study almond leaf powder (ALP) was used as an adsorbent for the methylene blue (MB) 

removal. The initial MB concentration, interaction time and temperature effects were 

investigated in a batch experimental system. The equilibrium data was modelled using 

Langmuir, Freundlich and Temkin adsorption isotherms, while kinetic parameters were 

determined using the pseudo first order (PFO), pseudo second order (PSO) and intra-particle 

diffusion (IPD) models. It was noted that the Freundlich model was the most convenient option 

compared to the Langmuir and Temkin models. The Freundlich model coefficients increased 

as the temperature increased, proving that adsorption process is favorable at higher 

temperatures. The results also indicated that the experimental and calculated qe values were 

close to each other, which shows that this process fits the PSO kinetic model with higher R2 

values than other two models. Kinetic constants became closer to both temperatures and the 

initial concentrations and qe values increased with the increase in the concentration of MB. 

The initial MB concentration increased from 10 to 60 mg/L, while the adsorption capacity on 

ALP increased from 1.46 to 9.24 mg/g, 1.61 to 9.71 mg/g and 1.89 to 10.71 mg/g for 298, 308 

and 323 K, respectively. Gibbs free energy, enthalpy and entropy of this separation process 

were determined as -1737.1 J/mol, 14.776 kJ/mol and 55.413 J/mol, respectively. Results of 

this study showed that ALP can be an alternative material for dye removal.  
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1. Introduction  

Removing hazardous compounds from wastewater are 

one of the most serious environmental challenges faced 

by humans today [1]. This matter has received 

considerable attention due to the fact that most organic 

dyestuffs are hazardous to humans, animals and other 

organisms [2]. Dyes are generally utilized to impart 

color in different industries [3]. Commercial dyes can 

be classified in several ways including chemical 

structure, color and application methods. They are 

generally classified as cationic, anionic and non-ionic. 

The different classes of dyes and their effects are given 

in [4-7]. Dyes have stable and complex structures and 

low biodegradability. They are toxic to organisms 

living in waters and prejudicial to photosynthetic 

activities and some dyes have harmful effects in 

humans. Owing to their harmful effects, removals of 

dyes from aqueous solutions have been studied 

extensively by researchers [8-9]. 

 

A variety of chemical and biological treatment 

technologies are applied to wastewaters [10-12]. 

Among these is the adsorption technique which is 

relatively economical, flexible, efficient, has a simple 

design and has been proved to be an effective 

technique in treating colorized wastewaters [13]. The 

performance of adsorption is related to the adsorbent 

materials. Activated carbon, which is commonly used 

adsorbent, has high operational costs and after it has 

been used the water is required to be regenerated [14]. 

This limitation has encouraged the search for different 

adsorbents, such as natural materials, biosorbents and 

waste materials from industrial or agricultural 

processes. Natural wastes have been favored as 

adsorbents due to being low in cost, high in efficiency, 

non-hazardous to nature and locally available materials 

[15,16]. 

 

There are many studies in the literature that have used 

various agri-food materials, such as peanut hulls, 

pineapple stems, garlic peels, rice, wheat and coffee 

husks, banana and orange peels and peach gum, for the 

depollution of aqueous solutions [16-18]. However, 

http://dx.doi.org/10.17776/csj.720332
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the need to find new materials that easily available, 

low-cost and environmentally friendly are still 

existing. Consequently, various kinds of leaves have 

been utilized as bioadsorbents in the dyes removal 

applications for removal of dyes from wastewaters 

[19]. 

 

MB has been continually investigated by researchers 

and has used for adsorption studies regarding organic 

contaminants in aqueous solutions [20]. MB has a wide 

application area such as cotton and wool dyes, paper 

stock coating and analytical reagents. Although not 

exactly poisonous, MB can have damaging effects on 

humans and animals [21,22]. Thus, Removal of BM 

from aqueous solutions is extremely important. 

Various leaf-based adsorbents were investigated for 

MB adsorption and some of them provided well-suited 

[23-27]. 

 

The interference among the adsorbent and adsorbate 

molecules is explained with adsorption isotherms. The 

nature of the adsorbate can change the amount that can 

be adsorbed, the adsorbent affect and the adsorption 

isotherm profile shape. The different isotherms were 

used to investigate the results [28]. According to the 

Langmuir isotherm, adsorption of the monolayer and 

all active sites on the surface of the adsorbent are equal 

in energy. The Freundlich isotherm clarifies the 

multilayer adsorption behavior, while the Temkin 

isotherm describes the interaction of solute molecules 

in the aqueous phases with heterogeneous solid 

surfaces [29]. The effect of temperature on adsorption 

was determined by analyzing thermodynamic 

parameters including Gibbs free energy (ΔG), entropy 

(ΔS) and enthalpy (ΔH). The kinetic mechanism of 

adsorption was explained using calculated different 

equations including PFO, PSO and IPD models [30].  

The purpose of this study is investigated the adsorption 

capacity of ALP for MB which is selected as the 

adsorbate on account of the fact that it is a commonly 

used dye. Adsorption techniques were suggested by 

examining the isotherms, kinetics and thermodynamic 

of MB adsorption on ALP.  

2. Materials and Methods 

2.1. Adsorbent  

ALP, used in adsorption experiments, was made from 

leaves of the almond trees (Prunus dulcis) growing on 

the Akdamar Island located in Van Lake, Turkey. The 

collected almond leaves were washed with deionized 

water to remove impurities and were dried at 90 °C in 

an oven for 24 h. The scales of almond leaves were 

reduced and blended in food processor. The emergent 

powder was sieved and particles below 150 μm were 

collected.   

2.2. Adsorbate 

In this study, MB, a cationic dye, was used as the 

adsorbate which formula is C6H18N3SCl.3H2O and the 

molecular weight is 319.85 g/mol. MB was purchased 

from Merck Chemicals Company and stock dye 

solution was prepared for experiments. 

2.3. Adsorption experiments 

Within the scope of batch experiments, which were 

carried out in a temperature-controlled water bath, 2 g 

ALP was treated with 500 mL of MB solution. 

Different MB concentrations (10, 20, 30, 40, 50, 60 

mg/L) in the solution of MB determined for 200 min 

while the pH was gradually adjusted by adding either 

H2SO4 or NaOH solutions (0.1 M). All of the 

experiments were carried out in triplicate at the same 

conditions at temperatures of 298 K, 308 K and 323 K 

and the average values were taken to represent the 

results when calculating the overall data. For UV/VIS 

spectrophotometer (PG Instruments Ltd. T80 model) a 

calibration curve was obtained by plotting among 

absorbance and certain concentrations of the dye 

solution at a maximum 660 nm wavelenght. This 

calibration curve was used to measure unknown MB 

concentration. The dye adsorption capacity of 

adsorbent was analyzed using the equation given 

below: 

 

𝑞𝑒 = (𝐶0 − 𝐶𝑒 )𝑉/𝑚           (1) 

 

where V was the solution volume (L), C0 and Ce were 

initial and equilibrium concentration of the dye (mg/L) 

and W was adsorbent mass (g). Data obtained from 

batch experiments were used in isotherm, kinetic and 

thermodynamic calculations to design the MB removal 

with ALP. 

3. Results and Discussion 

3.1. Adsorption isotherm studies 

Many different models are used to identify the 

adsorption of dyes on solid surfaces. In this research 

three isotherm models, Freundlich, Langmuir and 

Temkin, where selected to investigate the interactions 

between dye and adsorbent. These models were 

applicable for the descriptions of the experimental 

results obtained at three different temperatures. The 

parameters of these isotherm models were calculated 

using linear form of their equations [31]. The amount 

of MB adsorbed per unit by samples (qe) and 

equilibrium concentrations (Ce) for three temperatures 

are given in Figure 1. It was determined that adsorption 
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efficiency increased with the increase in initial MB 

concentration. 

 
Figure 1. Adsorption isotherms of MB on ALP for different 

temperatures 

The Langmuir isotherm model has some assumptions 

for the adsorption occurrence on a homogenous surface 

without interaction between adsorbates in the plane of 

the surface. Langmuir isotherm model is given Eq. (2); 

𝑞𝑒 = (𝑞𝑚𝐾𝐿𝐶𝑒)/(1 + 𝐾𝐿𝐶𝑒)                     (2) 

 

where qm is maximum capacity of adsorption (mg/g), 

KL is Langmuir constant (L/g). qm and KL values were 

determined from plot of the Ce/qe versus Ce, 

respectively. Langmuir isotherm results for MB 

adsorption on ALP at 298, 308, 323K are given in 

Figure 2. 

 
Figure 2. Langmuir isotherms of MB adsorption on ALP at 

different temperatures 

 

The Freundlich isotherm model is based on adsorption 

on heterogeneous surfaces. Freundlich isotherm model 

is given Eq. (3); 

𝑞𝑒 = 𝐾𝐹𝐶𝑒
1/𝑛          (3) 

 

where KF is a Freundlich constant (L/g), 1/n is an 

empirical parameter. KF and n values were found from 

intercept and slope of the plot between lnqe against 

lnCe, respectively. The Freundlich isotherm results for 

MB adsorption on ALP at 298, 308 and 323 K are 

given in Figure 3. 

 

 
Figure 3. Freundlich isotherms of MB adsorption on ALP at 

different temperatures 

The Temkin isotherm model describes interactions of 

solute molecules on solid surfaces. This isotherm is 

based on the concept that heat of adsorption decreases 

when the solid surface is covered. Temkin isotherm 

model is given with Eq. (4); 

𝑞𝑒 = 𝐵𝑙𝑛(𝐾𝑇𝐶𝑒)         (4) 

 
where KT and B constants are evaluated from the plot. 

B illustrates constant related to heat of adsorption, 

which is calculated with Eq. (5); 

𝐵 = 𝑅𝑇/𝑏𝑇          (5) 

 

where 1/bT symbolizes adsorption potential; R means 

gas constant (8.314 J/kmol); and T is temperature in 

Kelvin (K). Temkin isotherm results for MB 

adsorption on ALP at 298, 308 and 323 K are given in 

Figure 4. 

 

 
Figure 4. Temkin isotherms of MB adsorption on ALP at 

different temperatures 

 

The calculated parameters of Langmuir, Freundlich 

and Temkin isotherms are shown in Table 1. 

Freundlich model was more fitting compared to the 

other two models with regards to the determined 

coefficients. The values of KF and n were increased 

when the temperature increase and adsorption was also 
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increased with the higher temperatures. The R2 values 

of the three isotherm models were high, however the 

R2 values of the Freundlich model were higher than 

other two models. The qm values of adsorbents 

produced from different leaves for MB removal 

calculated using the Langmuir isotherm model are 

given in Table 2 and different adsorbents used for MB 

removal including agricultural and industrial wastes 

are given in [32]. 

 

Table 1. Isotherm model parameters of MG adsorption on ALP at different temperatures 

Temp   Langmuir    Freundlich   Temkin  

K KL  

(L/g) 

qm  

(mg/g) 

R2 n KF 

 (L/g) 

R2 KT  

(L/g) 

bT   

(J/mol) 

R2 

298 0.0165 50.251 0.3099 0.9534 0.3394 0.9967 0.6231 898.517 0.8519 

308 0.0253 98.039 0.2869 0.9841 0.4522 0.9955 0.6545 814.228 0.8847 

323 0.0374 125.013 0.5833 1.0978 0.8697 0.9947 0.7561 712.541 0.8447 

 

Table 2. Adsorption capacity of different leaf powders on MB 

Adsorbent qm (mg/g) References 

Plane leaves powder 

Lotus leaves powder 

Date palm leaves powder 

Oil palm leaves powder 

Neem leaves powder 

Weeping pillow leaves powder 

Gulmohar leaves powder 

Almond leaves powder 

114.9 

221.7 

58.1 

103.2 

19.6 

60.9 

186.2 

125.0 

[1] 

[24] 

[25] 

[26] 

[27] 

[30] 

[33] 

This study 

 

3.2. Temperature and adsorption thermodynamics 

The temperature effect on MB adsorption was 

determined by carrying out the same experiments at 

three different temperatures. The results of the 

experiments indicated that dye adsorption capacity 

decreased with the rise in temperature. A 

thermodynamic investigation was conducted to 

determine the significance of the adsorption process. 

ΔG°, ΔH° and ΔS° parameters were used for detecting 

any heat alterations in the adsorption process regarding 

MB and ALP [11]. These parameters were calculated 

with Eq. (6) – (9);  

𝐾𝑐 = 𝐶𝐴𝑑𝑠 ⁄ 𝐶𝑒           (6) 

∆𝐺° = −𝑅𝑇𝑙𝑛𝐾𝐶          (7) 

∆𝐺° = ∆𝐻° − (𝑇∆𝑆°)         (8) 

𝑙𝑛𝐾𝐶 = (∆𝑆° ⁄ 𝑅) − (∆𝐻° ⁄ (𝑅𝑇))       (9) 

 

where, KC is equilibrium constant, CAds is dye amount 

(mg) adsorbed by ALP per liter of the solution at 

equilibrium, the adsorbent of adsorbent per unit litter 

of solution. The ΔH° and ΔS° parameters were 

analyzed from slope and intercept of the lnKc versus 

1/T plot. From the graphical representation, according 

to Eq. (9), namely lnKc vs 1/T, a straight line is 

obtained in Figure 5 and thermodynamic parameters 

were illustrated in Table 3. The thermodynamic 

parameters of MB adsorption on ALP were calculated 

with using Equations 6-9. The ΔG° values for MB on 

ALP were obtained as -1.7371, -2.2912 and -3.1224 

kJ/mol for 298 K, 308 K and 323 K, respectively. The 

ΔH° and ΔS° values of MB adsorption on ALP were 

determined as 14.776 kJ/mol and 55.413 kJ/mol.K, 

respectively. ΔG° values showed feasibility and 

spontaneous nature of adsorption, while negative ΔG° 

values indicated that adsorption was physisorption. 

The decrease in absolute values of ΔG° with the 

increase in temperature shows that this separation 

process is constructive at low temperatures. The 

positive ΔH° value is showed that process is 

endothermic and the positive ΔS° value is verified the 

affinity of ALP on MB.    

 
Figure 5. lnKc versus 1/T plot for MB adsorption on ALP 
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Table 3. Thermodynamic parameters of MB adsorption on ALP 

Temp (K) ΔG° 

(kJ/mol) 

ΔH° 

(kJ/mol) 

ΔS° 

(J/mol.K) 

 R2 

298 -1.7371    

308 -2.2912 14.776 55.413 0.999 

323 -3.1224    

3.3. Effect of initial concentrations and contact time 

on adsorption 

Time is one of the most significant factors used in 

planning and operating of treatment. In Figures 6-8, 

MB removal from the solutions is extremely fast at the 

initial period, while the velocity in final period reaches 

of balance decreases. The equilibrium time in dye 

adsorption was found as 120 min for MB removal from 

the solutions. Figures 6-8 show that increase in initial 

concentration of MB caused an increment in the 

adsorption capacity for all three temperatures. As the 

initial MB concentration increased from 10 to 60 mg/L, 

capacity of MB adsorption on ALP increased from 

1.46 to 9.24 mg/g, 1.61 to 9.71 mg/g and 1.89 to 10.71 

mg/g for 298 K, 308 K and 323 K, respectively. This 

data shows that initial concentration plays a critical 

role in adsorption capacity, which provides a driving 

force for the adsorption. According to the experimental 

results, the maximum dye adsorption rate was obtained 

with 60 mg/L initial dye concentration. In the present 

study, MB adsorption on ALP has similarity. When the 

results of the present study were compared to those in 

the literature, it was determined that dye adsorption 

capacity of ALP is good and it may be a novel material 

used as an inexpensive adsorbent for dye removal. 

 

 
Figure 6. Effect of time and concentration of MB removal 

with ALP at 298 K 
 

 
Figure 7. Effect of time and concentration of MB removal 

with ALP at 308 K 

 

 
Figure 8. Effect of time and concentration of MB removal 

with ALP at 323 K 

 

3.4. Adsorption kinetics studies 

Kinetic models were applied to check the experimental 

results of adsorbates adsorption on adsorbents. 

Adsorption kinetics of dyes is important when 

choosing the best test circumstances for the separation 

process [33]. In the present study, the kinetics of MB 

were calculated by using PFO, PSO and IPD models. 

The best-suited model was chosen depending on the R2 

coefficient values. The models were examined 

according to the experimental data at varied 

temperatures and initial MB concentrations. 

PFO kinetic model can be the first for the 

characterization of liquid-solid adsorption systems 

depending on solid capacity [33]. PFO kinetic model is 

given with Eq. (10); 

 

𝑙𝑛 (𝑞𝑒 − 𝑞𝑡) = 𝑙𝑛𝑞𝑒 − 𝑘1𝑡      (10) 
 

where qe and qt (mg/g) values are the adsorption 

capacities at equilibrium and at time, respectively, and 

k1 (min-1) is the rate constant. PFO constants were 

determined from slope and intercept of the plot which 

prepared the ln(qe-qt) against t values. 

The PSO kinetic model, which can be explained with 

the chemical bond formation between the adsorptive 

site and solute molecule, is a rate-limiting step based 

on adsorption capacity. The equation for the PSO 

model is given with Eq. (11); 

 

𝑡/𝑞𝑡 = 1/(𝑘2𝑞𝑒
2) + (𝑡/𝑞𝑒)      (11) 

 

where k2 is the rate of adsorption (g/mg min), qe is the 

amount of adsorbate that adsorbed on the adsorbent at 
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equilibrium (mg/g) and qt is the amount of dye 

adsorbed at any time (mg/g). k2 and qe values were 

determined from intercept and slope of the plot of t/qt 

vs t, respectively. 

IPD model was used as the rate controlling step, it was 

determined that the adsorption of the dyes was more 

gradual. According to this model the chemical or 

physical bond designed between solute. The equation 

for this model was suggested by Weber and Morris and 

was created by testing possibility of IPD as a rate 

limiting step. The IPD kinetic model is given with Eq. 

(12);  

 

𝑞𝑡 = 𝑘𝑖𝑝𝑑𝑡0.5 + 𝐶    

      
 (12) 
 

where kipd (mg/g min1/2) is the IPD constant and C gives 

an idea on the boundary thickness. A plot of qt against 

t0.5 at different MB concentrations gave two phases of 

linear plots [33]. 

PFO, PSO and IPD kinetic parameters are given in 

Table 4. Experimental results showed that R2 

coefficients of PSO were higher than 0.99 with the 

experimental and analyzed qe values were very close 

to each other. This determined that the process best fit 

the PSO kinetic model. Moreover, for most dye 

adsorption systems kinetic data are most often better 

represented by PSO model. Experimental and 

calculated qe values of 323 K were higher than the 298 

K and 308 K values. Accordingly, it can be said that 

the qe values increased with the increase in 

concentration of MB. When kinetic constants were 

compared, it was seen that the constant values were 

closer to both temperatures and concentrations of the 

PSO model [33]. This result showed that MG 

adsorption kinetics on ALP result from the PSO model 

and that the step of rate-limiting can be the dye 

chemisorption. 
 

 

 

 

Table 4. PFO, PSO and IPD kinetic parameters of MB adsorption on ALP 

Kinetic 

Model 

Temp  

(K) 

Kinetic  

Coefficients 

10 

(mg/L) 

20 

(mg/L) 

30 

(mg/L) 

40 

(mg/L) 

50 

(mg/L) 

60 

(mg/L) 

 298 qe exp(mg/g) 1.465 3.032 4.478 6.183 7.468 9.205 

 308 qe exp(mg/g) 1.613 3.245 4.948 6.705 8.078 9.708 

 323 qe exp(mg/g) 1.888 3.698 5.783 7.445 9.205 10.693 

  k1(min-1) 0.0152 0.0137 0.0206 0.0219 0.0283 0.0235 

 298 qe cal (mg/g) 1.138 1.987 2.143 3.353 5.509 6.102 

  R2 0.9483 0.9567 0.9467 0.9577 0.9153 0.9857 

PFO  k1(min-1) 0.0192 0.0228 0.0241 0.0219 0.0209 0.0238 

kinetic   308 qe cal (mg/g) 1.651 3.159 4.033 4.761 6.736 7.844 

model  R2 0.9431 0.8729 0.9734 0.9621 0.9668 0.9754 

  k1(min-1) 0.0235 0.0204 0.0251 0.0232 0.0258 0.0326 

 323 qe cal (mg/g) 1.845 2.844 5.023 5.441 6.821 10.477 

  R2 0.9122 0.9621 0.9509 0.9461 0.9781 0.9661 

  k2(min-1) 0.0268 0.0236 0.0213 0.0185 0.0106 0.0091 

 298 qe cal (mg/g) 1.547 3.168 4.585 6.349 7.800 9.634 

  R2 0.9933 0.9938 0.9992 0.9978 0.9931 0.9967 

PSO  k2(min-1) 0.0176 0.0162 0.0129 0.0108 0.0062 0.0054 

kinetic   308 qe cal (mg/g) 1.787 3.852 5.322 7.018 8.658 10.482 

model  R2 0.9962 0.9985 0.9944 0.9946 0.9919 0.9934 

  k2(min-1) 0.0261 0.0161 0.0101 0.0126 0.0083 0.0073 

 323 qe cal (mg/g) 2.010 3.887 6.165 7.711 9.709 11.299 

  R2 0.9952 0.9959 0.9958 0.9915 0.9923 0.9965 

  kipd(mg/g.min0.5) 0.0825 0.1681 0.2167 0.2788 0.3533 0.4747 

 298 C (mg/g) 0.3164 0.6756 1.8343 2.6997 2.9587 3.2733 

  R2 0.9326 0.9273 0.7231 0.7218 0.7725 0.8147 

IPD  kipd(mg/g.min0.5) 0.1015 0.2299 0.3004 0.3533 0.4786 0.5983 

kinetic   308 C (mg/g) 0.2217 0.3892 1.1801 2.2021 2.8702 3.1965 

model  R2 0.9497 0.9577 0.8519 0.8298 0.9053 0.8805 

  kipd(mg/g.min0.5) 0.1016 0.1985 0.3199 0.3391 0.4944 0.5606 

 323 C (mg/g) 0.5385 1.1052 1.7043 2.1541 3.0591 3.7434 

  R2 0.8872 0.8701 0.8629 0.7453 0.8247 0.8217 
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4. Conclusion 

In this work, MB adsorption on ALP was examined at 

various experimental conditions. The data obtained 

showed that adsorption of MB on ALP augmented with 

the rise in initial MB concentration, contact time and 

temperature. As the initial MB concentration changed 

from 10 to 60 mg/L, MB adsorption capacity on ALP 

enlarged from 1.46 to 9.24 mg/g, 1.61 to 9.71 mg/g and 

1.89 to 10.71 mg/g for 298 K, 308 K and 323 K, 

respectively. The equilibrium time for MB removal 

with ALP was determined at 120 min. 

Isotherm studies showed that Freundlich model was 

more suitable for MB adsorption on ALP than 

Langmuir and Temkin models. Parameters of all three 

isotherm models increased when temperature 

increased. In addition, it was determined that 

adsorption was positively affected by higher 

temperatures. The R2 values of the Freundlich model 

for MB removal with ALP were higher than those of 

the other two model. qm values of ALP were found to 

be 50.25, 98.04, 125.01 mg/g for 298 K, 308 K and 323 

K, respectively. This result indicates that adsorption 

process is of an endothermic nature. 

Kinetic studies showed that process of MB adsorption 

was best suited to PSO model and suggested that the 

step of rate-limiting could be the dye chemisorption. 

The R2 coefficients were higher than 0.99 with the 

experimental and evaluated qe values very close to each 

other. The kinetic constants were closer to both 

temperatures and concentrations, while the qe values 

increased with the increase in MB concentration. 

Furthermore, IPD constant (kipd) and monolayer 

concentration (C) values increased with the upturn in 

temperature. 

Thermodynamic parameters determined that MB 

adsorption on ALP occurred as an endothermic 

reaction. The negative ΔG° values indicated that 

adsorption was physisorption, while the ΔG° values 

suggested that adsorption was feasible and 

spontaneous. The absolute values of ΔG° decreased 

with the increase in temperature, which shows that this 

separation process is constructive at low temperatures. 

The positive values of ΔH° and ΔS° demonstrated that 

adsorption process was endothermic and affinity of 

ALP for MB. The results of the experiments clearly 

determined that ALP is an efficient adsorbent for the 

removal of MB from aqueous solution. In conclusion, 

ALP can be used as a prospective adsorbent for the 

removal of dyes in wastewaters. 
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Abstract  
 

In this study, molecular structure, IR spectra and acidity strength of P4On (n = 6-10) type 

phosphorus oxides with cage structure were investigated at the PBE1PBE/6-311+G(2d) level. 

Structural parameters and IR spectra of oxides were obtained from optimized structures. From 

the structural parameters and IR spectra, P4O6 and P4O10 molecules were found in Td 

symmetry, P4O7 and P4O9 molecules in C3v symmetry and P4O8 molecule in C2v symmetry. 

Symmetry labeling of the peaks in the IR spectra of oxides was performed. 

To predict the acidity strength of the oxides in the gas phase, the protonated species were 

optimized at the PBE1PBE/6-311+G(2d) level. Proton affinity values were calculated using 

the total energies of neutral and protonated species. Acidity strength ranking according to 

proton affinity values was obtained as P4O6 < P4O7 < P4O8 < P4O9 < P4O10. 
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1. Introduction 

Tetraphosphorus hexaoxide (P4O6) is obtained from 

the reaction of white phosphorus (P4) in tetrahedral 

geometry with a limited amount of oxygen, and 

tetrophosphorus decoxide (P4O10) from its reaction 

with excessive oxygen. It has been reported that 

intermediate compounds such as P4O7, P4O8 and P4O9 

can also be synthesized under controlled conditions 

[1,2]. 

 

The molecular structures of P4O6 and P4O10 

compounds have been determined in previous studies 

and have been found to have a white phosphorus 

structure [3,4]. P4O6 molecule is formed by the 

introduction of oxygen atoms between adjacent 

phosphor atoms in the white phosphorus structure. The 

difference of P4O10 molecule from P4O6 is that each 

phosphorus atom contains a terminal oxygen atom. In 

P4O7, P4O8 and P4O9 compounds, one, two, and three 

of the phosphorus atoms have terminal oxygen atoms, 

respectively [5]. 

 

Phosphorus compounds and oxygen atoms give 

chemiluminescence reactions and form the basis of 

laser systems [6,7]. Therefore, P4O10 is used in the 

development of high energy laser lenses [8]. Also, 

since these compounds contain cages, they are used as 

host materials for the vitrification of nuclear waste [9]. 

P4O10 is a powerful dehydrating agent and is used in 

desiccators as desiccant. H3PO4 is formed as a result of 

the hydrolysis reaction of P4O10. Phosphoric acid is 

used in the pharmaceutical industry, oil industry, 

insecticide production and for various cleaning 

purposes. It is used in cola and baking powders in the 

food industry. It participates in the structure of DNA 

and RNA. It is found in the structure of all nucleotides. 

Phosphoric acid, an inorganic compound, is the group 

that imparts acidic properties to nucleic acids [10]. 

 

The acidity strength of a chemical species depends on 

two main factors: itself and its environment. The 

acidity force arising from the species itself is obtained 

from the proton affinity values measured in the gas 

phase. The higher the value of the proton affinity, the 

higher the basicity of the species, the weaker the 

conjugate acid [11]. 

 

Molecular orbital theory can also be used to predict 

acidity or basicity of chemical species. According to 

the molecular orbital theory, the acidity of a molecule 

depends on LUMO energy and its basicity depends on 

HOMO energy. The species with low LUMO energy 

are acidic. The species with high HOMO energy and 

with non-binding molecular orbitals act as bases [12]. 

In this study, we aimed to predict the molecular 

structure and acidity strength of P4On (n=6-10) type 

oxides. For this purpose, neutral phosphorus oxides 

http://dx.doi.org/10.17776/csj.59
https://orcid.org/0000-0003-1323-1003
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and their protonated species were optimized at the 

PBE1PBE/6-311+G(2d) level. Bond lengths, bond 

angles, IR spectra of neutral oxides were obtained from 

the optimized structures. Proton affinity of the oxides 

was calculated from the total energies of neutral and 

protonated species and acidity strength sequences were 

estimated. 

 

2. Methods and techniques    

Molecular structures of P4On (n = 6-10) phosphorus 

oxides with cage type were drawn in GaussView 6.0.16 

program [13]. Phosphorus oxides were optimized at 

PBE1PBE/6-311G(2d) level with the Gaussian 09: 

AS64L-G09RevD.01 program [14]. PBE1PBE is a 

pure functional of density functional theory (DFT) 

developed in 1996 by Perdew, Burke and Ernzerhof 

[15]. This functional was transformed into a hybrid 

functional by Adamo [16] and shown with the 

PBE1PBE keyword. This hybrid functional uses 25% 

exact exchange and 75% DFT exchange. It is known in 

the literature as PBE0 [16] and PBE hybrid [17]. 6-

311+G(2d) is a basis set with high angular momentum. 

Such basis sets add multiple polarized functions per 

atom and diffuse functions to heavy atoms [18]. The 

reason for choosing such a level in this study is that the 

vibration spectra of P4O6 and P4O10 oxides were 

studied by P. Carbonniere and C. Pouchan. In their 

study, benchmark analysis was done and PBE1PBE/6-

311+G(2d) level was found as the best level [1]. 

Bond lengths, bond angles and vibrational spectrum 

analysis were performed from the optimized structures 

of neutral phosphorus oxides. To calculate the proton 

affinity of phosphorus oxides, a proton was added to 

the atom with the most negative charge and the total 

energy was calculated. As shown in Equation (1), the 

proton affinity in the energies of neutral and protonated 

species was determined [18]. 

 

P4On(g) + H+
(g) → P4OnH+

(g)  

 

PA=E(P4On)-E(P4OnH+)           (1) 

 

3. Findings and Discussion 

3.1. Optimized structures of phosphorus oxides  

 

The structures of P4On (n = 6-10) type phosphor oxides 

drawn in GaussView 6.0.16 program were optimized 

in the gas phase at the level of PBE1PBE/6-311+G(2d) 

in Gaussian 09 calculation program. Optimized 

structures are given in Fig. 1 with atomic labeling. 

Bond lengths and bond angles obtained from the 

optimized structures in Fig. 1 are given in Table 1. 

Experimental values in Table 1 are taken from 

reference [1]. Only one of the equivalent bond lengths 

and bond angles was shown. 

 

 
Fig. 1 Optimized structures of P4On (n = 6-10) phosphor 

oxides with cage type. 

 

As seen in Fig. 1, P1-O11, P5-O12, P8-O13 and P9-

O14 bonds show the bonding of terminal oxygen with 

phosphorus. These bonds are equivalent length and are 

shown in Table 1 as P1-O11 and their length is given 

as approximately 1.44 Å. Other P-O bonds belong to 

bridge oxygen. P-Ob bond lengths vary between 1.60-

1.66 Å. This difference between P-Ot and P-Ob lengths 

is explained by the formation of -bonds. -bond is 

formed between terminal oxygen p-orbital and 

phosphor atom d-orbital. -bond formation causes the 

P-Ot bond to be shorter. 

The change of P-Ob bond lengths between 1.60-1.66 Å 

in P4O7 and P4O8 is due to their distance from 

terminal oxygen. It can be seen from Table 1 and 

Figure 1 that the P-Ob bond, which is farther away 

from the terminal oxygen atom, is longer than the 

closer one. 

As can be seen from Table 1, there are three types of 

bond angles for phosphorus oxides ranging from about 

100, 115 and 122-127 degrees. Ob-P-Ob bond angles 

are approximately 100 degrees, Ob-P-Ot bond angles 

are about 115 degrees and P-Ob-P bond angles range 

from 122-127 degrees. These angles neither belong to 

the ideal tetrahedral geometry nor the ideal triangular 

plane. Therefore, the geometries of oxides are given by 

symmetry point groups. Considering the symmetry 

operation of the molecules, it was found that P4O6 and 

P4O10 are in the Td symmetry point group, P4O7 and 

P4O9 are in the C3v symmetry point group and P4O8 in 

the C2v symmetry point group. 
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Table 1 Molecular structure parameters of phosphorus oxides calculated at PBE1PBE/6-

311+G(2d) level in gas phase 

Molecule Bond  Length (Å)  Exp. [1] Bond  Angle () Exp. [1] 

P4O6 P1-O2 1.654 1.638 O2-P1-O3 100.0 99.8 

- - - P1-O2-P5 126.1 126.7 

P4O7 P1-O2 1.602 1.644 O2-P1-O3 103.0 - 

P5-O2 1.668 1.684 O2-P5-O6 99.3 - 

P5-O6 1.651 1.595 O2-P1-O11 115.3 - 

P1-O11 1.443 1.450 P1-O4-P8 124.1 - 

- - - P5-O7-P9 126.6 - 

P4O8 P1-O2 1.612 1.633 O2-P1-O3 102.3 - 

P1-O3 1.601 1.668 O3-P1-O4 103.1 - 

P8-O4 1.665 1.576 O2-P1-O11 115.2 - 

P8-O10 1.649 1.596 O3-P1-O11 115.9 - 

P1-O11 1.440 1.414 P1-O2-P5 122.7 - 

- - - P1-O4-P8 124.4 - 

- - - P8-O10-P9 127.1 - 

P4O9 P1-O2 1.611 1.661 O2-P1-O3 102.3 - 

P1-O3 1.602 1.605 O2-P1-O4 102.1 - 

P1-O11 1.438 1.418 O2-P1-O11 115.6 - 

- - - O3-P1-O11 116.7 - 

- - - O3-P9-O7 99.2 - 

- - - P1-O2-P5 122.9 - 

- - - P1-O3-P9 124.5 - 

P4O10 P1-O2 1.610 1.604 O2-P1-O11 116.1 116.5 

P1-O11 1.436 1.429 O2-P1-O3 102.0 101.6 

- - - P1-O2-P5 122.8 123.5 

 

Table 2 Basic vibration modes of phosphorus oxides and IR active modes. 

Molecule Point 

group 

Fundamental vibration 

modes 

IR active modes Peak 

number 

P4O6 Td 1A1+2E+2T1+4T2 4T2 4 

P4O7 C3v 7A1+2A2+9E 7A1+9E 16 

P4O8 C2v 10A1+5A2+7B1+8B2 10A1+7B1+8B2 25 

P4O9 C3v 7A1+4A2+11E 7A1+11E 18 

P4O10 Td 3A1+3E+3T1+6T2 6T2 6 

 

 

3.2. IR spectra of phosphorus oxides and symmetry 

labeling of peaks 

 

IR spectra were calculated at the optimization level and 

symmetry labeling of the peaks was performed to test 

the correctness of the molecular structure of phosphor 

oxides. Symmetry species of the basic vibrational 

modes of molecules, IR active modes and expected 

peak numbers in the IR spectrum were obtained by 

symmetry application [19] and are given in Table 2. 

 

As seen in Table 2, the vibration modes A2, E and T1 

of the molecules in the Td point group and A2 vibration 

modes of the molecules in the C3v and C2v point group 

are IR inactive. Peak intensities of vibration modes 

with IR inactive are zero. Therefore, IR inactive modes 

do not generate peaks. When the peak intensities of the 

vibration modes with IR active below a certain value, 

they do not generate peaks. Therefore, fewer peaks are 

observed in the IR spectrum than expected. 

P4O6 and P4O10 molecules are in the Td point group. In 

the Td point group, only T2 symmetry modes is IR 

active. Since the T2 symmetry species is triple 

degenerate, four peaks are expected in the IR spectrum 

of the P4O6 molecule and six peaks in the IR spectrum 

of the P4O10 molecule  
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P4O7 and P4O9 molecules are in the C3v point group. A2 

modes of molecules in C3v point group are IR inactive, 

A1 and E modes are IR active. E is a double degenerate 

symmetry type. Sixteen peaks are expected in the IR 

spectrum of P4O7 molecule and eighteen peaks in P4O9 

P4O8 molecule is in the C2v point group. A2 modes of 

molecules in the C2v point group are IR inactive and 

other vibration modes are IR active. Therefore, 25 

peaks are expected in the IR spectrum. 

In this study, IR spectra of the phosphorus oxides were 

calculated in gas phase at PBE1PBE/6-311+G(2d) 

level. Peaks with intensity greater than 10 km/mol [20] 

are given with their labels in Figure 2. 

 

 
Fig. 2 IR spectra of phosphorus oxides calculated at 

PBE1PBE/6-311+G(2d) level. 

 

As seen in Figure 2, while four peaks are expected in 

the IR spectrum of P4O6 molecule, three peaks are 

calculated. This is because the peak intensity of one of 

the vibration modes in the T2 symmetry is greater than 

zero but less than 10 km/mol. The same is true for other 

molecules except P4O10. In P4O10, the expected peak 

number was equal to the calculated peak number. The 

vibration modes, frequencies and symmetry labeling of 

the peaks in Figure 2 are given in Table 3. 

 

As seen in Table 3, around 1400 cm-1 peaks were 

obtained for P4O7, P4O8, P4O9 and P4O10 molecules. 

This peak belongs to the P-Ot stretching vibration. For 

P4O10, this peak was calculated comparatively at 1418 

cm-1 and experimentally observed at 1406 cm-1 [21]. 

These results are quite compatible with each other. 

Since this bond is not in the P4O6 molecule, no IR peak 

around 1400 cm-1 was observed. Since the P-Ot bond 

has a double bond character, it occurs at high 

frequency, that is, in the double bond stretching region. 

Other P-Ob bonds have a single bond character. 

Therefore, it appeared at low frequency, that is, in the 

single bond stretching region. 

Both the compatibility of molecular structure 

parameters with experimental values and IR spectrum 

analyzes show that the point groups and structures of 

molecules are determined correctly. 

 

3.3 Proton affinities and acidity strengths of 

phosphorus oxides 

Proton affinity was calculated for prediction the acidity 

strength of oxides. To calculate proton affinity, a 

proton was connected to the atom with the most 

negative charge, it was optimized and the total energy 

was calculated. The most negative formal charged 

atom was determined by considering Mulliken 

charges. Mulliken charges of atoms are given in Fig. 3. 

 
Fig. 3 Mulliken charges of atoms calculated at PBE1PBE/6-

311+G(2d) level in gas phase. 

 

As seen in Figure 3, P4O6 can be protonated from any 

oxygen atom and P4O10 any of the bridge oxygen 

atoms. P4O7 can be protonated from one of the oxygen 
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atoms numbered with 2, 3 or 4, P4O8 oxygen atom 

numbered with 2, and P4O9 any of the oxygen atoms 

numbered with 2, 4 and 6. According to the Equation 

(1), the proton affinity were calculated from the total 

energies of the neutral and protonated species and 

given in Table 4. 

 

Table 3 Vibration modes, frequencies and symmetry labeling of phosphorus oxides computed 

at PBE1PBE/6-311+G(2d) level 

Peak Modes Freq. (cm-1) Symmetry Peak Modes Freq. (cm-1) Symmetry 

P4O6 P4O9 

1 6,7,8 391.6 T2 1 6 259.9 A1 

2 16,17,18 646.3 T2 2 11,12 392.2 E 

3 22,23,24 942.6 T2 3 14 418.9 A1 

P4O7 4 15 545.8 A1 

1 8 375.5 A1 5 20,21 701.8 E 

2 9,10 413.4 E 6 22 759.7 A1 

3 16 635.8 A1 7 25,26 813.7 E 

4 17,18 651.6 E 8 28,29 996.4 E 

5 19,20 698.3 E 9 30 1003.8 A1 

6 21 705.7 A1 10 31,32 1409.5 E 

7 24 955.0 A1 11 33 1432.7 A1 

8 25,26 972.3 E P4O10 

9 27 1395.3 A1 1 6,7,8 264.4 T2 

P4O8 2 11,12,13 400.8 T2 

1 11 401.1 A1 3 18,19,20 555.8 T2 

2 12 428.7 B1 4 22,23,24 769.6 T2 

3 14 541.2 A1 5 30,31,32 1018.1 T2 

4 16 606.3 A1 6 33,34,35 1418.4 T2 

5 17 649.8 A1     

6 18 681.3 B2     

7 19 689.2 B1     

8 22 740.3 B1     

9 25 793.9 A1     

10 26 973.9 B2     

11 27 986.5 A1     

12 28 996.3 B1     

13 29 1398.6 B2     

14 30 1414.1 A1     

 

Table 4 Total energies and proton affinity (PA) of phosphorus oxides calculated at 

PBE1PBE/6-311+G(2d) level in gas phase 

Molecule E(neutral) (Hartree) E(protonated) (Hartree) PA (eV) 

P4O6 -1816.211019 -1816.495185 7.73 

P4O7 -1891.431078 -1891.701142 7.35 

P4O8 -1966.646769 -1966.894749 6.75 

P4O9 -2041.857303 -2042.089442 6.32 

P4O10 -2117.061515 -2117.277013 5.86 

 

 

As can be seen from Table 4, as the number of terminal 

oxygen atoms increases, the proton affinity decreases. 

Acidity increases as proton affinity decreases. 

Because, according to the Lowry-Bronsted acid base 

definition, the acidity of a species depends on the 

tendency to give protons. According to this definition, 

the species that can give proton acts as acid and the 

species that can take proton acts as base. The tendency 

to give protons is inversely proportional to the proton 

interest. According to the proton affinity values, the 

acidity strength of phosphor oxides with cage structure 

is as follows: 

P4O6 < P4O7 < P4O8 < P4O9 < P4O10 
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It can be said that the P4O10 molecule is a strong 

dehydration agent and the formation of H3PO4 as a 

result of its hydrolysis is related to its acidity strength. 

 

4. Conclusions 

 
As a result of this study, molecular structures, 

molecular structure parameters and IR spectra of 

phosphorus oxides were calculated. Calculations were 

made at the PBE1PBE/6-311+G(2d) level. It was 

found that P4O6 and P4O10 molecules are in the Td point 

group, P4O7 and P4O9 molecules in the C2v point group 

and P4O8 molecule in the C2v point group. Symmetry 

labeling of the peaks in the IR spectra of the studied 

molecules was performed. Protonated species were 

also optimized at the computation level. Proton affinity 

values were calculated using the total energies of 

neutral and protonated species. Acidity strength 

ranking according to proton affinity values was 

obtained as P4O6 < P4O7 < P4O8 < P4O9 < P4O10. 
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Abstract  
Penicillin G, tetracycline and oxytetracycline are broad-spectrum antibiotics with considerably 

low side effects which are used in most of the poultries. Due to complex matrix effects, it is 

considerably difficult to isolate these compounds from other molecules (such as proteins and 

lipids) in order to analyze. In this study, a high performance liquid chromatography (HPLC) 

coupled with photodiode array (PDA) detector system was introduced for the determination 

of tetracycline, oxytetracycline and penicillin G residues in nine chicken breast samples. For 

the separation of tetracycline and oxytetracycline out of samples prior to the analysis, 

trichloroacetic acid (TCA) and McIlvaine buffer solutions were used while formic acid and 

phosphate buffer solutions were utilized for penicillin G using a solid phase extraction system. 

The peaks at the chromatograms were enlightened and recovery percentages were calculated 

using spiked samples (96.57% for penicillin G; 99.00% for oxytetracycline; 95.92% for 

tetracycline). LOD and LOQ values were calculated, respectively as 1.55 gL-1  and 5.20 gL-

1 for tetracycline; 1.32 gL-1 and 4.39 gL-1 for oxytetracycline; 1.07 gL-1 and 3.60 gL-1 for 

penicillin G. With the proposed method, the determination of three antibiotic residues was 

performed in less than 15 minutes and applied successfully to real samples.  
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1. Introduction  

 

Chicken meat is one of the most consumed meat 

products around the world, with its low-cost, high 

protein content and health-friendly properties [1]. 

Antibiotics are the compounds synthesized through 

bacteria or fungicide and employed for the medical 

treatments such as chemotherapeutic and prophylactic 

properties [2]. The first antibiotic treatment in animals 

was at 1940s for medical issues [3]. However, once 

their effects on growth and feed efficiency were 

discovered, chicken meat production industry 

accelerated their usage. Taking the advantage of 

anabolic effects of antibiotics, caused bacteria 

resistance both at animals and humans consuming 

animal products of these animals. Therefore, at the 

beginning of 1970s, European Union started to control 

these substances regarding to the maximum amount of 

metabolites (originated from veterinary 

pharmaceuticals) found in a food product, defined as 

maximum residue limits (MRL). There are many 

reasons to monitor residues of antibiotics in animal 

products as; excess usage of antibiotics, marketing and 

slaughter of animals after a short time period of 

medical treatment, taking maximum efficiency by 

mixing the feed with antibiotics or misusage. Whatever 

the reason is, MRL of antibiotics found in animal 

products should be determined and evaluated with 

respect to regulations [4]. Most commonly used 

antibiotics in poultries are penicillin G, tetracycline 

and oxytetracycline that are broad-spectrum antibiotics 

with considerably low side effects [5,6]. Microbial or 

immunological assays seem to be the most preferred 

methods for monitoring MRL in meat samples, as they 

are low-cost and fast. However, the most important 

drawback is that they are too specific on one target 

analyze. There have been several studies on the 

determination of antibiotics in animal products using 

various methods such as LC, LC-MS/MS, HPLC and 

HPLC with fluorescence detection [7-12]. Liquid 

chromatographic methods with their simultaneous 

seperation and minimum matrix effects especially in 

http://dx.doi.org/10.17776/csj.723599
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drug analyses, are the most preferred analytical 

techniques [13].  

Sample preparation step is the most important part of 

providing a promising and accurate method in complex 

matrixes such as meat. Poultry meat, just as other meat 

samples, contain high amount of protein and lipid 

making the extraction part of the target molecules 

challenging [14]. Among many procedures, liquid 

extraction in combination with solid phase extraction 

(SPE) system was utilized, as it is suitable for 

tetracycline, oxytetracycline and penicillin G and 

ensures the accuracy. 

In this study, determination of tetracycline, 

oxytetracycline and penicillin G by HPLC-PDA 

method with photo diode array detection system 

enabling to monitor both chromatogram and spectrum 

of a sample was used to analyze antibiotic residues in 

nine chicken breast samples. Solid phase extraction 

system was used to isolate the antibiotics out of real 

samples. Limit of detection, limit of quantification, 

recovery percentages were calculated in order to 

validate the method. 

 

2. Materials and Methods 

 

2.1. Chemicals and apparatus 

Standards of tetracycline, oxytetracycline and 

penicillin G were all purchased from Aldrich. HPLC-

grade solutions such as methanol, acetonitrile with 

citric acid monohydrate and ammonium acetate were 

purchased from E. Merck. J.T. Baker’s oxalic 

aciddihydrate, trichloroacetic acid, disodiumhydrogen 

phosphate dihydrate, potassiumphosphate dibasic and 

potassium hydrogen phosphate were used for the 

experiments. Formic acid and Na salt of EDTA were 

purchased from Carlo Erba. During experiments, as it 

is required for the installation of HPLC, ultrapure 

water was used. 

 

2.1.1. Preparation of Solutions 

 

McIlvaine buffer solution (pH=4) was prepared 

dissolving 2.95 g of citricacidmonohydrate and 3.43 g 

disodiumhydrogen phosphate dihydrate and 8.41 g 

etilendiamintetraacetic acid sodiumsalt in 250 mL 

ultra-pure water [15]. 

Phosphate buffer solution (pH=8.5) was prepared 

dissolving potassiumphosphate dibasic in 250 mL 

ultra-pure water. 

Solutions to be used in sample preperation step were 

prepared as follows; 20% (w/v) TCA solution, 5% 

(v/v) MeOH solution, 0.1% (v/v) formic acid solution, 

0.03 M methanolic oxalic acid solution, 0.025 M 

KH2PO4 solution. 

Stock solutions of tetracycline, oxytetracycline and 

penicillin G at 1000 mgL-1 concentration levels were 

prepared in methanol and standard solutions at desired 

concentration levels were obtained by appropriate 

dilutions. 

2.2. Sample preperation by solid phase extraction 

(SPE) system 

Eight chicken breast samples of the most popular 

companies were purchased from local markets found 

in Istanbul, Turkey. The organic chicken breast sample 

was purchased from a local poultry farm found in a 

village of Catalca, Turkey. The samples were labeled 

with capital letters (from A to I) for a better 

understanding. Raw meat samples were minced with 

mechanic blender. For tetracycline and 

oxytetracycline; 2.0 mL of 20% TCA buffer solution 

and 20.0 mL Mcllavaine buffer solution were added on 

the homogenized meat samples at 5.0± 0.1g weight, 

respectively and allowed to mix for 5 min. using vortex 

mixer. The mixtures were centrifuged for 15 min at 

3500 rpm and purified using SPE system [15]. C18 

cartridge was washed with 10 mL of 5%methanol 

solution before extraction and the analytes were eluted 

using 0.01M methanolic oxalic acid solution. The 

solvent of the final solution was evaporated with rotary 

and the residue was dissolved in 2.5 mL methanol, 

filtered through 0.45 mm PTFE membrane filters in 

order to be analyzed with HPLC. 

For Penicillin G, 2.0 mL 20% formic acid and 20.0 mL 

pH8.5 phosphate buffer solutions were added to the 

minced raw chicken breast samples and mixed for 5 

min with the aid of homogenizer. The mixture was 

centrifuged for 15 min at 3500 rpm. and extracted 

using SPE system equipped with C18 cartridge that 

was washed with 3.0 mL methanol and 3.0 mL of 0.1% 

formic acid prior and latter to extraction process. 

Peniciline G was eluted with 3.0 mL acetonitrile and 

solvent was evoporated using rotary. The residue was 

dissolved in 2.5 mL methanol and filtered through 0.45 

μm filter to prevent any possible blockage at HPLC 

tubing systems. 

 

2.3. HPLC-PDA technique 

For the determination of antibiotics, two different 

gradient elution programs were developed and carried 

out. For tetracycline and oxytetracycline, the mobile 

phase consisted of HPLC-grade methanol (mobile 

phase A), HPLC-grade acetonitrile (mobile phase B) 

and 0.03 M oxalic acid solution (mobile phase C). 

Penicillin G analysis with HPLC technique was 

performed using a different elution program involving 

50% KH2PO4 (A) and HPLC-grade acetonitrile (B). 
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The injection volume and flow rate were kept at 20 μL 

and 1 mLmin−1, respectively. The column temperature 

was set to 300C for a stable procedure of analysis. The 

antibiotics may be determined at their own maximum 

absorption wavelength in agreement with the principle 

of diode array detector system, however for the mutual 

evaluation, the wavelength was adjusted to 351nm.  

Calibration equations were obtained by graphing 

concentration values versus peak area. For the 

validation of the developed methods, the experiments 

were performed as three replicates and validation 

parameters such as; regression coefficients, limit of 

detection (LOD) and limit of quantification (LOQ) 

levels with recovery percentages were calculated. 

3. Results and Discussion 

3.1. Determination of tetracycline, oxytetracycline 

and penicillin G by conventional HPLC-PDA 

technique 

 

As cited in literature and observed through 

experiments, it is a difficult task to monitor all three 

antibiotics in a chromatogram due to intricate 

molecular structure of tetracycline [16]. Therefore 

another different gradient elution program was 

installed individually for penicillin G. Isocratic elution 

program with acetonitrile and methanol is the other 

option for elution, however it was proved to be 

inefficient resulting chromatograms with indefinite 

retention times and asymmetric peaks (with tails).   The 

main reason of the peak asymmetry was explained with 

chelat formation of antibiotics (especially tetracycline) 

with metal ions [17]. In order to avoid these 

consequences, a third mobile phase, whether oxalic 

acid or phosphoric acid was employed in elution 

programs. Evaluating these concerns, the method 

described in experimental section was developed and 

applied to standard and sample solutions. For each 

antibiotic standard solution linear calibration graphs 

were obtained. Analyzing the data acquired from the 

calibration graphs, molar absorption coefficients, 

linear range and calibration equations were found and 

tabulated in Table 1. Validation parameters such as 

limit of detection (LOD) and limit of quantification 

(LOQ) values were calculated as 3 times and 10 times 

of standard deviations of blank solutions, divided by 

the slope of each calibration graph, respectively. 

 
  

   Table 1. The performance characteristics obtained with respect to HPLC-PDA method 

Name 

 

Retention 

Time  

Calibration graph 

equation 

Regression 

Coefficient 

Molar 

absorption 

coefficient 

Working  

Range 

(mgL-1) 

LOD 

(gL-1) 

LOQ 

(gL-1) 

Tetra 

cycline 
9.150.07 A= 

(1.00+1.27ctetracycli

ne) 105 

0.98 1.27105 10-160 1.55 5.20 

Oxy 

tetra 

cycline 

8.030.06 A=(7.13+1.46coxyt

etracycline) 105 

1.00 1.46105 10-160 
1.32 4.39 

Penicilli

n G 
3.950.02 A=(1.11+2.73 

cpenicilineG) 105 

1.00 2.73105 10-160 
1.07 3.60 

 
Table 2. Recovery percentage levels of chicken breast sample not including antibiotic residue  

 

Added  

concentra

tion 

 of  

standard 

solution 

(mgL-1) 

 

Penicillin G 

 

Oxytetracycline 

 

Tetracycline 

Found  

concentration 

(mgL-1) 

R% 

(recovery 

percentage) 

Found  

concentration 

(mgL-1) 

R% 

(recovery 

percentage) 

Found  

concentration 

(mgL-1) 

R% 

(recovery 

percentage) 

 

20                                  

 

19.430.08 

 

97.15 

 

   19.830.06 

 

99.17 

 19.780.11  

98.90 

 

40 

  38.530.12  

96.32 

 

   39.120.08 

 

97.82 

 39.100.10  

97.76 

 

80  

  77.260.22  

96.57 

 

   79.200.18 

 

99.00 

 

76.740.15 

 

95.92 
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The accuracy of the proposed assay was proved 

through recovery percentage calculation. For this 

purpose, the blank chicken breast sample (labeled as 

C) was spiked with standard solutions of tetracycline, 

oxytetracycline, penicillin G at 20 mgL-1, 40 mgL-1, 80 

mgL-1 concentration levels, after extraction step. 

 

As displayed in Table 1 and Table 2, low LOD and 

LOQ values, high regression coefficients and recovery 

percentage levels approaching 100% define the 

accuracy and validation of the proposed method. The 

other factor defining the applicability of a method is its 

selectivity and easy operation. The proposed technique 

with no interference effects during analysis, may bring 

novelty to literature as accurate determination of 

antibiotic residues in chicken breast samples in a short 

period of time (12 min including column regeneration). 

Application of The Proposed Method To Real 

Samples 

Sample preparation is an important step for the success 

of an assay. Solid phase extraction, 2/3 times faster 

replying when compared to liquid-liquid extraction 

[18] was preferred for sample analysis. Moreover, SPE 

has many advantages as fast sample preparation 

decreasing total time of analysis, obtaining samples at 

desired concentration levels and achieving high 

recovery percentages. Tetracycline-type of antibiotics 

is classified in amphoteric group of drugs that makes 

them difficult to isolate from the biological matrix. 

Methanolic oxalic acid was resorted to come over this 

drawback. Sample preparation procedure was 

summarized and schemed in Fig. 1. 

 

 

Figure 1. The flow chart of sample preparation 

 

The chromatograms were obtained and figured (Fig. 2, 

Fig. 3) after sample preparation procedure followed by 

adequate analysis program. The amounts of residue 

levels found (as 3 replicates) were tabulated in Table 3 

with standard deviations. 

 

 

Figure 2. The chromatogram of sample F displaying peaks 

of oxytetracycline and tetracycline 

 

Figure 3. The chromatograms of sample F displaying peak 

Penicillin G 

 

The peaks at the chromatograms of samples were 

identified with standard addition method and residue 

levels were quantified with the aid of calibration 

graphs. As shown in Table 3, 7 of 9 samples contain 

considerable amounts of antibiotic residues. Sample C 

that was purchased with organic label and H are the 

ones that do not include any type of antibiotic residue. 

 

Amount of tetracycline and oxytetracycline were 

determined in raw chicken breast samples and 

compared with the limits of legislations. Penicillin G, 

which is also known as benzylpenicillin, was also 

investigated within this study. According to 

commission regulations on pharmacologically active 

substances and their classification regarding maximum 

residue limits in foodstuffs of animal origin, maximum 

residue levels should not exceed 100 g for 

tetracycline and oxytetracycline and 50 g for 

penicillin G at 1.0 kg chicken meat sample [19]. As it 

is displayed in Table 3, residue level of oxytetracycline 

seems to be over the limits while the others are 

approaching to the edge of limits. 
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Table 3. Amount of oxytetracycline, tetracycline and Penicillin G found in 1.0 kg raw chicken breast samples 

Sample Name Oxytetracycline (g) Tetracycline 

(g) 

Penicillin G 

(g) 

A 116.4 0.4  56.6 0.3  2.340.2 

B 19.5 0.5  10.60.4 - 

C - - - 

D 6.2 0.2 - - 

E - 4.10.1 1.740.1 

F 0.80.2 14.8 0.6 38.00.5 

G - - 28.40.4 

H - - - 

I 8.70.6 - - 

4. Conclusion 

 

Antibiotics may be used in poultries not only for 

medical issues but also for feed efficiency and 

acceleration in growth. Unrelated with the main 

purpose, excess amount of antibiotic residue in meat 

products to be consumed is a major problem. 

Therefore, maximum residue levels must be evaluated. 

In this assay, a new method for the determination of 

antibiotic residue levels found in raw chicken meat, 

with easy-to-operate and effective sample preparation 

step, was introduced.  The method was validated by 

calculating LOD, LOQ levels (LOD=1.07; LOQ=3.60 

for Penicillin G) and recovery percentages and 

successfully applied to real samples.  Determination of 

three most used antibiotics may be performed in less 

than 15 minutes.  

When compared to the literature summarized in Table 

4, these LOD and LOQ values are quite sufficient as 

the method proposed in this study is very easy to install 

and cost-effective. 

 

 Table 4. Comparison of LOD and LOQ values found in the literature including the methods used and samples analyzed 

Reference Number Oxytetracycline  Tetracycline 

 

Penicillin G 

 

Method Sample 

LOD LOQ LOD LOQ LOD LOQ 

[14] 3.0 

gkg-1  

10gkg-1 3.0 gkg-

1  

10gkg-1 - - Turbo 

Flow LC-

MS 

Chicken 

meat 

[20] 0.1  

gkg-1 

1.0gkg-1 0.1 gkg-

1 

1.0gkg-1 0.5 

gkg-1  

5.0 

gkg-1 

LC-MS-

MS 

milk 

[11] 0.1 

gkg-1 

- 0.3 

gkg-1 

- - - HPLC-

couple 

with 

fluorescenc

e dedector 

commercia

l tablets 

[17] 4.4 

gkg-1 

10 gkg-1 5.0 gkg-

1 

13gkg-1 - - HPLC-

DAD 

chicken 

meat liver 

[21] - - 7.9gkg-

1 

14.6gkg-1 - - LC-MS chicken 

meat 

[22] - - - - 7.4 

gkg-1 

24.6 

gkg-1 

Capillary 

Electropho

resis 

chicken 

muscle 

[23] 5gkg-1 - 5gkg-1 - 10gk

g-1 

- LC-MS-

MS 

chicken 

meat 
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Abstract  
 

In this study, an alternatifive UV-VIS spectrophotometric method for determination of 

magnesium was proposed. The method is based on complexation with 8-hydoxyquinoline 

(oxin) in sodium dodecyl sulphate (SDS) micelle medium, the absorbance of the product was 

recorded at 390 nm. pH of the solution, the concentration of ligand and surfactant were critical 

parameters, which affect the absorbance measurements, and optimised. The molar 

absorptivitiy coefficient is 5×102 Lmol-1cm-1, the Sandell’s sensitivity is 0,052 µgcm-2, 

detection limit is 0,3 mgL-1, quantification limit is 1,1 mgL-1 and linear working range is 2-8 

mgL-1 at pH 12 and 390 nm. The proposed method was applied for determination of 

magnesium to some drug and mineral water samples, nearly good accuracy and reproducible 

volues were obtained percent as recovery and relative standart deviation. 

 

Article info 
History:  
Received:08.10.2019 

Accepted:05.06.2020 

Keywords: 

Magnesium analysis, 

UV-VIS 

spectrophotometric 

method, 

8-hydoxyquinoline, 

Sodium dodecyl 

sulphate, 

Micellar medium. 

 
 

1. Introduction 

Magnesium determination areas are great variety. 

These areas can be classified as water, industry, clinic, 

foods. Magnesium determinations were made by 

gravimetric, volumetric, atomic spectrophotometric, 

UV-VIS spectrophotometric, fluorimetric, 

electroanalytical and ion chromatographic method. 

Atomic absorption spectrophotometric (AAS) pathway 

is the best method for metal ions determination. 

However, because this instrument is expensive, not 

every routine analysis is available. The UV-VIS 

spectrophotometric methods are the most common. 

The conventional UV-VIS spectrophotometric 

determination of metal ions is based on the 

complexation of the metal ion with a ligand. UV-VIS 

spectrophotometric methods are divided into three in 

terms of the micro environment of the species where 

the signal is measured. These are: 1) Aqueous media 2) 

Organic solvent media (with liquid-liquid extraction) 

3) Micellar media methods. Information about these 

studies were given in Table 1, Table 2 and Table 3. 

 

While the direct aqueous medium method is more 

advantageous, the liquid-liquid extraction method has 

been developed in cases where the metal complex does 

not dissolve in water or good peaks are obtained. One 

way for the same situations is to measure the signal in 

micelle. The micelle medium of a surfactant whose 

suitability is determined experimentally leads to 

improvement. The reason for this improvement can be 

explained as follows. The analyte species or its 

derivation is attached by micelle (held by the micelle), 

which changes the spectroscopic property of the 

different surrounding species by affecting the orbital 

energy levels, resulting in a better peak. The micelle 

media methods also have the following advantages: 1) 

Environmentalist; surfactants undergo biological 

degradation very quickly compared to organic 

solvents. 2) Cost of analysis is lower; in one assay, the 

surfactants are used in very small amounts relative to 

organic solvents. 3) The method is shorter and easier 

since no separation is required [1]. 
 

In this study, an alternative method for determination 

of magnesium in micelle medium is proposed. For 

mycelium, In this study, SDS as a surfactant and oxin 

as a ligand are used for the determination of Mg. In the 

literature, no studies have found these three together. 

With the realization of this study, we will present an 

alternative method of magnesium determination which 

can meet the demands of institutions that do not have 

AAS device because they do not have budgets. 

http://dx.doi.org/10.17776/csj.59
https://orcid.org/0000-0003-4501-3123
https://orcid.org/0000-0001-9900-2038
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Table 1. UV-VIS Spectrophotometric determination of magnesium in aqueous medium 

 

Ligant pH 
max 

(nm) 

Dedection 

limit   

(mg L-1) 

×10-3 

M-1cm-1 

Linear 

working 

range 

(mg L-1) 

References 

Eriochrom Black T 9.5-11.7 630 - - - [2] 

Chlorophospho-nazo 

III 
7 699 - - - [3] 

Chromotrope 2R 

 
10.8 570 - - - [4] 

Titan Yellow* >12 545 - 2.8 - [5] 

Acid Chrome Black 

Special* 
10 540 - 33 - [5] 

Calmagite alkaline 520 - - 0,0-36 
[6] 

 

1,8- dihydroxy-

anthraquinone 
- 510 - - 0.25 - 2.00 [7] 

Xylidyl Blue-1  alkaline 524 - 22 0-4 
[8] 

 

Terpiridine 3 668 - - - [9] 

Furfurin  9.5 540 0,075 9,2 0.8 – 4.3 [10] 

CPC 10.5 570 0.24 - 0-20 [11] 

Acid Chrome Blue K  - 540 - 9.3 0-2 [12] 

Bromopyrogallo Red 9.4 
RS-

CWT** 
- - 0.2-3,2 [13] 

*  photometric 

** Continuous wavelenght transforms  

Table 2. UV-VIS spectrophotometric determination of magnesium with liquid-liquid extraction 

 

Ligant Solvent pH 
max 

(nm) 

Dedectio

n limit 

(mgL-1) 

×10-3 

M-1cm-1 

Linear 

working 

range 

mgL-1) 

References 

8-hydoxyquinoline* Cloroform 11.2-11.3 380 - 5.6 - [5] 

PTTHA Cloroform 9.5 590 - 2.8 - [14] 

*  Photometric  
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2. Materials and Methods 

2.1. Tools and Equipment 

 

UV-VIS Spectrophotometer: UV-1800 UV-VIS 

Spectrometer and UNICAM UV-VIS Spectrometer 

UV 2 pH meter: Adwa AD8000. 

 

2.2. Reagents 

 

Solids of all reagents are of analytical purity. The 

solutions were prepared with double distilled water. 

 

1) 375 ppm Oxin solution (pH 12): 0.0940 g of solid 

auxin was removed and transferred to a 250 mL beaker. 

It was diluted close to the adjustment line and the pH 

was 12. A 250 mL flask was then transferred to the 

flask and raised to the volume adjustment line with 

water. It was observed that the solution exceeding one 

week after preparation should not be used.  

 

2) Sodiumdodecylsulfate (SDS): 5% (w / v). 5.0 g of 

SDS solid were dissolved in water and the volume was 

completed to 100 mL. To use this solution should not 

exceed a week.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3) pH 12 Glycine Buffer: Firsty, the following two 

solutions were prepared: 3-1) (0.2 M NH2CH2COOH 

+ 0.2 M NaCl) solution: 1.5014 g of glycocol and 

1.1688 g of NaCl were dissolved in a small amount of 

water in the same beaker and 100 mL of flask. the 

volume to 100 mL. 3-2) 0.2 M NaOH solution: 0.8 g 

of sodium hydroxide was dissolved in some pure water 

and then made up to 100 mL with volume of water.  

54.6 mL of the second solution, 45.6 mL of the first 

solution were taken and mixed [4]. Alternatively, at 

various concentrations NaOH is added drop by drop to 

the first solution (prior to completion to 100 mL) until 

the pH is adjusted to pH 12.0 at a well-adjusted pH 

meter, then added to 100 mL with water.  

 

4) 1000 mgL-1 Mg (II) standard: 10,1411g (MgSO4 

27H2O solid was weighed and dissolved in water, was 

transferred to a 1 L balloon joje and the volume was 

completed with water to liter. 

 

5) 100 mgL-1 Mg (II) standard: It was prepared by 

diluting ten times before the previous one. 

 

2.3. Recommended Method 

 

A series of balloon joje of 10 mL each are collected. 

These are made in two groups, one for calibration 

curve and the other for samples. To each of the flasks 

in both groups were added 4 mL of oxin (375 mgL-1), 

1.5 mL of SDS (5% w / v), 1 mL of pH 12 glycine 

buffer, with the following four solution sequences, 

volumes and concentrations. For calibration, 200 - 400 

- 600 - 800 L of 100 mgL-1 Mg (II) is added 

sequentially and each amount is parallel. 400 L of the 

prepared sample is added to each of the balloons taken 

for the sample (at least three) and pre-added to the 

reagent. The solution levels are completed with double 

distilled water to the marking line, sealed and mixed. 

Table 3. UV-VIS spectrophotometric determination of magnesium in micellar medium 

 

Ligant Surfactan pH 
max 

(nm) 

Dedection 

limit 

(mgL-1) 

×10-3 

M-1cm 

Linear 

working 

range 

(mgL-1)  

References 

Calmagite Empigen BB 11.5 655 - - - 
[15] 

 

Xylidyl  

Blue -1 
Brij 35 alkaline 505 - - 0.0- 48 [16] 

Bromopyrogallo

l Red 
Tween 80 10 570 0.03 - 0.5-3.5 [17] 

Eriochrome 

Black T 
CTAB 9.5 640 0.012 8.9 0.05-1.2 [18] 
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Absorbance measurements of the solutions in the 

flasks at 390 nm are started without passing over the 

last addition. Absorbance measurements should be 

completed in less than 20 minutes, the first reading and 

the last reading should be between 10 and 15 minutes 

at most. 

 

2.4. Preparation of samples 

2.4.1. Preparation of magnesium sulfate ampoule 

sample 330 L was taken from the original sample and 

diluted to 1 L. 

2.4.2. Preparation of Magnesie Calsinee Saba sample 

 

Some solid powder was transferred to a vessel and left 

in the etuv at 120 ° C.  0.600 g of this was weighed. 25 

mL of 1 M HNO3 was dissolved. 6 M NaOH was added 

to make the pH slightly basic. The solution was 

transferred to a 100 mL flask and the volume was 

completed to the marking line with double distilled 

water (Solution A). 2000 L of this was transferred to 

a 50 mL flask and diluted to this volume (Solution B). 

 

2.4.3. Preparation of Magnesie Calsinee Saba sample 

 

One film tablet was taken and weighed. 31 mL of 1 M 

HNO3 was added to the beaker and stirred for a long 

time. Filtered. It was made slightly basic so that the pH 

was between 8-9. The volume was made up to 250 mL 

with water (Solution A). 6,850 mL (6.0 mL + 850 L) 

was taken and diluted to 100 mL (Solution B). 

 

2.4.4. Preparation of magvital drug sample 

 

One bowl was taken and the whole powder was 

transferred and weighed. Water was added to the 

beaker and mixed. Waited until the bubbles disappear 

in the water. To this solution, pH 3.4, 1 M HNO3 was 

added dropwise to a pH of about 2 and heated. 6 M 

NaOH was added to make the pH slightly basic. The 

volume was completed to 250 mL (Solution A). 6.850 

mL (6 mL + 850 L) was taken and diluted to 100 mL 

(Solution B). 

 

2.4.5. Preparation of water samples 

 

The water sample mineral water was transferred to a 

beaker after the bottle was opened and waited until the 

exit of the gas bubbles was completed. The post is the 

same for both. Filtered. It was then taken up to a certain 

volume and acidified and heated, then made slightly 

basic to a pH of from about 8-9 to the same as that of 

the Mg standard. The solution is transferred to a flask 

which its volume was pre-determined, then is diluted. 

 

3. Results and Discussion 

3.1. Effect of SDS micelle on the spectrum of Mg-

oxin complex 

 

Critical micelle concentration (cmc) value of SDS is 

given as 8.1x10-3 M (0.23% (w / V) [18]. The volume 

to be added at least is 0.0162 mL, since the value added 

here is much larger than this value, the measuring 

medium will certainly be micelle. 

 

When the spectra of the oxin buffer (glycine pH12) Mg 

st mixture were taken in one medium without SDS and 

the other with SDS micelle medium, respectively, 

Figure 1 and Figure 2 were obtained. As shown in the 

second figure, an analytical peak was obtained in SDS 

micelle medium. 

 

 
Figure 1. Spectrum of Mg-oxin complex in the absence of 

surfactant. 10 mL total volume Reactive additives in: 3 mL 

oxin (saturated in pure water), 1 mL buffer (pH 12) and 0.5 

mL 100 ppm Mg (II)  

 

 

 
 

Figure 2. Spectrum of Mg-oxin complex in SDS micelle 

medium. Media composition: [Oxin] = 150 mgL-1, [SDS] = 

0.026 M (0.75% (w / v),  pH = 11.5 -12, [Mg (II)] = 8 mgL-1 

 

3.2. pH effect 

 

To determine the optimum pH, the following was 

followed: A series of 10 mL flasks were taken. To each 

flask 3 mL of saturated oxin, 2 mL of SDS (5% w / v), 

1 mL of buffer (pH 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12), 200 
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L 100 mgL-1 Mg (II) standard was added. The 

solution volumes were made up to 10 mL with double 

distilled water. Blank solution was taken as reference; 

this was not prepared for all solutions, but individually 

prepared at each pH. 

 

The spectra of each solution were taken separately. 

Peaks were not obtained from solutions of pH 2-8, 

Turbidity was observed at pH 8. Analytical peaks were 

obtained from pH 9 and above. Figure 3 was obtained 

when the absorbances measured at the wavelength 

peaking at each pH were plotted against pH. As shown 

in the graph, the absorbance at pH 12 is maximum. 12 

was chosen as the optimum pH. 

 

 
Figure 3. Effect of pH on absorbance. Media content: Oxin: 

Saturated diluted (in pure water) 3/10 after addition, SDS: 

1% w / v (after addition), The pH values shown are those of 

the added buffers (initial), [Mg (II)] = 2 gL-1 (after 

addition) 

 

3.3. Effect of oxin concentration on absorbance 

 

To determine the optimum oxin concentration, the 

reagents were added with the oxin volume variable and 

the others constant: The oxin reagent volume was 

predicted to be 4 mL before determining the optimum 

concentration. 1000 ppm oxin (0.01 M NaOH) solution 

in different volumes of 0.5, 1.0, 1.5, 2.0 mL was 

transferred to the balloons. 3.5-2 mL of double distilled 

water was added, each having a total volume of 4 mL. 

To each was added 2 mL of 5% SDS and 1 mL of 

buffer (pH12), 200 L of 100 ppm Mg (II). The 

solution volumes were completed to 10 mL. Each 

volume was made in parallel. A different blank 

solution was used for each oxin concentration. The 

absorbances of the solutions were measured at peak 

wavelength. The mean of the parallel ones were taken. 

Figure 4 was obtained when the absorbance versus 

oxin volume was plotted. 

 

According to the graph, the 1.5 mL volume is the 

optimal volume, which corresponds to a final 

concentration of 150 ppm after this dilution 

(completion to 10 mL). If the volume of oxin is taken 

to 4 mL, the initial concentration corresponds to 375 

ppm. 

 

 
Figure 4. Effect of oxin concentration on absorbance. 

Solution additives in a volume of 10 mL: 1000 mgL-1 oxin 

(at 0.01 M NaOH) variable, 2 mL SDS (5%), 1 mL 

buffer  (pH12 glycine), 200 L 100 ppm Mg (II) standard 

 

3.4. Effect of SDS concentration on absorbance 

 

In order to determine the optimum SDS concentration, 

the reagents were added at this time with the variable 

SDS volume being variable and the others constant: 4 

mL 375 ppm oxin (pH 12), 1-3 mL 5% SDS in different 

volumes, 1 mL pH 12 glycine buffer, 300 L 100 ppm 

Mg standard was added. The solution volumes were 

completed to 10 mL. One blank was prepared for all as 

a reference. Figure 5 was obtained when the 

absorbance values measured at the peak giving 

wavelength were plotted against the added SDS 

volume. 

 

There seems to be much deviation between the 

absorbances values in the graph. This is because the 

absorbance axis was scaled at very narrow intervals. In 

fact, there is not much deviation in absorbance. 1.5 mL 

was taken as the appropriate SDS concentration. 

 

 
Figure 5. Effect of SDS concentration on absorbance. 

Additives in a volume of 10 mL : 4000 L 375 mgL-1 oxin 

:, SDS: different, 1000 L Buffer (pH12 glycine), 100 mgL-

1, 300 L, Mg (II) standard 
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3.5. Optimum wavelength 

 

The peak wavelength varies according to the pH of the 

medium, and the lower the wavelength, the lower the 

wavelength. The pH in Figure 3 showing the effect of 

absorbance on the pH is not the pH of the medium, but 

the pH of the buffers used before addition. After 

addition, the pH drops slightly below that of the added 

buffer. As the ambient pH is lower than 12, the peak 

wavelength shifts from 392 to 365 nm. The amount of 

shear varies according to the concentration and pH of 

oxin used. Oxin has the lowest solubility in pure water 

and is about 45 mgL-1. The saturated auxin solution in 

pure water is slightly acidic. The solubility of oxin 

increases at high pH. When saturated oxin (in pure 

water) is used, the pH decreases further. In experiments 

using this solution, peak wavelength was observed 

below 390 nm and absorbances were measured 

accordingly. When the oxin solution was adjusted to a 

pH of 12 and had a higher and optimal concentration, 

it was observed that the decrease in pH was less than 

12 and the peak wavelength was 390 nm or close. This 

value corresponding to the optimal pH as the optimal 

wavelength was taken. 

 

One way to reduce the pH drop after buffer addition is 

to increase the buffer capacity. In subsequent 

experiments, the buffer components were prepared in 

such a way that the concentrations of glycine and 

NaOH were doubled (the preparation given in Section 

2.2 was this). 

 

3.6. Stability and optimum reading time 

 

When the balloons were last added, the levels were 

equalized and the absorbance signals were monitored 

after closing the mouths, the signals could not remain 

stable for a long time. As can be seen in Figure 6, in 

the spectrum band, there was a rise in ground (noise) 

over time, with higher concentrations. The spectra in 

the figure were taken approximately 30 min after the 

preparation of the solutions and starting at the lowest 

concentration (2 mgL-1). Others were taken at about 5-

10 minute intervals, with a higher concentration later. 

After 45 minutes, peak max values also changed and 

the peak feature disappeared and turbidity occurred in 

the solution. The cloudiness was not observed in the 

empty trial solution; this shows us that clouding is not 

caused by coagulation of micelles. 

 

Ground rise was not seen until the first 20 minutes. It 

is insignificant for the first 30 minutes. The start of the 

absorbance measurements of the solutions should not 

exceed 20 minutes after the final solution component 

has been added and the levels have been equalized and 

the mouth closed, the measurement should be 

completed in 10, maximum 15 minutes. 

 

 
Figure 6. UV-VIS absorption spectrum according to the 

method and its variation over time. Media composition; 

[oxin] = 150 mgL-1, [SDS] = 0.026 M (0.75% (w / v), pH = 

12, [Mg(II)] values indicated on the curve in the graph) 

Spectra began to be taken about 30 minutes after the last 

reagent was added, this process continued to be more 

concentrated later. 

 

 

3.7. Interferences 

 

Species that have been investigated are generally found 

in the measurement environment. These are sodium, 

potassium, calcium, chloride, carbonate, bicarbonate, 

sulfate ions. No interference effects of sulfate, 

carbonate bicarbonate and nitrate were observed. Other 

results was given in Table 5. As the tolerance limit, the 

species/analyte (w/w) ratio or the corresponding 

concentration that changed the absorbance by   5% 

was accepted. 

 

Observations up to 0.01 M to determine whether NaCl 

is interfering.  No interference was observed. 

Precipitation was observed when KCl was 50 mgL-1 in 

the measuring medium. Observation of this turbidity 

even in the blank solution indicates that the turbidity is 

due to the cloud point state or peptidization or 

coagulation; it can also be said that KCl interference is 

Table 4. Optimum values of critical factors in the 

measurement medium 

Parametre pH SDS,  

% 

(w/v) 

Oksin, 

mgL-1 

λmax, 

nm 

Time 

Value 12 0,75  150  390 20 

dak* 
* This is the time after which the last reagent is added and the 

moment of equalizing the levels is taken as the starting point. 
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independent of Mg (II). The KCl value of 50 mgL-1 

corresponds to a concentration of 23.54 mgL-1 K+ if 

calculated. Considering that the concentration in the 

original sample is at least 10-fold diluted to the final 

medium, the K+ ion concentration in the original 

sample is at least 235 mgL-1. This value is above the 

K+ levels found in water and drug samples. As a result, 

it can be said that K+ and Na+ will not be at the level 

that will cause effect in the samples where the method 

is applied. 

 

Since heavy metal ions can complex with oxin such as 

Mg, interference is expected when these ions are 

present. The concentrations of metal ions other than 

Ca(II), Mg (II) in water and drug are at ppb levels. 

Moreover, the method is much lower than they are 

subjected to dilution when applied, so that their 

interference is out of the question. 

 

When the Ca / Mg ratio was above 2/1, it was observed 

that the absorbance increase exceeded   5%. This ratio 

was taken as the tolerance limit for Ca (II). Masking 

with tartrate, citrate and EDTA was used to remove Ca 

(II) interference, but none of them yielded a positive 

and consistent result. 

Table 5. Tolerance limits of some species  (which 

changes the absorbance by  5%) species / analyte 

ratios), ( ppm / ppm) 

 
Species   Tolerance limit [Sp] /[Mg] 

(ppm/ppm) 

NaCl >0,01 M 

(>580 ppm) 

> 145   

KCl 

 

50 ppm* (Mg independent) 

Ca(II)  - 2/1  
*Coagulation limit 

 

3.8. Calibration curve parameters 

 

The parameters of a calibration curve obtained by 

taking the optimal values of each critical factor was 

given in Table 6. 
 

Table 6. Calibration curve parameters (two repeat 

measurements for each concentration) 

Parameter Value 

Linear regression equation 

 (c as mgL-1) 

A = 0. 0194 c  - 0.014 

Correlation constant / r2 

 

0.9964 

Measurement peak 

wavelength  

 λmax  (nm) 

390 

Molar absorption constant 

ε (Lmol-1cm-1) 

5×102 

Sandell’s sensitivity* 

(µg cm-2) 

0.052 

Dedection limit  

3σ/m (µgmL-1) (n=18) 

0.3  

Quantization limit 

10σ /m (µgmL-1) (n=18) 

1.1 

Linear working range   

(mgL-1) 

2 - 8 

*Concentration rise which causes to an increase of 0,001 in 

absorbance in a spectrophotometer with 1 cm beam length  [19] 

 

3.9. Calibration curve parameters 

 

The accuracy and precision of the proposed method 

were tested by applying mineral water sample of two 

different brands and some Mg supplement drugs. 

 

The composition of the mineral water sample is given 

on the packaging bottle. As these values were 

determined by the standard method in routine analysis 

sites, they were taken as the correct value or 

comparison value. The obtained data are given in Table 

7. 

 

 

Table 7. Application of the proposed method to some water samples 

Sample Known conc., 

mgL-1 

Ca/Mg  Found conc., 

mgL-1 

 

% R 

 

% RSD 

Mineral water 

samples 1 

317b 0.13c  332.8 ±34.8a   105  11 

Mineral water 

samples 2 

108b 2.2c 136.8 ±6.8a 126 5 

a  n=5,  % 90 convedence level, t= 2,13,    

bThe value given on the label. 
c Rate calculated from the values given on the packaging  (w/w) 
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Table 8. Application of the proposed method to some drug samples and testing the accuracy by analyte spiked method 

 

Sample Added Con., 

mgL-1 

Conc. difference 

found,  mgL-1 

   

 

%R 

 

% RSD 

Mg-sulfat ampoule* 0 0.97  ± 0.49 - 11 

2 1.34 ±0.00 67 0 

4 4.22 ±0.16 106 0,9 

6  5.98 ±6.18 100 23 

Magnezya Calsinee**  0 2.54 ± 0.54 - 13 

2 1.86 ±0.43 93 14 

4 3.92 ± 0.71 98 11 

6  5.05 ±0.59 84 7 

Magosit* 0 2.03 ±1.62 - 20 

2 1.86 ±1.59 93 19 

4 4.64 ±1.46 116 7 

6  5.88 ±0.16 98 0,6 

Magvital* 

0 0.58 ±1.63 - 63 

4 4.23 ±1.14 106 6 

6 4.97 ± 2.11 83 10 

*   n=2,  % 90  convedence level,  t= 6,31,  :  Mean volues    

**  n=3, % 90 güven düzeyi,  t= 2,92      
 

 

The analyte spiked method or standard addition / 

method was used to determine the accuracy for the 

drugs. For this, the following path was followed. Equal 

amounts (200 L) of the prepared sample solution 

were added to each of a series of 10 mL each flask. On 

top of that,  0 - 600 L of 100 ppm Mg (II) standard 

was added for each volume to be measured again. 

Other procedures were performed according to Section 

2.3. The obtained data are given in Table 8. 

 

When the method was applied to water samples, 

accuracy was positive with 5% recovery in Kızılay 

Erzincan mineral water sample while accuracy was 

lower with 126% recovery in Beypazarı mineral water 

sample (Table 7). This is due to the Ca / Mg ratio of 

0.13 / 1 Kızılay Erzincan mineral water Ca (II) is not 

interference. The other is the Beypazarı mineral water 

with a Ca / Mg ratio of 2.2 / 1, which is above the 

tolerance limit. The error rate in this example is 

therefore higher than the previous water sample. 

 

Accuracy values as percent recovery are mostly 

positive when the method is applied to magnesium 

supplementation drugs that do not contain Ca(II) 

according to the propectus information. The 

repeatability values are unfortunately not the same  

(Table 8). 

 

4. Conclusions 

As a result, the applicability of this method is limited 

by Ca (II) interference. The method can be applied to 

magnesium-supplementing drugs which do not contain 

Ca (II). When applied to water samples, it may give 

error results due to Ca (II) interference. 
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Abstract  

In this study, voltammetric methods were developed for the quantification of caffeine (CAF) 

analysis based on a practical, economical, sensitive, and eco-friendly pencil graphite electrode 

(PGE). Initially, the electrochemical behavior of CAF was investigated by cyclic voltammetry 

(CV), and the results reveal that CAF has an irreversible oxidation signal. The optimum 

analytical parameters such as, supporting electrolyte, pH, accumulation potential, and 

accumulation time for the determination of CAF analysis were investigated to develop 

differential pulse (AdsDPV) and square wave adsorptive stripping voltammetric (AdsSWV) 

methods. In order to examine the nature of the buffer, Britton Robinson (BR), phosphate buffer 

(PBS), and 0.1 M H2SO4 solutions were tested in the appropriate pH ranges. The best 

electrolyte and pH were determined as PBS buffer and pH 1.5. The optimum values for 

accumulation potentials and times were optimized, and under optimized conditions, the 

oxidation peak current of CAF was proportional to its concentration. The PGE used exhibited 

wide linear working range for AdsDPV (2.36-1000 µM) and AdsSWV (3.69-1600 µM) 

methods with the detection limits of 0.71 µM for AdsDPV and 1.107 µM for AdsSWV. The 

developed methods were applied to the analysis of CAF in an ice tea beverage sample with 

acceptable recoveries. 
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1. Introduction  

 

Caffeine (CAF), called 3,7-dihydro-1,3,7-

trimethyl-1H-purine-2,6-dione, also known as 

mateine or guaranine, is an alkaloid, and it can 

be found in coffees, teas, guarana, and in cacao 

[1, 2]. CAF was discovered in 1819 by the 

German chemist Friedich Ferdinand Runge [3]. 

It affects the central nervous system and 

accelerates the messages to and from the brain 

[4]. CAF has some physiological effects on 

human metabolisms, such as increasing blood 

pressure [5], stimulating the respiratory system 

[6], and being diuretic [7]. 

 

CAF is widely used in pharmaceutical 

preparations promote diuresis and a positive 

effect on the cardiovascular system [8]. Also, 

some drug combinations with CAF have existed 

for the treatment of migraine [9, 10]. As well as 

drug formulations, CAF can be found in some 

commercially available soft drinks such as 

energy drinks, ice tea, and some kind of cokes. 

The U.S. Food and Drugs Administration 

determined the maximal amount of CAF in soft 

drinks was approximately lower than 200 mg/L 

and specified the lethal dose only 10 g of CAF 

(about 170 mg/kg body weight) per people [11]. 

Since high concentration levels of CAF are 

toxic for human beings, it can lead to 

depression, hyperactivity, nausea and 

nervousness, heart diseases, kidney failure, 

asthma, vomiting, trembling, seizures, and 

DNA modification effects [12-15]. Therefore, 

developing a fast, sensitive, selective, and 

reliable method for analyzing CAF is an 

essential role in human health. Numerous 

analysis methods have been developed for the 

analysis of CAF, including spectrophotometry, 

infrared spectroscopy, chromatography, and 

voltammetry. These methods, excluding 

voltammetry, are often time-consuming and 

require expensive equipment. Also, requiring 

pretreatment steps, such as extraction and 

http://dx.doi.org/10.17776/csj.740556
https://orcid.org/0000-0002-2221-8401
https://orcid.org/0000-0001-8592-6766
https://orcid.org/0000-0002-7511-7508
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separation steps are needed in an organic 

environment. Voltammetric methods are based 

on the redox reaction of organic agents in a wide 

range of industrials, pharmaceutical, and 

cosmetic products. Among them, adsorptive 

stripping voltammetry-based adsorption 

phenomena can be preferred for the 

electrochemical detection of some organic 

compounds in the term of sensitivity, trace level 

analysis, and simplicity [16, 17]. 

 

In voltammetry, many types of carbon-based 

working electrodes have been used for years 

[18, 14, 19].  The working electrodes such as 

carbon paste, boron-doped diamond, glassy 

carbon, and screen-printed electrodes required 

complicated surface cleaning processes since 

the surfaces of these electrodes are deactivated 

rapidly. As well as having a problematic 

cleaning process, the renewability of these 

surfaces is too hard. Pencil lead graphite 

electrode (PGE) is cheap, disposable, and easy 

to use [20-23]. Besides, it has excellent 

electrochemical reactivity, good mechanical 

rigidity, low technology, and ease of 

modification [24-26]. Furthermore, it was 

described that PGEs offer a renewable surface 

simpler and faster than polishing procedures 

[26]. Generally, PGEs consist of graphite, clay, 

and binder. The chemical and structural 

properties of the pencil graphite leads were 

explored in detail by Kariuki [27]. 

The current study is aimed to develop AdsDPV 

and AdsSWV voltammetric methods for the 

determination of CAF at disposable PGE 

surface in an ice tea beverage. The voltammetric 

methods developed have a wide linear working 

range and comparatively low detection limits. 

To demonstrate the applicability of the 

proposed methods, CAF analysis was carried 

out using the standard addition method in real-

life samples with satisfactory results. To the 

best of our literature knowledge, this paper is 

the first time voltammetric study about the CAF 

analysis in an ice tea sample using the PGE 

electrode. 

 

2. Materials and Methods 

 

2.1. Reagents and apparatus  

 

The standard caffeine (CAF) powder was 

purchased from Sigma Aldrich Company, St. 

Louis, Missouri, ABD. The 0.01 M CAF stock 

solution was prepared by dissolving an 

appropriate quantity of standard CAF powder in 

double-distilled water and stored in the fridge at 

+4 oC.  0.2 M phosphate buffer solution (PBS) 

was used as the supporting electrolyte, and the 

pH of the solution was adjusted by 5.0 M NaOH 

solution.  Cyclic voltammetry (CV) and 

AdsSWV and AdsDPV experiments were 

performed by using CHI 660C (USA, Texas) 

and C3 cell stand (Bioanalytical Systems, Inc., 

USA, BASi) with a solid electrode unit. 

Ag/AgCl (in 3.0 M NaCl, BAS MF-2052) as 

reference electrode and platinum wire (BASi 

MW-1032) as auxiliary electrode were used for 

electrochemical measurements.  Faber Castel 

brand PG electrode of the dimensions 0.7 × 75 

mm (diameter × length) and the active surface 

area 0.393 (±0.032) cm2  [28] was used as a 

working electrode and supplied from local 

stationery in Ankara, Turkey, and used as such 

without any pretreatment procedure. Double 

distilled water was supplied from the 

mpMINIpure water distillation system (MES, 

Ankara, Turkey). All pH measurements were 

carried out using HANNA/HI2211 

pH/ORPmeter (LABOR, Istanbul, Turkey). All 

experiments were performed at room 

temperature. 

 

2.2 Analytical procedure 

 

The stock solution of CAF (1.0 × 10-2 M) was 

used in all experiments. In all voltammetric 

methods, PBS buffer and CAF stock solution 

were added to the electrochemical cell with a 

total volume of 10.0 mL.  The PGE, reference, 

and counter electrodes were immersed in the 

cell. After arranging all the electrode 

connections, the working solutions were purged 

with nitrogen gas (99.99% purity) to remove the 

oxygen, and then the voltammograms were 

recorded in the potential window of 1.0 V – 1.90 

V by using CV, AdsDPV and AdsSWV.  

 

2.3 Real sample preparetion 

 

A regional brand of ice tea (Didi)  sample 

content of  80.0 mg/L CAF was regarded to 

substitute for the stock solution, and in the 

analytical part of the voltammetric studies, the 

experiment solution was prepared by mixing the 

stock solution and the PBS buffer of the desired 

pH in a 1: 1 ratio and the total volume was 

completed to 10 mL. Then, the AdsDPV and 

AdsSWV voltammograms were recorded.  
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3. Results and Discussion 

 

3.1 Electrochemical behavior of CAF on 

PGE electrode  

 

The oxidation behaviour of CAF was first 

studied by CV technique in phosphate buffer pH 

1.5 (optimized response) in potential range from 

1.0 V to 1.90 V at scan rate 0.1 V/s (Fig. 1). As 

can be seen, CAF exhibits the oxidation signal 

at the potential of about 1.5 V. Also, there is no 

appearance of any reduction peak in the reverse 

scan, indicating that the electrochemical 

process is irreversible in nature.  

 

 

 
Figure 1. CV voltammograms of baseline (blue line) and 1.0 mM CAF (orange line) in PBS pH 1.5, scan rate: 0.1 

Vs-1.

 
The effect of scan rate on oxidation peak of 1.0 

mM CAF on the PGE electrode surface was 

investigated by CV in phosphate buffer, pH 

1.50 at different scan rates within the range 0.1 

– 0.6 V/s (Fig. 2). As the scan rate was 

increased, the oxidation signal of CAF shifted 

towards more positive potential, confirming the 

irreversible redox behavior of the electrode 

reaction of CAF [29]. On the other hand, to 

monitor the electrochemical process  

(adsorption or diffusion-controlled) of CAF, 

logip-logυ, and ip-υ graphs were plotted and 

given in the inset of Figure 2. The slope value 

of the logip-logυ graph is about 0.60, indicating 

that the electrode reaction of CAF was both 

adsorption and diffusion-controlled process 

[30-32]. Also, the peak current of CAF depicted 

linear dependence on the scan rates (inset of 

Fig. 2) and the regression equation was ip = 

0.0005ʋ + 0.0001 (R2 = 0.9899). This result 

confirms the adsorption-controlled oxidation 

process of the CAF on the PGE surface [33].  

 

 
Figure 2. CVs of 1.0 mM CAF with increasing scan rates in PBS buffer solution, pH 1.5. Insets: ip-ʋ and logip-

logʋ graphs. 
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3.2 Effect of supporting electrolyte and pH 

The pH value and components of electrolyte 

solutions are important factors affecting the 

redox behavior of electroactive species. For this 

reason,  to investigate the effect of supporting 

electrolyte and pH, PBS (1.5-3.0 with the 

interval of 0.5), 0.1 M H2SO4 (1.0-2.5 with the 

interval of 0.5) and 0.04 M Britton Robinson 

(2.0-7.0 with the interval of 1.0) buffer solutions 

at different pH values for the oxidation of CAF  

were explored in different pH ranges by using 

CV technique (Fig. 3). It can be seen that the 

oxidation peak current of CAF has a maximum 

value in the PBS buffer solution (pH 1.5) (Fig. 

3).  This indicated that the best electrolyte for 

the oxidation of CAF was chosen to be the PBS 

buffer at the pH of 1.5. 

 

 
Figure 3. pH-Current results of 1.0 mM CAF 

obtained by CV in different supporting electrolytes 

(BR, PBS, and H2SO4). 

 

3.3 Optimization of analytical parameters 

In adsorptive stripping voltammetric methods, 

experimental conditions such as accumulation 

potential and accumulation time are critical 

parameters that are affected by the 

electrochemical signal of organic compounds. 

In this context, to develop AdsDPV and 

AdsSWV methods for analyzing of CAF, the 

effect of the accumulation potential and 

accumulation time on the peak current were 

investigated for both adsorptive stripping 

methods.  Accumulation potential was changed 

in the potential ranges, 0.0 - 1.0 V (with 0.1 V 

increments) (Fig. 4A and 4B). According to 

Figure 4A, the peak current value of CAF 

increases in the potential range, 0.0 to 0.2 V, 

then decreases in the range 0.3 to 1.0 V. Hence, 

optimum accumulation potential was selected 

as 0.2 V for the AdsDPV method. Parallel trials 

for AdsSWV were done, and the accumulation 

potential was changed in the range of 0.0 to 1.0 

V, and the optimum accumulation potential was 

selected as 0.3 V. To optimize the accumulation 

times for AdsDPV and AdsSWV, the 

accumulation times were changed in the range 

of 0.0-240 s with 30 s increments. According to 

the AdsDPV results in Figure 4C, the peak 

current of CAF increases up to 180.0 s and then 

decreases, so the best accumulation time for the 

AdsDPV method was chosen as 180.0 s under 

these conditions. Similar experiments were also 

carried out for AdsSWV, and the results were 

represented in Figure 4D. In the Figure, the peak 

current of CAF increases with increasing 

accumulation time up to 120.0 s; then, it 

decreases slightly. Therefore, the best 

accumulation time for the AdsSWV method 

was chosen to be 120.0 s. 

 

3.4 The voltammetric determination of CAF 

The practicability of the AdsDPV and AdsSWV 

methods for the quantitative determination of 

CAF was studied by measuring the anodic 

currents of CAF as a function of the increasing 

concentration levels.  Under the optimum 

conditions, CAF concentration was changed in 

the range of 0.1 - 1000.0 µM and 0.1 - 1600 µM 

for AdsDPV and AdsSWV, respectively. The 

voltammograms in increasing concentrations 

and the peak current versus concentration of 

CAF calibration graphs were given in Figure 

5A(a) and B(b). The linear regression equations 

for AdsDPV and AdsSWV were found to be as 

follows: 

ip (CAF) = 0.1978CCAF + 1.1545 (R2 = 0.9958) for 

AdsDPV; 

ip (CAF) = 0.1947CCAF + 5.4664 (R2 = 0.9975) for 

AdsSWV. 
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Figure 4. Effect of accumulation potential (A, B) and accumulation time (C, D) on the peak currents of 0.1 mM 

CAF using AdsDPV (A, C) and AdsSWV (B, D) methods in PBS (pH 1.5). 

 

3.5 The voltammetric determination of CAF 

The practicability of the AdsDPV and AdsSWV 

methods for the quantitative determination of 

CAF was studied by measuring the anodic 

currents of CAF as a function of the increasing 

concentration levels.  Under the optimum 

conditions, CAF concentration was changed in 

the range of 0.1 - 1000.0 µM and 0.1 - 1600 µM 

for AdsDPV and AdsSWV, respectively. The 

voltammograms in increasing concentrations 

and the peak current versus concentration of 

CAF calibration graphs were given in Figure 

5A(a) and B(b). The linear regression equations 

for AdsDPV and AdsSWV were found to be as 

follows: 

 

ip (CAF) = 0.1978CCAF + 1.1545 (R2 = 0.9958) for 

AdsDPV; 

ip (CAF) = 0.1947CCAF + 5.4664 (R2 = 0.9975) for 

AdsSWV. 

 
Figure 5. A. AdsDPV and B. AdsSWV 

voltammograms of CAF at the different 

concentrations on the PGE surface in the PBS (pH 

3.0). Insets a) and b) are the calibration plots for 

CAF. 
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The slopes of the calibration curves of CAF 

obtained by AdsDPV and AdsSWV methods 

were used to compute the detection (LOD) and 

the quantification (LOQ) limits with the 

equations as follows; 

LOD=
3𝑠

𝑚
,  LOQ=

10𝑠

𝑚
  

where s is the standard deviation calculated for 

the lowest CAF concentration (0.1 µM), and m 

is the slope of the calibration graphs. The LODs 

were found to be 0.71 and 1.11 µM for AdsDPV 

and AdsSWV, respectively; the LOQs were 

found to be 2.36 and 3.69 µM for AdsDPV and 

AdsSWV, respectively. Besides, the linear 

working ranges were found in the range of 2.36 

- 1000 μM for AdsDPV and 3.69-1600 μM for 

AdsSWV.  

The comparison of the analytical performances 

of the other voltammetric methods for the 

determination of CAF in different samples was 

presented in Table 1. As seen in the Table, the 

detection limits for CAF are in the range of 0.01 

- 47.3 µM and the LOD value obtained for the 

AdsDPV method is comparable with the 

literature reports. Besides, the linear working 

range of CAF obtained by the AdsSWV method 

is among the best ones in the literature reports 

given in Table 1. In addition, the PGE electrode 

was used directly without any pretreatment and 

modification processes. 

 

3.6 CAF analysis in commercial ice tea 

beverage 

In order to demonstrate the applicability of the 

proposed AdsDPV and AdsSWV methods for 

CAF analysis based on PGE, local commercial 

ice tea beverage (80 mg/L) was used. The 

content of CAF in ice tea beverage was 

determined by the standard addition and 

recovery tests using proposed methods under 

optimum experimental conditions.  The results 

obtained are summarized in Table 2, and the 

recovery values obtained were found in the 

range from 99.19% to 115.59% with the RSD % 

of 6.56 for AdsDPV and AdsSWV 97.62% - 

103.41% with the RSD% of 2.58. These show 

the applicability of the method developed in the 

real sample on the PGE electrode surface 

without any interference. 

 

3.7 CAF analysis in commercial ice tea 

beverage 

In order to demonstrate the applicability of the 

proposed AdsDPV and AdsSWV methods for 

CAF analysis based on PGE, local commercial 

ice tea beverage (80 mg/L) was used. The 

content of CAF in ice tea beverage was 

determined by the standard addition and 

recovery tests using proposed methods under 

optimum experimental conditions.  The results 

obtained are summarized in Table 2, and the 

recovery values obtained were found in the 

range from 99.19% to 115.59% with the RSD % 

of 6.56 for AdsDPV and AdsSWV 97.62% - 

103.41% with the RSD% of 2.58. These show 

the applicability of the method developed in the 

real sample on the PGE electrode surface 

without any interference.  

 

Table 2. Recovery results for CAF from Didi ice tea 

sample using the standard addition method 

Method Claimed, 

mg/L 

CAF 

Found*, 

mg/L CAF 

Recovery, 

% 

RSD, 

% 

AdsDPV 80.0 83.30; 

92.47; 

79.35; 

83.38 

105.79(±

8.63) 

 

6.56 

AdsSWV 80.0 79.37; 

82.73; 

78.77; 

78.10 

99.68(±

3.19) 

 

2.58 

             *each value is the average of five experiments, t=2.78 

for 95% confidence level, ts/√𝑁 
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Table 1. The comparison of some voltammetric results for the determination of CAF 

Electrode Analyte  Method  Linear 

working 

range, µM 

LOD, 

µM 

Application Literature  

PGE CAF AdsSWV 0-2574 47.3 Tea samples [22]  

MIP/CPa CAF DPV 0.06-25 0.015 Cola  [34]  

Nafion/MWNTs/GCEb CAF DPV 0.6-400 0.23 Cola  [35]  

MWCNT-Nafion/GCEc CAF AdsDPV 2.945-377 

377-2356 

0.513 Drug and Cola [36]  

Nafion–Gr/GCEd CAF DPV 0.4-40 

40-600 

0.12 Cola [37] 

Nafion/GO/GCEe CAF DPV 0.4-80 0.2 Cola, Tea  

and Energy drink 

[38] 

SWCNT/CCEf CAF DPV 0.25-100 0.12 Mineral water [39] 

CF-UMEg CAF FSV* 10-200 3.33 Drug [40] 

BDDh CAF DPV 0.4-25 0.15 Cola, Tea, 

Coffee and 

Energy drink 

[41] 

CPEi CAF SWV 2-1000 0.35 Coffee, Tea, 

Cola and 

Drug 

[42] 

SPE/Nafion/Graphenej CAF AdsDPV 0.10-0.90 

1.0-10 

0.021 Cola, Ice tea, 

Coffee and 

Energy drink 

[43] 

GORGCPk CAF DPV 8-800 0.153 Energy drink 

and Drug 

[44] 

PCE/CNFsl CAF AdsDPV 0.2-1.0 0.056 Energy drink 

and Cola 

[45] 

NCOMCPm CAF DPV 5-600 0.016 Energy drink 

and Drug 

[46] 

Fullerene/MWCNT/Naf/GCEn CAF DPV 10-1000 0.072 Drug [15] 

PGE CAF AdsDPV 

AdsSWV 

2.36-1000 

3.69-1600 

0.71 

1.11 

 

Ice tea  This work 

aMIP/CP: molecularly imprinted polymer modified carbon paste electrode; bNafion/MWNTs/GCE: Nafion/multi-wall carbon 

nanotubes composite film coated glassy carbon electrode; cMulti-Walled Carbon Nanotubes and Nafion modified glassy carbon 

electrode; dNafion–Gr modified glassy carbon electrode; eglassy carbon electrode modified with Nafion and graphene oxide; fsingle-

walled carbon nanotubes on carbon-ceramic electrode; gcarbon fiber ultramicroelectrode; hBDD: Boron doped diamond electrode; 
iCarbon paste electrode; jNafion and graphene modified screen printed electrode; kgraphene oxide-reduced glutathione modified 

carbon paste; lscreen-printed carbon electrode; coated with carbon nanofibers; mNano-Cobalt (II, III) oxide modified carbon paste; 
nfullerene/multiwalled carbon nanotube/Nafion modified glassy carbon electrode; *FSV: Fast scan voltammetry. 

 

 

4. Conclusion 
This research paper demonstrates the PGE 

electrode surface without any surface 

modification was tried as a sensor for CAF 

determination in ice tea samples.  The sensitive 

detection of CAF was carried out by using 

adsorptive anodic stripping methods. The effect 

of scan rate, supporting electrolyte, pH, 

accumulation time, and accumulation potential 

values were investigated for the determination 

of CAF.  The linear working ranges, LOD, and 

LOQ values obtained by the developed methods 

were found to be comparable to the methods 

reported in the literature. The acceptable 

recovery values for CAF in the real sample by 

using the standard addition method 

demonstrated that the applicability of the 

developed methods was satisfactory. The 

methods proposed may be found as a cheap 

alternative method for future uses in the 

beverage industry. 
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Abstract  
 

In the present study, the synthesis of thermo- and pH-sensitive comb-type grafted hydrogels 

based on polyetheramine was performed using polyethylene glycol diglycidyl ether 

[PEGDGE] as the activator. Monoamino terminated Jeffamine® M2005 was used as the 

polyether to incorporate the hydrophobic and thermo-sensitive character in the copolymer, 

while diamino terminated Jeffamine® ED600 was used as the crosslinker to initiate the amine-

epoxy ring-opening reaction. These polyethylene glycol [PEG]-polypropylene glycol [PPG] 

hydrogels present pH responsive properties and thermo-sensitivity due to the presence of 

cationic functional groups and the Jeffamine moieties, respectively. Fourier-transform infrared 

(FTIR) spectroscopy and swelling behavior at different pH [2-10] and temperatures [4-50 °C] 

were applied to examine the physicochemical properties of the hydrogels. The volume-phase 

transition temperature [VPTT] of the hydrogels was determined based on PPG content and pH 

of the solution. The physicochemical features of the hydrogels depended on the Jeffamine used 

and the ratio of Jeffamine units introduced. The maximum swelling capacity of the hydrogels 

as a function of time was determined at 4 °C and pH 5, while the optimum deswelling capacity 

was obtained at 40 °C and pH 7.4. Results showed that the dual responsive PEG-PPG based 

hydrogels may be suitable for potential application as drug delivery system sensors.  
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1. Introduction 

Stimuli responsive polymeric materials have received 

great attention over the last years, due to their 

interesting features with respect to different 

applications in the field of biomedicine, pharmacy and 

biotechnology. Generally, these polymeric materials 

are widely represented by hydrogels composed of 

either three-dimensional homo or copolymer 

crosslinked network [1]. These hydrogels’ behavior is 

mainly based on their structural properties as well as 

environmental conditions. Over the last decades, 

hydrogels with environmentally responsive properties 

have been largely applied in smart material research. 

This class of hydrogels showd dramatic volume change 

in respect to different stimuli such as temperature, pH, 

ionic activity, magnetic field, electrical, UV or visible 

light [2, 3]. Thanks to this volume change character, 

also known as volume phase transition [VPT], various 

applications such as controlled drug delivery, tissue 

engineering, catalysts, etc. have been widely 

developed. Amongst all, temperature and pH 

responsive hydrogels have been extensively 

investigated attributed to their important 

physicochemical characteristics. In essence, 

derivatives of poly[N-isopropylacrylamide] [4] and 

poly[acrylic acid] [5] have proven to be the most used 

polymers in the preparation of thermo- and pH-

sensitive hydrogels, respectively. In addition, some 

investigated reports on crosslinked polyethylene glycol 

[PEG]/ polypropylene glycol [PPG] hydrogels have 

demonstrated to possess temperature responsive 

properties [6-8]. The interaction between hydrophobic 

PPG and water molecules tends to show significantly 

temperature-dependent [9]. On the other hand, PEG, in 

comparison to other standard polymers, has an 

exceptional character where is phase separation over a 

critical point that relies on molar weight with 

increasing temperature [10].  

Different forms of PEG and PPG such as di- and tri-

block copolymers also known commercially as 

pluronic or poloxamers are one of the most widely 

researched topics, attributed to their thermo-sensitive 

http://dx.doi.org/10.17776/csj.59
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properties particularly in the field of controlled drug 

delivery and tissue engineering [11-13], paints, 

coatings and cosmetic formulations [14, 15]. In 

general, the synthesis of PEG-PPG crosslinked 

hydrogels has been mostly achieved using different 

reactive end groups of methacrylate [16, 17] and 

acrylate[18, 19] via free radical polymerization. 

However, this technique being air-sensitive has mostly 

been performed under controlled conditions in closed 

small-scale environments [20]. Thus, 

polycondensation and polyaddition polymerization 

reactions have proven to be the most widely used 

alternatives for the preparation of such hydrogels [6, 

8], considering these reaction methods are not 

particularly sensitive to water, oxygen or impurity. 

Moreover, these polymerization reactions are widely 

applied in the production of industrial epoxy resin by 

reacting diepoxides with di- or tri-amines. Recently, 

amino terminated PEG and PPG polymers under the 

trade name Jeffamine® series, manufactured by 

Hunstsman have demonstrated to be ideal not only for 

the production of epoxy resins, but also in the synthesis 

of epoxy-amine based hydrogel [21]. Krakovsky et al. 

in a recent study prepared elastic epoxy based 

hydrogels by  reacting Bisphenol A propoxylate 

diglycidyl ether with α, ω-diamino terminated 

Jeffamine ED2003 and ED600 [22]. In another study, 

Ribeles et al. investigated the thermal behavior of 

prepared Jeffamine ED2003 based hydrogels [23].  

Also, Krakovsky et al. reported the synthesis of an 

epoxy network based on hydrophobic Jeffamine D 

series and polyethylene glycol bis[glycidyl ether] 

[PEGDGE] by analyzing their thermal transitional 

behaviors [20]. Recently, Anghelache et al. 

investigated the preparation of thermo-responsive 

hydrogels that were formed via the reaction of diamino 

terminated PPG and PEGDGE. Results showed that 

the volume phase transition was mainly dependent on 

the PEG/PPG ratio [6].  

To date, the synthesis of such hydrogels is not limited 

solely to the use of diamino functional Jeffamine® ED 

and D series, but monoamino functional Jeffamine 

[Jeffamine M2005] has also demonstrated efficiency in 

the synthesis of temperature sensitive hydrogels. 

Typically, this functional Jeffamine® M2005 

composed of monoamino terminated  

polyoxyethylene-block-polyoxypropylene [POE-POP] 

has been used in the functionalization of 

polysaccharides to form comb-type grafted thermo-

responsive hydrogels [24, 25]. Normal types of 

temperature sensitive PEG / PPG based hydrogels with 

different structure have been extensively prepared. [6, 

20, 22, 23]. However, in terms of fast response with 

respect to the stimuli responsiveness, one of the useful 

ways to improve response rates is via the adaptation of 

the hydrogel’s structure at molecular level by grafting 

on the backbone of the polymers [17, 18]. In our 

previous studies, we prepared and compared PEG-PPG 

based normal- and comb-type grafted hydrogels and 

investigated their fast response rate to pH and 

temperature. Results depicted comb-type grafted 

hydrogels with the fastest response rates [26]. In 

addition, the volume phase transition temperature 

[VPTT] of the hydrogels depended mostly on the PEG-

PPG ratio [6, 8]. In this study, PEG-PPG based thermo- 

and pH sensitive comb-type grafted cationic hydrogels 

were successfully prepared via amine-epoxy ring 

opening reaction by varying PPG ratio. The effects of 

grafted PPG content, swelling and deswelling capacity 

as a function time as well as solubility fractions of the 

hydrogels were analyzed systematically at varying 

temperatures and pH conditions. In addition, the VPTT 

changes of hydrogels were investigated following the 

difference in PPG content and solution pH. 

Accordingly, it was observed that PPG ratio is vital in 

achieving efficient thermo-responsive hydrogels with 

rapid response and low solubility. The proposed novel 

comb-type cationic hydrogels show great potential for 

applications in various fields such as drug delivery, 

actuators, and smart sensors.  

 

2. Experimental 
 

2.1. Materials 

 

In the preparation of the epoxy networks, α,ω-diamino 

terminated polyoxypropylene-block-polyoxyethylene-

block-polyoxypropylene [Jeffamine ED600] and 

monoamino terminated polyoxyethylene-block-

polyoxypropylene [Jeffamine M2005] of average 

molecular weights 528 and 2090 g/mol, respectively, 

were supplied by Hunstman [Texas, USA]. 

Polyethylene glycol bis[glycidyl ether] [PEGDGE] of 

average molecular weight 500 g/mol was purchased 

from Sigma–Aldrich [Darmstadt, Germany]. Scheme 1 

displays the chemical formulas of PEG and PPG based 

reactants. Toluene was used as the extracting solvent 

for non-reacted molecules was supplied by Sigma–

Aldrich. AMC-2 catalyst [Aerojet Chemicals, Rancho 

Cordova, CA], composed of 50% trivalent organic 

chromium complexes and 50% phthalate esters was 

used to minimize possible epoxy homopolymerization. 

All obtained products were dried under vacuum at 40 

°C for 48 hours before use.  

2.2. Preparation of comb-type grafted PEG-PPG 

Hydrogels  

 

Five different networks were prepared based on the 

initial molar concentrations of the reactive groups 
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[r = 2[NH2]0/[E]0 ], where r is the molar ratio of amine 

[NH2] to epoxy groups.  

Catalytic amount of AMC-2 catalyst (1 drop) was 

added to this composition as a catalytic inhibitor of 

side reactions. All reactants in the composition mixture 

were first stirred homogeneously at 100 °C for 15 min 

and then poured into silicon molds. In these molds, the 

reactions were performed under nitrogen atmosphere 

at 120 °C for 48 h. The obtained gels based on 

hydrophobic Jeffamine® M2005 to PEG diepoxide 

mole ratio were labeled JM0, JM10, JM20, JM30, and 

JM40 as shown in Table 1.  

At the end of this reaction phase, non-reacted soluble 

fractions in the hydrogel networks were removed via a 

triple extraction step using toluene. The final products 

were carefully dried first in open air and then at 40 °C 

under vacuum for about 48 h. The soluble fraction (SF) 

was calculated using the following equation: 

 

𝐒𝐅 (%) =
𝐖𝟎−𝐖

𝐖𝟎
× 𝟏𝟎𝟎                                             (1) 

 

where, W0 and W are the weights of the hydrogels before and 

after purification, respectively.  

 

FTIR spectrum of dried hydrogels was obtained using 

Shimadzu 8201 FT infrared spectrophotometer at a 

resolution of 4 cm-1 in the range of 4000–400 cm-1. 

 

 

Table 1. Chemical composition of PEG-PPG based hydrogel with soluble fractions 
Hydrogel  Diepoxy  JM2005  JED600  SF 

Code  g mmol  g mmol  g mmol  % 

JM0  1.00 2.00  0.00 0.00  0.53 1.00  6.29 

JM10  1.00 2.00  0.41 0.20  0.47 0.90  12.20 

JM20  1.00 2.00  0.84 0.40  0.42 0.80  24.23 

JM30  1.00 2.00  1.25 0.60  0.37 0.70  31.99 

JM40  1.00 2.00  1.67 0.80  0.32 0.60  39.60 

 

2.3. Swelling analysis  
 
The swelling behavior of the synthesized hydrogels 

with respect to change in pH and temperature was 

evaluated by immersing weighted hydrogels into the 

different pH buffer solution of 2.5, 5.0, 7.4, and 10.0 

as well as different temperatures from 4 to 50 oC for 24 

h. The ionic strength of all pH buffer solutions was 

adjusted to 0.1 M beforehand. Once the swollen 

hydrogels reached equilibrium, they were separated 

from the buffer solution, blotted with filter paper and 

then measure accurately in triplicates and the average 

value recorded. The swelling ratio [SR] was 

subsequently calculated following the equation below. 

  

𝐒𝐑 =
𝐖𝐬

𝐖𝐝
                                                                    (2) 

 

where, Ws and Wd are the weights of the equilibrium 

swollen and dried gels, respectively.  

 

The dynamic swelling behaviors of the hydrogels were 

analyzed by calculating the change in SR as a function 

of time at 4 °C in pH 7.4 buffer solutions. At regular 

time intervals, the hydrogel samples were removed 

from the buffer solutions, blotted, and weighed to 

calculate the water retention using the following 

equation: 

 

𝐒𝐑𝐭  =
𝐖𝐭

𝐖𝐝
                                                                    (3) 

 

where, Wd represents the weights of the dried samples 

and Wt represents the weights of the swollen hydrogels 

at time t.  

 

2.4. Deswelling capacity  

 

The deswelling rate of the hydrogels was investigated 

using swollen samples in pH 7.4 buffer solution at 4 oC 

for 24 h and then transferred to an oven of temperature 

40 °C. At this temperature, the weight difference of the 

hydrogels was gravimetrically determined at varying 

time intervals as described above. The water retention 

[WR] percentage was calculated using the equation 

below. 

 

𝐖𝐚𝐭𝐞𝐫 𝐫𝐞𝐭𝐞𝐧𝐭𝐢𝐨𝐧 =
𝐖𝐭−𝐖𝐝

𝐖𝐬
𝐱 𝟏𝟎𝟎                              (4) 

 

where, Ws represents the weights of equilibrium 

swollen hydrogels at 40 oC, Wt represents the weights 

of hydrogels at time t and Wd represents the weights of 

dried samples. 
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3. Results and discussion 
 

3.1. Synthesis and characterization of PEG-PPG 

based comb-type grafted hydrogels  

 

Five different compositions of hydrogels were 

synthesized via ring-opening reactions by reacting 

Jeffamine® M2005 and PEGDGE using Jeffamine® 

ED600 as the crosslinking agent. The schematic 

reaction processes are depicted in Scheme 1. The 

various hydrogel networks are formed by increasing 

the mole ratio of the monoamino-terminated polymer. 

A constant molar ratio of 1:2 was used between the 

amino and epoxy groups considering the reaction 

capability of one primary amines being able to bind 

with two epoxy rings. As observed in the reaction 

mechanism shown in Scheme 2, primary amines react 

with an epoxy moiety to form secondary amines 

followed by possible second reaction where another 

epoxy ring can be opened by secondary amines to form 

tertiary amine compounds. In addition, hydroxyl 

groups formed as intermediates during the ring-

opening reaction process may participate by reacting 

with epoxide rings as side reactions. Thus, the use of 

AMC-2 catalyst was incorporated as an inhibitor to 

eliminate side reactions generated by hydroxyl groups 

[27].  

 

 
Scheme 1. Illustration of chemical reactions involved in the preparation of comb-type grafted PEG-PPG based hydrogels. 

 

In general, during the preparation of such hydrogel 

networks, defects often exist described by loops and 

pendant links. These defects normally known as 

soluble fractions demonstrates negative effects during 

the characterization and application of the final 

product. Therefore after synthesis, it is essential for a 

suitable solvent to be used in the extraction of the 

comb-type grafted network, toluene was used as a 

suitable solvent to extract unreacted soluble PPG and 

PEG residues in the hydrogel by washing several 

times. For these hydrogels, an increase in the amount 

of Jeffamine M2005 increased the amount of soluble 
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fractions from 6.3% to 39.6% for JM0 and JM40, 

respectively. This is attributed to the decreasing 

amount of crosslinker and the entanglement of high 

molecular weight Jeffamine M2005 in the hydrogel 

network [20].     

 

 
Scheme 2. Schematic reaction mechanism representation of 

primary amines with epoxy moieties in the formation of 

epoxy networks. 

 

Fourier transform infrared [FTIR] spectroscopy was 

used to analyze the functionality of the hydrogels. 

Figure 1 depicts the FTIR spectra for varying ratio of 

PPG content for dried comb-type grafted hydrogels. 

The characteristic peaks at 846, 947, 1100, 1250, 1295, 

1347, and 1464 cm−1 were attributed to stretching 

vibrations for the polyether chains. The bands at 756 

and 911 cm−1 were assigned to the typical stretching 

and vibrations of epoxy rings which disappeared after 

the reaction [28]. Increase in the amount of 

incorporated Jeffamine M2005 was confirmed by the 

increasing intensity of symmetrically deformed and 

asymmetrically spread peak of PPG methyl groups at 

1373 and 2969 cm−1, respectively [6]. Also, the broad 

band observed at 3454 cm−1 relates to hydroxyl [-OH] 

groups formed during the ring-opening reaction 

process. 

 

3.2. Effect of contact time on the swelling capacity 

of hydrogels  

 

The effect of hydrogel swelling as a function of time 

was investigated at a constant pH 7.4 and at a 

temperature of 4 oC. The obtained results are illustrated 

in Figure 2. Swelling analysis performed at 4 oC was 

due to the cloud point temperature of Jeffamine® 

M2005 determined as 18 oC  [29]. All synthesized 

hydrogels demonstrated to reach equilibrium swelling 

within 24 h. Based on formulated samples, swelling 

capacity of hydrogels increased with increasing 

amount of Jeffamine® M2005. Therefore, the 

equilibrium swelling of the hydrogels were in the 

magnitude of JM40>JM30>JM20>JM10>JM0. 

Crosslinking density in hydrogels plays a vital role in 

their network stability. A gradual increase in the 

amount of Jeffamine® M2005 decreased the 

crosslinking density of the hydrogels. However, 

hydrogel samples with high crosslinking density 

reached equilibrium swelling faster than lower 

crosslinked hydrogels due to the hydrophobic nature of 

Jeffamine® M2005 that tend to slow water penetration 

into the hydrogel network. 

 
Figure 1. FTIR spectra of the prepared hydrogels. 

 

 
Figure 2. Swelling capacity of PEG-PPG based hydrogels 

as a function of time at 4 oC and pH 7.4 buffer solution. 

 

 

3.3. Effect of pH on the swelling capacity of 

hydrogels  

 

The effect of pH on equilibrium swelling of the 

hydrogels was evaluated at varying pH of 2.5, 5.0, 7.4 

and 10.0 at constant temperature of 4 oC. The deduced 

results are summarized in Figure 3. The prepared 

hydrogels are composed of cationic amine components 

such as tertiary amines or unreacted secondary/primary 

amines. These functional groups play an important role 

in the swelling capacities of the hydrogels with respect 

to medium pH. Maximum swelling capacities were 

determined at pH 5.0 as 4.69, 6.31, 7.93, 10.73, and 

12.22 g/g for JM0, JM10, JM20, JM30, and JM40, 

respectively. Considering the high acidity of pH 2.5, 
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the obtained lower swelling capacities  as compared to 

pH 5.0 for all hydrogels was attributed to the excess 

presence of H+ ions in solution that in tend reduced the 

osmotic pressure difference between outside and inside 

of the hydrogels [30], thus directly decreasing the 

swelling ability of the hydrogels. By the increasing pH 

to 7.4, swelling capacity of the hydrogels gradually 

decreased to 4.11, 4.89, 6.61, 8.29, and 10.21 g/g for 

JM0, JM10, JM20, JM30, and JM40, respectively. This 

decrease was related to decreasing charge density on 

hydrogels as pH increases thereby decreasing 

electrostatic interaction between hydrogels and water 

molecules [31]. However, swelling ratios of hydrogels 

did not decrease as much as before with increasing the 

pH from 7.4 to 10.0 due to the low electrostatic 

interaction change. 

 
Figure 3. Swelling capacity of PEG-PPG based hydrogels at 

different pH and constant temperature of 4 oC. 

 

3.4. Temperature response of hydrogels based on 

swelling analysis 
 
The thermo-responsive properties of the prepared 

comb-type grafted hydrogels were evaluated by 

determining swelling capacity at different temperature 

values ranging from 4 to 50 oC at constant pH 5.0 and 

7.4. Based PPG-containing hydrogels, The decrease in 

swelling capacity of hydrogels with temperature 

indicates that they are thermo-sensitive [ 

 

 
Figure 4. The swelling capacity of PEG-PPG based hydrogels as a function of temperature change A] original curves at pH 

5.0, B] derivative curves at pH 5.0, C] original curves at pH 7.4, and D] derivative curves at pH 7.4. 
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Figure 5. Water retention dependence on the deswelling time of PEG-PPG based hydrogels as the water temperature changes 

from 4 to 40 °C. 

 

 

 

4. Conclusions 
 

Crosslinked PEG-PPG thermo- and pH-sensitive 

hydrogels based on Jeffamine® M2005, Jeffamine® 

ED600, and PEGDGE were synthesized and 

characterized physico-chemically. The thermo- and 

pH-responsive behavior of hydrogels were evidenced 

via appropriate swelling measurements.  Jeffamine® 

M2005 induced interesting thermosensitive properties 

in the hydrogels due to its preponderantly 

intramolecular or intermolecular interactions and 

hydrophobic character. At high temperature, the 

swelling capacity of the hydrogels was mainly 

controlled by PPG concentration, which indicated an 

increase in swelling with increasing PPG hydrophobic 

content. While at lower temperature, the swelling 

ability was majorly controlled by crosslinking density 

that demonstrated the hydrogels swelling increased 

with decreasing crosslinker ratio. Comparatively, 

deswelling analysis showed that JM30 deswelled faster 

than JM40 due to its higher crosslinking density and 

suitable thermo-responsive properties. Thus, depicting 

JM30 as the most suitable thermo-responsive hydrogel 

with highest sensitivity and lower soluble fractions 

than JM40. In addition, VPTT of the PEG-PPG based 

hydrogels demonstrated to be in close agreements with 

the phase separation temperature of Jeffamine® M2005 

at pH 7.4. In conclusion, the prepared dual sensitive 

PEG-PPG hydrogels have chance for interesting 

potential applications in controlled drug delivery like 

our previous study [26]. Further studies are in 

development to appreciate their performances in this 

field.  
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Abstract  

Low-dimensional systems, consisting of GaAs / InGaAs heterostructures, have attracted 

considerable attention due to their many applications in optoelectronic and microelectronic 

devices. In the present work, the electron and the heavy-hole ground state energy in an 

InGaAs/GaAs cylindrical quantum well wires (CQWWs) is investigated with the consideration 

of geometrical confinement. The ground state energy was calculated as a function of 

hydrostatic pressure and temperature. Under the constant pressure and at a certain magnetic 

field value, while the ground state energy of the electron and the hole decreases depending on 

the temperature, it is observed that the energy increases as the hydrostatic pressure increases 

under the constant temperature. These calculations are interpreted with graphics. 
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1. Introduction  

 

Heterostructures are semiconductor devices 

obtained by the development of crystal growth 

techniques. It is used in the construction of high 

performance, fast and high frequency optical 

devices with heterostructures. Particle 

movements can be controlled in these 

structures, thus providing a high advantage in 

device designs. Low-dimensional structures 

include quantum wells (QWs), quantum well 

wires (QWWs) and quantum dots (QDs)[1-3]. 

 

As the III-V group semiconductors InAs is 

active in the infrared region, it has found wide 

application in optoelectronic systems.  For some 

applications there is a need of good quality InAs 

layers. The electron mobility of the InAs 

semiconductor compound is equal to 30000 

cm2/Vs and is approximately three times greater 

than the mobility value of the GaAs 

semiconductor material.The mobility is 

proportional to the carrier conductivity. As 

mobility increases, so does the current-carrying 

capacity of transistors. A higher mobility 

shortens the response time of photodedectors. A 

larger mobility reduces series resistance, and 

this improves device efficiency and reduces 

noise and power consumption. The band gap 

value of the InAs semiconductor compound is 

0.35 eV and is four times smaller than that for 

GaAs. This makes InAs / InGaAs compound 

based devices exhibit good electronic 

performance [4-6].  

 

Alloys such as InxGa1-xAs are used in detector 

structures, especially in semiconductor 

technology. In gallium indium arsenic 

(InGaAs), there is contact of indium 

semiconductor compound to gallium arsenic. 

Generally, it can be used in high power, high 

frequency electronics and it is superior to other 

known semiconductors such as silicon and 

gallium arsenic (GaAs) due to the high speed 

movement of the electron in this material group 

and the femtosecond life span of the carriers. 

The band spacing of indium gallium arsenic 

(InGaAs) has made this material indispensable 

for the construction of the detector, especially 

for fiber optic communications around 1300 and 

1500 nm  [7- 8]. InGaAs was first obtained in 

1978 by T. P. Pearsall by growing it on indium 

phosphate (InP) [9]. Pearsall found the 

bandwidth of this material, the effective mass of 

electrons and holehalls, their mobility and the 

properties of InxGa1-xAs. 

 

High Electron Moblity Transistor (HEMT) 

devices made using InxGa1-xAs are one of the 

fastest transistor types, and this material is a 

http://dx.doi.org/10.17776/csj.747296
https://orcid.org/0000-0003-0396-0210
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very popular material for infrared detectors. 

InxGa1-xAs has become more preferable 

(replaced by Germanium) due to the high 

stability current of germanium used in these 

materials. It is generally used in short 

wavelength infrared cameras. It can also be used 

to produce InxGa1-xAs laser. Lasers of 905nm, 

980nm, 1060nm and 1300nm were produced 

[10-12]. 

 

Hydrostatic pressure and temperature is a 

preventive external parameter that changes the 

electronic and optical properties of devices 

made of semiconductor materials. Therefore, 

the dependence of the optical and electrical 

properties of the GaAs / GaAlAs and GaAs/ 

InGaAs systems under pressure, temperature, 

electric and magnetic fields has attracted 

considerable attention [13-15]. 

 

In this study, the variation of electron and hole 

ground state energy levels in the cylindrical 

quantum well wire (CQWW) with GaAs / 

InxGa1-xAs was calculated with temperature and 

pressure. Numerical results showed that the 

particle ground state energy in QWs is highly 

dependent on external parameters. 

 

2. Theory 

 

Using the Hamiltonian new effective mass 

approach of the electrons and heavy-hole 

particles in GaAs/ InxGa1-xAs  CQWWs, the 

temperature can be written as below, under 

hydrostatic pressure, and outside magnetic field 

[16]. 

 

𝐻 =
1

2𝑚𝑒
∗(𝑃,𝑇)

(𝑃⃗ 𝑒 +
𝑒

𝑐
𝐴 𝑒)

2
+

1

2𝑚ℎ
∗ (𝑃,𝑇)

(𝑃⃗ ℎ −

𝑒

𝑐
𝐴 ℎ)

2
+ 𝑉𝑒(𝑒 , 𝑃, 𝑇) + 𝑉ℎ(ℎ , 𝑃, 𝑇) (1) 

 

where 𝑃⃗ 𝑒(ℎ) is the momentum operator, 𝐴 𝑒(ℎ) is 

the vector potential of the magnetic field, which 

is written as 𝐴 (𝑟 ) =
1

2
(𝐵⃗ × 𝑟 ), with 𝐵⃗ = 𝐵𝑧̂. In 

cylindrical coordinates, the components of the 

vector potential are chosen as 𝐴 = 𝐴𝑧 = 0 and  

𝐴 𝑒(ℎ) =
𝐵𝑒(ℎ)

2
. The subscripts e and h stand for 

electron and hole, respectively. 𝑚𝑒(ℎ)
∗ (𝑃, 𝑇), 

(𝑃, 𝑇) and 𝑉𝑒(ℎ) (𝑒(ℎ), 𝑃, 𝑇) are hydrostatic 

pressure and temperature dependent effective 

masses, dielectric constants and spatial 

confinement potentials. Since the effective 

masses of GaAs and InxGa1-xAs are close 

together, the effective mass of GaAs is used in 

calculations [17]. Dependence of the electron 

active mass on the hydrostatic pressure and 

temperature is given by Eq. 2 [23 ]. 

 

𝑚𝑒
∗(𝑃, 𝑇) = [1 + 𝐸𝑃

Γ (
2

𝐸𝑔
Γ(𝑃,𝑇)

+

1

𝐸𝑔
Γ(𝑃,𝑇)+0.341

)]
−1

𝑚0                                        (2) 

 

 

For heavy hole the temperature dependency is 

ignored and hydrostatic pressure dependency is 

given by  

 

𝑚ℎ
∗ (𝑃) = [0.134 + (𝑎2𝑃 + 𝑎3𝑃

2)]𝑚𝑜 (3) 

 

where 𝑎2 = −0.1 × 10
−2 GPa-1 and 𝑎3 =

5.5 × 10−4 GPa-2. The isotropic hole mass is 

defined in Eq 3. In calculation, the values of the 

physical parameters pertaining to the material 

GaAs in Ref [23] is used the heavy hole 

isotropic hole mass is calculated from 

 

(𝑚ℎ
∗ )−1 = (

2

3
) (𝑚ℎ

∗ (𝑥, 𝑦))−1 +

(
1

3
) (𝑚ℎ

∗ (𝑧))−1            (4) 

 

It was used as in 𝜀(𝑃, 𝑇) is the pressure and 

temperature dependent static dielectric constant  

and given by [18-20]. 

 
𝜀(𝑃, 𝑇) =

{
12.74 e−1.67∗10

−2𝑃 𝑒9.4∗10
−5(𝑇−75.6) , 𝑇 ≤ 200𝐾

13.18 𝑒−1.73∗10
−2𝑃 𝑒20.4∗10

−5(𝑇−300) , 𝑇 > 200𝐾
        (5) 

 

Similarly, 𝐸𝑔
Γ(𝑃, 𝑇) is the band gap defined for 

GaAs and InGaAs semiconductors. 

 

𝐸𝑔
Γ(𝑃, 𝑇) = 𝐸𝑔

0 + 𝛼𝑃 − 𝛽𝑇2(𝑇 + 𝑐)−1         (6) 

 

For the parameter values in this equation, Ref. 

[17] can be seen. The confinement potential 

𝑉𝑒(ℎ)(𝑒(ℎ), 𝑃, 𝑇) is given by 

 

𝑉𝑒(ℎ)(𝜌𝑒(ℎ), 𝑃, 𝑇) =

{
𝑉0𝑒(ℎ)( 𝑃, 𝑇) 𝜌𝑒(ℎ) ≥ 𝑅(𝑃)

0,      𝜌𝑒(ℎ) < 𝑅(𝑃)                                                            
 [22]           (7) 

 

𝜌𝑒(ℎ)   is the spatial confinement variable in 

cylindrical coordinates for electron and hole. 

Where 𝑉0𝑒( 𝑃, 𝑇) and 𝑉0ℎ( 𝑃, 𝑇) are the 
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confinement potentials of the electron and hole, 

respectively and the values of 𝑉0𝑒( 𝑃, 𝑇) and 

𝑉0ℎ( 𝑃, 𝑇) can be defined as in Eq.  8 [21]. 

 

𝑉0𝑒( 𝑃, 𝑇) = 𝐺𝑐 (𝐸𝑔
𝐺𝑎𝐴𝑠(𝑃, 𝑇) −

𝐸𝑔
𝐺𝑎𝐼𝑛𝐴𝑠(𝑃, 𝑇))  

𝑉0ℎ( 𝑃, 𝑇) = 𝐺𝑣 (𝐸𝑔
𝐺𝑎𝐴𝑠(𝑃, 𝑇) −

𝐸𝑔
𝐺𝑎𝐼𝑛𝐴𝑠(𝑃, 𝑇))           (8) 

 

where 𝐺𝑐 and 𝐺𝑣 are conductivity band offset 

and valence band offsets respectively, in this 

study the values are taken as 0.7 and 0.3. R (P) 

is defined as the pressure radius of the well as 

in Eq. 9, 

 

𝑅(𝑃) = 𝑅(0)[1 − 3P(𝑆11 + 2𝑆12)𝑃]
1/2       (9) 

 

 

 
Figure 1: Spatial and parabolic confinement for B = 

100 kG a) P=0 kG, T=300 K b) P=10 kG, T=300 K, 

c) P=10 kG, T=50 K. 
 

Where 𝑅(0) is the wire radius without 

hydrostatic pressure and 𝑆11 and 𝑆12 are the 

compliance constants of GaAs [22, 23].  In 

Figure 1, the potential profile consisting of the 

sum of the parabolic siege and the spatial siege 

originating from the magnetic field is given 

with the press and temperature. 

 

The ground state wave function in CQWWs 

under magnetic field, hydrostatic pressure and 

temperature [24].  The wave functions for the 

electron and hole ground state are given by Eq. 

10. 

 

In Eq. 10 the variable N is the normalization 

constant, 𝐹1(1 − 𝑎𝑜1, 1, ) and 𝑈(−𝑎𝑜1
′ , 1, ) 

are confluent hypergeometric functions which 

are corresponding solutions of inside and 

outside of the CQWWs respectively, in the 

presence of a uniform magnetic field parallel to 

the wire axis. We defined the variable 
𝑒(ℎ)

=

𝑒(ℎ)
2

2𝑐[𝑒(ℎ)]
2  in terms of cyclotron radius 𝑐[𝑒(ℎ)] =

√
ћ

𝑚𝑒(ℎ)
∗ 𝑐[𝑒(ℎ)]

 where 𝑐[𝑒(ℎ)] =
𝑒𝐵

𝑚𝑒(ℎ)
∗  is the 

cyclotron frequency. The Eq. 10 satisfies the 

boundary condition 
𝜕𝑖𝑛𝑡
𝜕𝑒(ℎ)

=
𝜕𝑒𝑥𝑡
𝜕𝑒(ℎ)

 at,  𝑒(ℎ) =

𝑅(𝑃), the normalization constant (N),  𝑎01𝑒(ℎ) 

and 𝑎01𝑒(ℎ)
′  are the eigenvalues for the ground 

state of the problem inside and outside the wire 

for an electron and hole, respectively. 𝐸𝑒1  and 

𝐸ℎℎ1  are magnetoelectric band energies for the 

lowest energy electron and highest energy 

heavy hole in the conductivity band and valence 

band. Ref. [24] terminology is calculated and 

the ground state of the system, electron (𝐸𝑒1) 

and hole energy (𝐸ℎℎ1), respectively are found 

as follows. 

 

𝐸𝑒1 = ћ𝑐(𝑒) (𝑎01(𝑒) +
1

2
)  

𝐸ℎℎ1 = ћ𝑐(ℎ) (𝑎01(ℎ) +
1

2
)        (11) 
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( 𝑒⃗⃗⃗⃗ , ℎ⃗⃗⃗⃗ ) =

{
 
 
 
 

 
 
 
 Nexp (−

𝑒

2
) 𝐹1(1 − 𝑎𝑜1(𝑒), 1, 𝑒),                                       𝑒

≤ 𝑅(𝑃)

𝑁
𝐹1(1 −𝑎𝑜1(𝑒),   1,   𝑅(𝑒))

𝑈(−𝑎𝑜1(𝑒)
′ ,   1, 𝑅(𝑒))

exp (−
𝑒

2
)𝑈(−𝑎𝑜1(𝑒)

′ , 1, 
𝑒),        𝑒 > 𝑅(𝑃)

𝑁 exp (−
ℎ

2
) 𝐹1(1 − 𝑎𝑜1(ℎ), 1, ℎ),                                     ℎ ≤ 𝑅(𝑃) 

𝑁
𝐹1(1 −𝑎𝑜1(ℎ),   1,   𝑅(ℎ))

𝑈(−𝑎𝑜1(ℎ)
′ ,   1,  𝑅(ℎ))

exp (−
ℎ

2
)𝑈(−𝑎𝑜1(ℎ)

′ , 1, 
ℎ),    ℎ > 𝑅(𝑃)

                        (10) 

 

 

 

3. Results and Discussion 

 

We chose semiconductor parameters to avoid 

complications. For example, the compound 

In0.53Ga0.47As is known to transform when the 

Ga alloy concentration goes beyond x = 0.6 

[gamma-L transition] and x = 0.8 [gamma-x 

transition. Therefore, the In concentration was 

chosen as x = 0.47 [25]. Also in calculations, 

effective mass values of GaAs were taken as 

𝑚𝑒
∗ = 0.067𝑚𝑜 and𝑚ℎ

∗ = 0.135𝑚𝑜. For 

InGaAs / GaAs semiconductor compound, 

Rydberg Constant 𝑅𝐵 =

𝑚𝑒
∗𝑒4 2ℏ2𝜖⁄

2
~5.80𝑚𝑒𝑉 and Bohr Radius 

𝑎𝐵 = ℏ
2𝜀 𝑚𝑒

∗   𝑒2⁄ ~(94.53𝐴̇) are equal 

to, where 𝜀 = 13.13 is the dielectric constant 

for GaAs. 

Fig. 2 shows the change of electron and hole 

ground state energy with hydrostatic pressure. 

In these calculations, wire radius R = 0.3aB, T = 

300 K and B = 100 kG were used. 
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Figure 2: Ground state electron   and heavy- hole 

(E e(hh1)) energy as a function of hydrostatic 

pressure for R = 0.3 aB, T = 300 K and B = 100 kG. 

 

Fig. 3 shows the variation of electron and heavy 

hole ground state energy with temperature (T) 

for In concentration x = 0.47 at P = 0 GPa and 

B = 100 kG. 

 

 
Figure 3.  Ground state electron and hole energy (E 

e(hh1)) as a function of temperature for R = 0.3 aB, T 

= 300 K and  B = 100 kG  

 

When Table 2 is examined, when the 

temperature is changed between 0-300 K, it is 

seen that the biggest change in the parameters in 

the table occurs in the value of the dielectric 

constant, and even this change is about 2%. 

Changes in other parameters are much smaller 

than this value. For example, when the 

temperature for the electron is 50 K, Ee1 = 68.52 

meV. When the temperature was increased to 

300 K, it was calculated as Ee1 = 68.28 meV. 

The amount of change between these values is 

less than 0.3%. 

 

It is clear from Table 2 that the dependence of 

the ground state energy in the GaAs/ InGaAs 

system on temperature is negligible, that is, the 

system is very stable under temperature 

changes. On the other hand, hydrostatic 

pressure appears to be very effective when the 

parameter changes in Table 1 are examined on 

the system. The potential height and the 

effective mass increase with increasing 

pressure, thereby increasing the energy. 
 

 

 

 

 

 

 

 

 

 



Başer / Cumhuriyet Sci. J., 41(3) (2020) 699-705 

 

703 

 

 
Table 1. The variation of dielectric constant, effective masses, potential heights and wire radius, with hydrostatic 

pressures for T = 300 K and B=100 kG. 

P(GPa) € (P, T) me/m0 mh/m0 V0e(meV) V0h(meV) R/aB 

0 13.18 0.063 0.146 476.2 204.2 1.00 

2 12.73 0.072 0.148 508.8 217.7 0.98 

4 12.29 0.080 0.151 531.8 227.9 0.97 

6 11.88 0.087 0.16 547.9 234.8 0.95 

8 11.47 0.092 0.173 556.3 238.4 0.94 

10 11.08 0.096 0.191 556.97 238.7 0.92 

 
Table 2. The variation of dielectric constant, effective masses, potential heights and wire radius, with temperatures 

for P=0 GPa and B=100 kG. 

T(K) € (P, T) mb/m0 mw/m0 V0e(meV) V0h(meV) 

0 13.52 0.066 0.0416 487.5 208.9 

50 12.70 0.066 0.0415 486.7 208.5 

100 13.58 0.066 0.0411 485.1 207.9 

150 13.61 0.065 0.0407 481.1 206.1 

200 13.66 0.064 0.0402 481.0 206.0 

250 13.73 0.064 0.0396 478.7 205.2 

300 13.80 0.063 0.0389 476.5 204.2 

 

4. Conclusion 
 

We calculated the magneto electric band 

energies for electron and heavy hole particles 

under R = 3aB and B = 100 kG magnetic field 

as a function of hydrostatic pressure and 

temperature using the effective mass approach 

in a one-dimensional GaAs / InGaAs 

cylindrical quantum well wires. The graphs 

show that as the hydrostatic pressure increases 

in both particles, the ground state energy 

increases. This increase in pressure and energy 

can be explained by looking at the value of the 

parameters. As pressure increases, wire radious 

and dielectric constant decrease while the 

confinement potential and effective mass value 

increase. In this case, particle energies increase 

as the quantum confinement effects on the 

electron and hole increase. 

 

The effective mass and potential height 

decrease as the dielectric constant increases 

with temperature. We can say that the 

temperature change almost does not affect the 

electronic energy and the hole energy because 

when the Table 2 is examined, it is seen that the 

amount of change of the parameters is less than 

2%. As it is clearly seen in Fig. 1 b) and c), at 

P = 10 GPa, at T = 50 K and T = 300 K, a small 

amount of decrease is observed as the 

temperature rises. However, increasing 

dielectric constant and decreasing potential 

height reduces the confinement effects of the 

particle and contributes to the reduction of 

electronic energy as the reduction in effective 

mass increases the mobility of the particle. 

Furthermore, we have also shown that, the 

binding energy is very stable for a large (0-

300K) of temperature variation. 
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Abstract  
 

In this study, antiproliferative effects of the anti-EGFR monoclonal antibody Cetuximab were 

evaluated using MDA-MB-231 cell line originated from triple negative breast cancer. As cell 

kinetic parameters, we evaluated Cell index, mitotic index, labeling index and apoptotic index. 

For this purpose, 20 μM, 45 μM and 60 μM Cetuximab concentrations were applied to the 

cells using the real-time cell analysis system (xCelligence DP) and IC50 values were 

determined. IC50 concentrations were used for all other parameters. According to 

experimental results, Cetuximab administration inhibited cell kinetics of MDA-MB-231 cells. 

xCelligence DP instrument detected IC50 concentrations of Cetuximab for cell line. These 

values were 45 μM for MDA-MB-231 cells. When these IC50 value applied to cells, 

significant decrease was detected in mitotic index, labelling index and significant increase was 

detected in apoptotic index for experimental groups. Student’s t tests for paired samples were 

used to assign statistical significance. p<0.05 level of significance was accepted. According to 

the results obtained, Cetuximab has the potential to slow down the prognosis of the triple 

negative breast cancer subtype. 
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1. Introduction 

Although cancer seems to be a single disease, it can be 

described as a disease group formed by the 

combination of many diseases. Breast cancer, which is 

the second species of this disease group that causes 

death in women, has an important place among cancer 

diseases.  Triple-negative breast cancer (TNBC) 

known as an aggressive cancer type is characterized by 

its appearance at younger ages, higher average tumor 

size, high-grade tumors, and sometimes higher rate of 

node positivity [1]. In addition, this group is known for 

the occurrence of metastases in the internal organs such 

as lung and brain, although early peak of relapse and 

less in bone between the first and third years after 

diagnosis [2].  

 

One of the member of the class I superfamily of 

receptor tyrosine kinases (RTKs) is the epidermal 

growth factor receptor (EGFR). These RTKs include 

different signaling proteins. All members consist of 

three regions: 1- Ligand binding site, 2- single 

membrane-spanning site, 3- site containing a 

cytoplasmic intracellular tyrosine-kinase. Receptors of 

this superfamily are expressed in various tissues such 

as neuronal, epithelial and mesenchymal tissues under 

normal conditions [3]. 

EGFR is a tyrosine kinase receptor and is 

overexpressed in different types of cancer. For 

instance, breast, ovary, colorectal and head and neck 

cancer. It plays an important role in the work of 

mechanisms necessary for tumor formation and 

progression [4]. EGFR is associated with advanced 

disease, poor prognosis, and resistance to therapy and   

therefore EGFR is an ideal candidate for various types 

of cancer [5].  

 

A monoclonal antibody Cetuximab binds to the 

extracellular domain of EGFR. In many human 

cancers, including head and neck and colorectal 

cancers, EGFR is overexpressed. Binding of EGFR 

with its endogenous ligand is prevented by this process 

and this blocks the receptor-dependent transduction 

pathway, and provides many antitumor agents [6, 7]. 

 

In this study, it was aimed to evaluate the effects of the 

anti-EGFR monoclonal antibody Cetuximab on MDA-

MB-231 cell line originated from triple negative breast 

cancer at the cellular level by using different cell 

kinetics parameters. 

 

http://dx.doi.org/10.17776/csj.59
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2. Materials and Methods 

2.1. Cell culture 

 

The MDA-MB-231 cells used in the experiments were 

purchased by our research laboratory from American 

Type Culture Collection (ATTC Manassas, VA, USA). 

Cells were cultured in DMEM (Invitrogen, Carlsbad, 

CA, USA) supplemented with 10% (v/v) fetal bovine 

serum (FBS; Invitrogen, Carlsbad, CA, USA), 100-

unit ml−1 penicillin and 100 μg ml−1 streptomycin. 

Cells were maintained at 37 ºC in a atmosphere 

containing 95%  humidity and 5% CO2. 

 

2.2. Preparation of drug concentration 

 

Application doses of 20 µM, 45 µM and 60 µM 

concentrations were prepared by diluting a total of 1 

mM Cetuximab (Sigma) stock solution. 

 

2.3. Cell index (CI) 

 

For cell index analysis, xCELLigence DP system was 

used. In experimental process for the impedance 

background measurement 100 μL of appropriate 

medium was added to each well. Then 5000 cell/well 

were seeded for MDA-MB-231 cell line. The final 

volume was 200 μL. 16 well E-Plates were incubated 

at 37°C with 95% humidity and 5% CO2 and 

monitored on the RTCA system at 15-minute time 

intervals for up to 24 hours without treatment and 

following 72 hours with treatment. The DP unit is 

wired to an external laptop runing the xCELLigence 

software (version 1.2.1). 

 

2.4. Mitotic index (MI) 

 

For evaluation of MI, cells were planted in 24-well 

plates. Each well contained 3x104 cells for both cell 

lines. Cells were incubated 24 hrs after cell seeding. 

Cells were treated with optimum Cetuximab 

concentration 0-72 hrs. At the end of these 

experimental period, for fixation, Carnoy fixative was 

used and the cells were made clear with the Feulgen 

method and stained with Giemsa. For analysing MI, 

approximately 3000 cells were counted. 

 

2.5. Apoptotic index (AI) 

 

DAPI (6-diamidino-2-phenylindole) was used to 

determine the apoptotic nucleus. It is a blue fluorescent 

dye. Cells were cultured in 6-well culture dishes and 

fixed with methanol: FTS mixture after the 

experimental process until staining was performed. 

Washing was carried out to remove the dye. For 

washing, PBS was used. A fluorescent microscope was 

used to identify apoptotic cells. 

 

2.6. Statistical analysis 

 

All parameters of cell kinetics (CI, MI, LI, AI) were 

evaluated according to the controls and each other. 

Therefore, in order to analyze the results one-way 

Anova test, Dunnett's test and Student's t-test were 

used. These statistical analyses were performed using 

SPSS statistics software (V22.0 IBM, Armonk, NY, 

USA). In the tests p< 0.05 level of significance was 

accepted. 

 

3. Results 

3.1. Cell index 

 

Cell index values obtained by applying Cetuximab to 

MDA-MB-231 cells at 20 μM, 45 μM and 60 μM 

concentrations were compared with the standard 

curves; while no significant antiproliferative effect can 

be seen at a concentration of 20 μM, it is believed that 

DNA damage occurs at concentrations of 45 μM and 

60 μM (Figure 1). In addition, after 24 h Cetuximab 

applying, the IC50 value of MDA-MB-231 cells was 

determined as 45 μM with the xCelligence DP device's 

own system. 

 

 

Figure 1: Graph of cell index of MDA-MB-231 cells treated 

with Cetuximab at concentrations of 20 μM, 45 μM and 60 

μM (-- Control, -- 20 μM, -- 45 μM, -- 60 μM). 

 

3.2. Mitotic Index 

 

In order to assess the change in mitotic index values by 

applying Cetuximab on MDA-MB-231 cells; cultured 

cells were treated at a concentration of 45 μM for 24 h, 

48 h and 72 hours.  The results showed that this 

concentration decreased the mitotic index from 4,24 % 

to 2,76 % at 24 h; from 5,56 % to 1,98 % at 48 h and 

6,18 % to 0,93 % at 72 h (Figure 2). 
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Figure 2: Mitotic index values of MDA-MB-231 cells 

treated with 45 μM Cetuximab for 24-72 hours (p <0.05). 

 

3.3. Labelling index 

 

Labelling index values belonging to MDA-MB-231 

cell line after administration of 45 μM concentration 

Cetuximab was shown in Figure 3. Labelling index 

values decreased from 7,81 to 3,57 at 24 h; from 8,18 

to 2,26 at 48 h and from 8,32 to 1,19 at 72 h for MDA-

MB-231 cell line. Labelling index values of MDA-

MB-231 cells decreased significantly with time as a 

result of Cetuximab administration. This decrease was 

statistically significant (p <0.05). 

 

 

Figure 3: Labelling index values of MDA-MB-231 cells 

treated with 45 μM Cetuximab for 0-72 hours (p<0.05). 

 

3.4. Apoptotic Index  

 

Administration of 45 µM concentration of Cetuximab 

to MDA-MB-231 cells caused apoptotic cell death. 

Apoptotic index values increased from 7,23 to 15,26 at 

24 h; from 10,62 to 21,22 at 48 h and from 11,22 to 

29,43 at 72 h for MDA-MB-231 (Figure 4). Apoptotic 

index values of MDA-MB-231 cells increased 

significantly with time as a result of Cetuximab 

administration. This decrease was statistically 

significant (p <0.05). 

 

 

 

Figure 4: Apoptotic index values of MDA-MB-231 cells 

treated with 45 μM Cetuximab for 0-72 hours (p<0.05). 

 

4. Discussion 

 

Because of the toxic side effects of traditional drugs 

used in cancer treatment and the emergence of resistant 

cells after treatment, cancer treatment is not fully 

successful and the disease-free survival is reduced [8]. 

Many studies have shown that triple negative breast 

cancer has a worse prognosis than hormone receptor 

positive breast cancers [9- 14]. Current treatment 

options are limited especially for TNBC among the 

different types of breast cancers. Therefore discovery 

and development of novel molecules is very important 

in terms of treatment options. Among breast cancers, 

TNBC subtype metastatic progression is characterized 

by poor prognosis and also. Metastatic progression is 

one of the poor prognosis indicators of TNBC. In 

addition, the absence of biomolecules that can be 

targets for targeted therapies is the main feature of 

TNBC [15]. Therefore, there are currently no FDA-

approved targeted therapies for breast cancer subtypes. 

At first triple negative breast cancer is very sensitive to 

chemotherapy, but a lot of triple negative breast cancer 

patients develop resistance to chemotherapy rapidly, at 

which point metastatic disease can be quite fatal [16].  

 

In many human malignancies, EGFR is abnormally 

activated by many mechanisms, such as receptor 

overexpression, overexpression of receptor ligands, 

gene amplification [17]. 72% of patients diagnosed 

with TNBC have overexpression of EGFR [18-22]. 

Studies have shown that EGFR mRNA levels are 

higher in TNBC than luminal A type breast cancer, 

which is positive for the hormone receptor [23, 24]. 

Cetuximab activates cellular immunity and antitumor 

mechanisms while inhibiting the downstream signal of 

EGFR [25]. In our study the effects of EGFR inhibitor 

Cetuximab were evaluated MDA-MB-231 cell line 

which expressed EGFR more. 

Experimental findings have led to the several clinical 

studies’ initiation to evaluate the effect of EGFR 
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inhibition (EGFRi) on triple negative breast cancer 

with metastatic potential. In the Phase II study, patients 

who had advanced breast cancer and who were not 

previously selected for chemotherapy evaluated EGFR 

kinase inhibitors [26]. Clinical studies also required the 

evaluation of the combination of DNA alkylating agent 

carboplatin with ligand blocking monoclonal antibody 

Cetuximab in addition to kinase inhibitors [27]. 

 

A study by Wang et al using MTT showed that 

Cetuximab is effective in many cell lines and increases 

the chemotherapeutic efficacy of other drugs on the 

cells [28]. In the study with MDA-MB-231 and 

SUM159 cell lines to evaluate breast cancer stem cells, 

fluorescence-activated cell sequencer analysis 

(Aldefluor + or CD44 + and CD24- / low) and 

mammosphere formation efficacy were measured. In 

this study, in vitro conditions, cells were treated alone 

with the combination of Cetuximab or Ixabepilone and 

Cetuximab. This study using Cetuximab alone or in 

combination showed that Cetuximab, applied in vitro 

conditions in breast cancer cells, decreases 

mammosphere formation efficiency and cancer stem 

cell population [29]. 

 

Brand et al. have demonstrated that after the EGFR 

expression is deactivated, it remains dependent on 

EGFR for proliferation of triple negative breast cancer 

cell types [30]. Liao et al. investigated the efficacy of 

paclitaxel and cetuximab and conjugated 

Nanodiamond on the MDA-MB-231 cell line. They 

found that this combination increased the anticancer 

effects in this cell line [31]. The study by Oliveras-

Ferraros et al. showed that the use of Cetuximab alone 

inhibits cell viability in MCF10A and MDA-MB-468 

cell lines where EGFR is over-expressed compared to 

other cell lines which EGFR is under-expressed in 

[32]. In the current study, the use of Cetuximab alone 

caused an increase in apoptotic index values in triple 

negative breast cancer cell line MDA-MB-231 which 

overexpress EGFR. 

 

As a result, in our study; when antiproliferative effects 

of Cetuximab on MDA-MB-231 cells originated from 

triple negative breast cancer was evaluated, Cetuximab 

decreased cell proliferation at an optimum 

concentration of 45 μM concentration for MDA-MB-

231 cells. It caused a significant decrease in cell index, 

mitosis phase and cell percentages in synthesis and also 

caused an increase in apoptotic index. 
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 Abstract  
The present research was undertaken to determine the effect of substituted 2,2'-[(2R,3R)-2,3-

dihydroxy-1,4-dioxobutane-1,4-diyl]bis(N-R-hydrazine-1-carbothioamide and (1R,2R)-1,2-

bis[5-(R-amino)-1,3,4-thiadiazole-2-yl]ethane-1,2-diols on the antioxidant status of the yeast 

Saccharomyces cerevisiae cells. This cell serves a good eukaryotic model system for the study 

of molecular mechanisms of oxidative stress. The Saccharomyces cerevisiae yeast cells were 

treated a series of 1,2-diols and thiadiazoles compounds and the malondialdehyde (MDA) and 

antioxidant vitamins (A, E, C) levels in the medium were measured by HPLC-UV. In the 

comparison done among groups, the MDA which is an indicator of lipid peroxidation and 

Vitamin E concentrations were showed statistically changed in the samples. Exposure of 

yeaset cells to L9 showed an increase in MDA and decrease in vitamin E levels but L2 and L8 

showed decrease in MDA and increase in vitamin E levels.  The results showed that 

compounds L9 caused a considerable oxidative stress and L2 and L8 have antioxidant activity.  
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1. Introduction  

The natural or chemical materials such as 

pharmaceutics, dyes, organic materials and 

biologically active compounds are containing the 

nitrogen atom containing heterocycles [1]. The 1,3,4-

thiadiazole nucleus is well-known heterocyclic nuclei, 

which is a functional group of a variety of medicinal 

agents and natural products. Because of their diverse 

biological activity, the 1,3,4-thiadiazole groups have 

become great interest by the researchers as important 

class of heterocycles. These biological activities are 

including antimicrobial [2], antituberculosis [3], 

antioxidant [4], antiinflammatory [5], anticonvulsants 

[6], antidepressant and anxiolytic [7], antihypertensive 

[8], anticancer [9] and antifungal activity [10].   

The diverse biological activities of the 1,3,4-

thiadiazole rings are associated with incorporating a 

toxophoric  -N=C-S linkage of which has been showed 

in many pesticides [11-14] and therefore 1,3,4-

thiadiazoles  and their Schiff bases have recently 

received significant importance [15]. Some natural 

products include enantiomerically pure 1,2-diols and 

this molecule is valuable intermediates in the organic 

synthesis of biologically active compounds [16]. They 

are readily transformed into chiral epoxides [17] 

aziridines, and amino alcohols [18]. Moreover, the1,2-

diol functionality is found in a number of synthetic and 

pharmaceutical intermediates [19]. 

The production of pharmaceuticals, chemical catalysts, 

and agrochemicals are need optically pure 1,2-diols 

[20]. Although the only commercial 1, 2, 4-thiadiazole 

drug is the antibiotic cefozopram, many drugs such 

asacetazolamide, methazolamide, megazol are 

containing 1,3,4-thiadiazole nucleus   which are 

available in the market [2, 21]. 

As a result of these studies, it is suggested that 1,3,4-

thiadiazole derivatives have wide biological effects. 

However, the nitrogen containing heterocyclic 

compounds becomes an important goal in modern 

organic synthesis for efficient antioxidant activity, 

nowadays.  

The hydrogen peroxide, superoxide anions and 

hydroxyl radicals, which are known reactive oxygen 

species (ROS), are generated by aerobic life style and 

living cells are exposed to these molecules. Free 

radicals are highly reactive ions or molecules that have 

unpaired electron [22, 23]. In some special cases, if the 

amount of reactive oxygene species increases and the 

antioxidant capacity exceeds, oxidative stress occurs 

[1]. The extracellular xenobiotics and substances can 

be generating this stress condition by which cause the 

loss of cellular integrity [2]. The several lethal diseases 

such as cancer and neurodegenerative disorders as well 

as aging related with oxidative stress has been in great 

focus due to its correlation with a normal and 

inevitable eukaryotic process  [3]. Reactive oxygen 

species (ROS) which are destroy to DNA via oxidative 

http://dx.doi.org/10.17776/csj.764614
https://orcid.org/0000-0002-3961-6422
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damage,   have been associated many health problems 

such as coronary heart diseases and carcinogenesis 

[24,25].  

The complex physiological response contains both 

enzymes (e.g., catalase, superoxide dismutase) and 

protective molecules for resistance to oxidative stress 

[22, 23] and the non-enzymatic low molecular weight 

molecules such as ascorbate, tocopherols, flavonoids 

and glutathione are important in scavenging ROS [23]. 

The Saccharomyces cerevisiae yeast cells that 

possibility of using genetic approaches are made a 

common experimental model for studies of stress 

response at the molecular level. Mammalian and yeast 

cells activate a wide response involving several 

defense mechanisms which named adaptive response, 

to adapt sensitive cells for environmental change such 

as temperature shifts and increased ROS levels [26].  

The aim of this work was to find antioxidant ability 

new chemical structures 1,2-diols and thiadiazoles by 

using Saccharomyces cerevisiae yeast cells. 

 

2. Materials and Methods 

2.1. Materials and chemicals 

The vitamin A (all trans-retinol), MDA (1,1,3,3-

tetraethoxypropane for standart) were obtained from 

Sigma (St. Louis, MO, USA). Vitamin C (ascorbic 

acid), vitamin E (α-tocopherol), HClO4, methanol, 

H3PO4 and KH2PO4 were purchased from Merck 

(Darmtadt, Germany). Stock solutions of compounds 

were prepared as 5000 µM solutions in DMSO 

(dimethylsulfoxid). 

2.2. Applied cells 

Saccharomyces cerevisiae yeast cells were used to 

determine antioxidant activity. Saccharomyces 

cerevisiae, a member of the fungi kingdom, is a single-

celled microorganism. Saccharomyces cerevisiae is 

ascomycetic yeast. The yeasts are contain high vitamin 

level, therefore increases its value as a nutrient.  These 

cells are often used as a model for molecular responses 

to oxidative stress metabolism [26]. 

The dry yeast sample contining the Microorganism 

Saccharomyces cerevisiae was stored at +4° C during 

the study. Preparation, cultivation of microorganism 

culture and the addition and incubation of chemicals to 

investigate the effect on microorganism were done in 

the Microbiology Laboratory. For Saccharomyces 

cerevisiae development and reproduction to be used in 

the experiment, Malt Extract Broth (Difco) was 

inoculated into and incubated for 48 h. at 25 ± 1 °C. 

The prepared yeast, broth culture is inoculated into 

YEDP (1 g yeast extract for 100 ml, 2 g bactopeptone, 

2 g glucose, 2 g agar) into the medium at a rate of 1% 

(104 yeast / ml) at 25 ± 0.1 ° C for 48 h. has been 

incubated. 

2.2. Chemical compounds used 

The whole of the work will be carried out in the 

chemistry department of Fırat University biochemistry 

and microbiology cell culture laboratory. The structure 

of the compounds 2,2'-[(2R,3R)-2,3-dihydroxy-1,4-

dioxobutane-1,4-diyl]bis(N-R-hydrazine-1-

carbothioamide and (1R,2R)-1,2-bis[5-(R-amino)-

1,3,4-thiadiazole-2-yl]ethane-1,2-diol to be used in the 

studies is given below [27].
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Figure 1. Structure of compounds a) 1,2-diols and b) thiadiazoles R: L1,L6 phenyl, L2,L7 p-tolyl, L3,L8 p-methoxyphenyl, 
L4,L9 allyl and L5,L10 ethyl. 

2.3.Test compounds treatmant Saccharomyces 

cerevisiae yeast cells for antioxidant prooxidant 

activity 

Saccharomyces cerevisiae yeast cells were added in 

test tubes at a density of about 1x106 ml-1 cell, and 

incubated for 1 day before the experiment. The test 

compounds were prepared at specific concentration by 

dissolving in DMSO. The final concentrations of test 

compounds in cells were 50 μM and incubated and 

stirred 24h. 
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2.4. Determination of MDA and vitamin C 

MDA and vitamin C levels were assayed according to 

the method of Karatepe, small modifications [28]. 

Briefly, the cells were collected and were gently rinsed 

twice with 2 ml of ice-cold Krebs–Ringer-Hepes buffer 

at the end of the incubation period (128 mM NaCl, 20 

mM Hepes, 1.4 mM MgSO4, 1.4 mM CaCl2, 1 mM 

NaH2PO4 and 5.2 mM KCl, pH 7.4). Then the mediums 

were treated with 0.1 ml of 0,5 M perchloric acid and 

0,1 ml water. The cells were scraped from the tubes and 

the lysates were santrifuged 5 min at ambient 

temperature. The supernatant were taken and separated 

17,5 % methanol (v/v) in 30 M monobmasic potassium 

phosphate buffer (pH 3,6) mobile phase.

 

   a            b  

Figure 2. HPLC chromatograms a) MDA (retention time 7.179) b) vitamin C (retention time 4.099). 

2.5. HPLC quantification of vitamin E and vitamin 

A 

Lipid soluble vitamins in cells were assayed according 

to the method of Catignani [29]. After incubation with 

the compounds in 100 µl of the cells suspensions, 200 

µL of Ethanol: Sulfuric acid (99: 1) and 100 µL of 

water was added for precipitation of proteins. After 

thorough mixing with vortex, it was centrifuged at 

4500 rpm for 5 minutes. Then 100 µL of n-hexane 

(0.05% butylated hydroxytoluene) was added on the 

centrifuged samples. With the addition of hexane, the 

lipid-soluble vitamins in the medium were extracted 

into the hexane phase. The tubes were mixed on vortex 

and centrifuged again. At the end of the centrifuge, the 

hexane phase was carefully separated and taken into 

the glass tube. 100 µL of n-hexane was added onto the 

sample again, mixed and centrifuged, and the n-hexane 

phase was combined with the hexane phase in the glass 

tube. The extracted hexane phase was carefully 

evoperated by using nitrogen gas. The residue from the 

hexane was dissolved in 100 µl of mobile phase 

(methanol/acetonitrile/chloroform, 47:42:11, v/v). 20 

µL of this solution was taken and injected into HPLC.

 
   a      b 

Figure 3. HPLC chromatograms a) vitamin E (retention time 3.922) b) vitamin A (retention time 2.342). 
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2.6. Apparatus  

Liquid chromatographic system consisted of LC-20AD 

pumps, DGU-20A5 degasser, SIL 20A autosampler, 

CTO-10AS VP column oven, SPD-M20A DAD 

system. These apparatus were connected via a 

communication module (Model CBM-20A), and 

controlled by a Shimadzu LC Solution Workstation 

(Shimadzu, Kyoto, Japan). A Shimadzu Shim-pack vp-

ODS column (150 L×4.6) was used. 

2.7. Statistical analysis  

SPSS 22.0 for Windows software (SPSS Inc., New 

York, IBM, USA) were used for statistical analyses. 

The statistical significance was set at P< 0.05 and 

results are expressed as mean±S.D. Comparison 

between mean values for antioxidant parameters were 

made by independent sample t-test. 

3.   Results and Discussion 

3.1. Selection of working type 

Only in vitro method cannot be sufficient to determine 

antioxidant activity, and therefore in vivo methods are 

required to assess antioxidant activity. Due to this fact, 

antioxidant activities of the new compounds have been 

tested by using Saccharomyces cerevisiae yeast cells 

as in vivo model [30]. 

 

3.2. Induction of lipid peroxidation by test 

compounds 

 

The mean MDA levels of the groups are given in Table 

1 and Figure 2a. Significant differences were found in 

MDA levels. After 24 h incubation of the 

Saccharomyces cerevisiae yeast cells with test 

compounds, the levels of MDA in L2, L3 and L8 

groups statistically decreased and compound L9 

induced lipid peroxidation from compared to the 

controls.  

 

3.3. Effects of the compounds on the vitamins A and 

E levels of cells  

Vitamins E levels are increased by the L2 and L8 and 

decreased by the L9 compounds treatment (Table 1 and 

Figure 2b). Vitamin A and C levels were not changed 

all compounds statistically. The stopping chain 

reactions, metal ion binding activity, radical capture 

activity and reducing force factors explain of a possible 

antioxidant substance which it posses antioxidant 

activity [31]. 

 

This work was carried out in order to verify and to 

clarify the contribution of the biological side effects 

and relation of new compounds with reactive oxygen 

species (ROS). Reactive oxygen species (ROS) are 

formed and degraded by all aerobic organisms, leading 

to either physiological concentrations required for 

normal cell function or excessive quantities, the state 

called oxidative stress [32]. The malondialdehyde 

(MDA) [33] and isoprostanes [34], well known lipid 

peroxidation products, are produced ROS-mediated 

oxidation of membrane lipids.  

.

 

 
Table 1. The mean values of the vitamin A, E, C and MDA of Saccharomyces cerevisiae yeast cells treated 

with the compounds 

 Groups                       C vitamin, ppm MDA, ppm Vitamin A, ppm Vitamin E, ppm 

    

    

Control              0.79±0.04 22.24±0.57 0.07±0.009 0.87±0.08 

L1                      0.72±0.05 21.47±1.15 0.07±0.011 0.74±0.05 

L2                      0.84±0.04 17.34±0.88** 0.08±0.003 0.94±0.05* 

L3                      0.69±0.06 19.33±1.26* 0.08±0.007 0.74±0.04 

L4                      0.74±0.07 21.26±2.15 0.07±0.005 0.86±0.04 

L5                      0.74±0.06 20.84±1.32 0.07±0.004 0.74±0.04 

L6                      0.75±0.08 20.76±1.23 0.07±0.006 0.75±0.03 

L7                      0.75±0.07 21.59±1.15 0.07±0.007 0.76±0.03 

L8                      0.85±0.07 17.66±0.81** 0.08±0.004 0.96±0.05* 

L9                      0.64±1.00 26.40±0.94* 0.07±0.004 0.72±0.03* 

L10                    0.74±0.08 21.84±0.53 0.06±0.008 0.79±0.04 

    
*p < 0.05;   **p < 0.01;     
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   a      b  

 
Figure 4. Comparison of the mean concentration of the a) MDA and b) vitamin E compound treated cells, (*p≤0.05, 

**p≤0.01). 

 

ROS are continuously produced in actively 

metabolizing cells. However, Saccharomyces 

cerevisiae, like all organisms, contains effective 

antioxidant defense mechanisms, which detoxify ROS 

as they are generated and maintain the intracellular 

redox environment in a reduced state. An oxidative 

stress is said to occur when ROS overwhelm these 

defenses, resulting in genetic degeneration and 

physiological dysfunction, leading eventually to cell 

death.  

The cellular antioxidant systems have two major 

groups, enzymatic and nonenzymatic [32]. The 

vitamin C, vitamin E and carotenoids are non 

enzymatic low molecular weight antioxidant 

compounds and they are consumed by the metabolism 

and may fall below normal ranges. For the evaluation 

of oxidative stress in biological systems, the analyses 

of levels of antioxidants and MDA are very important. 

Saccharomyces cerevisiae, as a typical eukaryotic 

model microorganism has some advantages in 

comparison to humans and animals, such as its simple 

structure that known genetic background and easy 

manipulation. Moreover, Saccharomyces cerevisiae 

genome possesses a strikingly high-level of functional 

conservation within the human genome and other 

higher eukaryotes. In consideration of these 

advantages, Saccharomyces cerevisiae has become a 

prominent model for evaluating some cell damages to 

quickly provide functional clues [30].  

In order to eliminate the harmful effects of oxidative 

stress, many researches are carried out to illuminate the 

oxidation antioxidation mechanisms and produce 

solutions. These mechanisms are very important in 

various living systems, especially human beings. Yeast 

cells and mammalian cells largely are similar. For this 

reason, aging, apoptosis and various diseases caused 

by oxidative stress are important in lighting studies. 

Cytotoxicity of xenobiotics could be explained by the 

impairment of either cellular regulation system, 

intracellular synthesis of macromolecules or cellular 

transduction signalling. For the determination of 

antioxidant and prooxidant activity of test compounds, 

we choose and consider MDA and antioxidant 

vitamins [35]. The cell death occurs as a result of 

membranes that change structure and lose function 

with lipid peroxidation and increased production of 

MDA [36]. MDA can be measured by many methods 

and it is one of the most important indicators of lipid 

peroxidation [37, 38]. The results show that in the 

Saccharomyces cerevisiae yeast cells, L9 compound 

induced oxidative damage by generating lipid 

peroxidation which it increased MDA formation and 

decreased antioxidant vitamin E levels. The presence 

of high MDA levels in sample points to the induction 

of peroxidation following L9 administration.  

As seen from the table and figures, L1, L3, L4, L5, L6, 

L7 and L10 did not affect vitamins A, E, C and MDA 

levels but L2 and L8 caused significant increase 

vitamin E and the decrease MDA concentrations 

statistically which has not been previously described. 

This indicates that the L2 and L8 supplements were 

able to spare the vitamin E concentrations with 

decreasing the lipid peroxidation in the cells. 

The Vitamin E antioxidant capacity is very large and 

high because its antioxidant duty performs by using all 

mechanisms such as radical destruction, breaking the 

chain, suppression, repairing broken structures [31, 

32]. 

The more literatures showed that the thiadiazole nuclei 

have anticonvulsant, anti-leishmanial, antimicrobial, 

antidepressant, antioxidant, radio protective, 

anticancer and anti-inflammatory activities. 

Kus et al [39] synthesized some novel 5-[(2-

(substituted phenyl)-1H-benzimidazole-1-yl)methyl]-

methyl-1,3,4- thiadiazole-2-amines and tested for 
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antioxidant properties by using various in vitro 

systems. They have stated that some compounds 

prevented lipid peroxidation slightly at 10-3 M 

concentration. 

The 6-[3-(4-fluorophenyl)-1H-pyrazol-4-yl]-3-

[(2naphthyloxy)methyl][1,2,4] triazolo [3,4-b]-[1,3,4] 

thiadiazole (FPNT) and 6-[3-(4chlororophenyl)-1H-

pyrazol-4-yl]-3-[(phenyloxy)methyl]-[1,2,4] triazolo 

[3,4b][1,3,4] thiadiazole (CPPT) in vitro antioxidant 

activity had investigated  by DPPH and ABTS radical 

scavenging methods as well as by lipid peroxide assay 

[40]. The results of these assays proved FPNT to be an 

excellent antioxidant. 

The antioxidant activity studies of 1,3,4-thiadiazoles 

demonstrated that the thiol, thiosulfonic acid and 

phosphorothioate derivatives of thiadiazoles exhibit 

evident antioxidant activity. This activity can explain 

direct link between biological function and thiol 

containing aromatic ring [41].  

The thiol and aminothiol derivative thiadiazoles were 

synthesized by the Prouillac et al [42] and examined 

them for their antioxidant ability. The new compounds 

demonstrated the most scavenging activity for DPPH• 

and ABTS•+ free radicals.  

Conclusion 

The increase in free radical formation causes an 

increase in MDA level and GSH-Px enzyme activity 

and a decrease in vitamin E level.  

As a result of our experimental studies, the groups that 

the chemical substances used have affected their 

activities significantly. 

 

In conclusion, we investigated the antioxidant and 

prooxidant effects of test compounds on 

Saccharomyces cerevisiae yeast cells and the results of 

this work demonstrate that L9 compound caused 

oxidative stress and L2 and L8 have antioxidant 

activity.  

The antioxidant activity evaluation results have 

demonstrated that only aromatic groups exhibit evident 

antioxidant activity. It seems that our findings are 

compatible with the literature.  
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Abstract  
 

In open-source software development environments; textual, numerical, and relationship-

based data generated are of interest to researchers. Various data sets are available for this data, 

which is frequently used in areas such as software engineering and natural language 

processing. However, since these data sets contain all the data in the environment, the problem 

arises in the terabytes of data processing. For this reason, almost all of the studies using GitHub 

data use filtered data according to certain criteria. In this context, using a different data set in 

each study makes a comparison of the accuracy of the studies quite difficult. In order to solve 

this problem, a common dataset was created and shared with the researchers, which would 

allow to work on many software engineering problems. 
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1. Introduction 

One of the most common among cloud-based open-

source versioning systems is GitHub. GitHub has 

become the world's largest code server that hosted 

more than 100 million developers and more than 40 

million repos (https://en.wikipedia.org/wiki/GitHub). 

Repo is abbreviation for repository of projects, it can 

be thought of as a folder where we store projects. On 

GitHub-like platforms, development processes are 

distributed. Developers can make different 

contributions to projects from any location, via 

commenting, coding, opening issues, or fixing some 

bugs. By the results of these activities, large amounts 

of data are generated for researchers working on 

natural language processing and software engineering. 

In addition to these text data, from the social 

relationships of users with each other and with repos 

also extract different features. Thanks to these features, 

GitHub data is of great importance and interest for 

academic and commercial studies. 

 

In studies with GitHub data, researchers obtain data via 

the GitHub API or use some datasets. The most widely 

used of these datasets is known as GHTorrent [1–3]. 

The GHTorrent dataset was developed in the software 

engineering department of the TU Delft University [4]. 

The dataset presents all the data on the platform as 

downloadable dumps. The sizes of the GitHub datasets 

reach very high levels as they contain information from 

the entire platform. Working with data in such sizes is 

a problem in itself. When studies using GitHub data are 

examined, it is seen that almost all of them have 

created specific sub-datasets. Researchers have used 

the data in their studies by filtering the data according 

to their problems and possibilities. It is not possible to 

compare the successes of even the studies on similar 

subjects since each researcher works on the dataset that 

he/she has created. 

 

To address this problem in the literature, the copy of 

the GHTorrent dataset containing GitHub data up to 

2015 was localized and filtered with certain 

parameters, duplicate data was extracted, new fields to 

link the data were added, and a MongoDB dataset was 

created. In this way, a data set, which is much smaller 

than the GitHub environment, has been produced and 

shared, which will offer the opportunity to work on the 

challenges of software engineering in many areas such 

as task, user, project, and software development. It is 

possible to use this dataset easily during the algorithm 

or model development phase. The dataset was shared 

as a MongoDB archive for the developed codes to be 

applied to big data without being changed. 

 

2. Definition of Problem 

In studies using GitHub data, filtered datasets are used. 

Even if the problems studied are the same, since the 
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datasets are specific to each study, the accuracy of the 

claimed success rates has become controversial. For 

example, the works are given in Table 1 are all about 

pull request (PR). However, as can be seen, they have 

used different types of content and filtered data of 

different types. In order to provide a solution to this 

situation and to be able to conduct rapid experiments 

at the beginning of the studies, a small dataset was 

designed and produced to represent the big data. 

Table 1. The Filtered Dataset from some studies  

Study Number 

of repos 

Type of filter 

Zhang-2014 [5]  3587  Has more than 100 PR 

Veen-2015 [6] 475  - 

Yu-2015 [7] 40  
Has more than 100 PR 

and non-forked 

Junior-2018 [8] 32  
Has more than 100 PR 

and at least 5 developers 

Zhao-2019 [9] 74 Develop with Java 

 

GHTorrent consists of a lot of information about 

projects, definitions and contents of a problem (issue), 

comments, information about pull requests, code 

commit activities, repos that users follow, … (Table 2). 

Table 2. The Information of GHTorrent Dataset  

Domain Collections 

User 
Users, Followers, Watchers, 

RepoCollaborators 

Project Projects, Forks 

Development Commits, CommitComments 

Contribution 

Issues, IssueComments, 

PullRequests, 

PullRequestComments 

 

This dataset offers GitHub data in different formats as 

SQL tables and MongoDB collections. In this study, a 

public subset of data was created with the version 

covering data up to 2015. With the MongoDB queries, 

some errors detected in the GHTorrent dataset have 

been corrected, free from repetitive data, link features 

that are noticed to be missing from the collections have 

been added, convert to a simple and easy-to-operate 

size and content. While creating the dataset, all the data 

(approximately 750 GB) stored as MongoDB 

collections were downloaded to the local environment 

and put through the processes mentioned above. These 

processes have been developed in MongoDB in order 

to suitable for big data. The queries used for all 

transactions are shared on GitHub; 

 https://github.com/kadirseker00/GitDataSCP.  

Users is selected as the restrictive collection when 

filtering the dataset. A dataset has been created with all 

the information associated with the 100 selected users. 

All collections have been shared as CSV format, which 

is the most suitable in terms of size. 

3. Pre-Processes 

3.1. Filtering 

 

The 100 most active users on GitHub from the Users 

collection were selected; According to list below url; 

https://gist.github.com/paulmillr/2657075 

Based on these users, all data that has any relationship 

with them was filtered from other collections. The 

steps for filtering are shown in detail in Figure 1. 

 

3.2. Solving mistaken or missed data 

 

In order to obtain the dataset free from errors, it must 

be put through some process. In this section, the related 

MongoDB queries are given below each problem. 

Since the data selected in the dataset is planned in the 

user base, it is needed to determine the primary keys 

for collections. In this context, as a primary key (or 

distinctive feature); “user id” will be used on the data 

related to users, similarly "repo id" is used on the data 

associated with repos. Therefore, the existing problems 

with these fields must be eliminated. 

 

Firstly, the documents that has null value of these key 

features have been removed (Figure 1).  

 

Figure 1 Remove null data 

It has been noticed that the dataset contains duplicate 

documents that are thought created by users or retrieve 

mistakenly. Documents containing repeated data in 

key fields such as user id, repo id or full name were 

also removed. 

 

 

Figure 2 Remove duplicate data 
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It has been noticed that the dataset contains duplicate 

documents that are thought created by users or retrieve 

mistakenly. Documents containing repeated data in 

key fields such as user id, repo id or full name were 

also removed (Figure 2). 

 

 

 

Figure 3 The filtering process with the most active 100 users 

 

In some collections, it has been observed that the key 

fields do not exist or that their substitutes aren’t 

sufficient. 

 

a. Issues, Watchers collections have the owner and 

name fields of the repo. The full_ name field is 

created by combining two fields directly (Figure 

4). 

 
 

Figure 4 Create "full_name" field 
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b. In the CommentCommits collection, there is no 

owner and name fields. To obtain them firstly has 

been parsed the repo url field and extracted these 

fields. Then full_name has been created as 

combining them (Figure 5). A sample repo url; 

https://github.com/johndue/projectX) 

 

 

Figure 5 Extract "full_name" from url field 

 

c. After the process a or b, the field of repo_id has 

added to related collections as aggregate (join) 

with Repos collection on full_name. The query 

below means; find the documents from both 

collections which have the same full_name, then 

get the repo_id of this document from a collection 

and add it to a related document in the other 

collection (Figure 6). 

 

d. Similarly, since there is no field of user_id in the 

Followers collection, this field was added by join 

with Users collection on login field. (login is the 

name of user in GitHub database.) 

 

After handling these adding key or link fields process, 

the sub dataset has been created. The comparison of 

size between the GHTorrent and proposed filtered data 

set are given in Table 3. As can be seen from Table 3, 

working with huge data causes serious time losses, 

especially during the algorithm or model development 

phase. In this context, it is thought that the proposed 

filtered data set will provide researchers with a 

common data pool but will also save time in their 

studies.  Dataset is published on page below; 

 

https://github.com/kadirseker00/GitDataSCP

 

 

Figure 6 Join with repos and other collection on "full_name" 
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Table 3. The comparison of GHTorrent and proposed dataset  

 ~ Disk Size ~ Number of documents 

Name of Collection GHTorrent Proposed GHTorrent Proposed 

Users 1 GB 0.8 MB 5,000,000        100                        

Repos 30 GB          45 MB    20,000,000           40,000                   

Commits 298 GB       4 GB         41,000,000            500,000                 

Commit Comments       1 GB         90 MB          2,000,000             250,000          

Issues                 11 GB         3 GB          17,000,000            3,000,000              

Issue Comments 15 GB           4 GB          31,000,000          9,000,000        

Pull Requests        23 GB         5 GB          8,000,000             1,500,000   

Pull Requests Comments        6 GB 1 GB 5,000,000 1,200,000 

Followers           1 GB 20 MB 7,000,000 130,000 

Forks           8 GB 5 MB 11,000,000 7,000 

Watchers               7 GB 8 MB 38,000,000 50,000 

RepoCollaborators     1 GB 2 MB 5,000,000 4,000 

4. Results and Discussion 

In this study, a common dataset was proposed to the 

researchers working for the solution of software 

engineering challenges as a result of filtering with the 

GHTorrent dataset that contains an up-to-date copy of 

GitHub data. All filtering operations were performed 

in accordance with the big data in MongoDB 

environment so that the current versions of the data set 

can be extracted, and extensions/enhancements can be 

made.  

 

In the proposed dataset, the fields that will link 

between the collections have been added, the missing 

or repeated data noticed in the dataset have been 

removed.  

 

As a result, a clear and easy-to-operate GitHub dataset 

has been generated. The GitHub link given in the study 

can be used for downloading the dataset. It is planned 

to studies on the software engineering challenges with 

this proposed dataset. 
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Abstract  
 

In this study, bioactive glass powders were successfully synthesized by using the sol-gel 

process and bioactive glass powders were tabletted by direct dry pressing method. The 

morphology and surface properties of bioactive glass tablets were examined via field emission 

scanning electron microscope (FE-SEM) devices. X-ray diffraction (XRD) was utilized to 

evaluate the phases formed in the sol-gel bioactive glass tablets. Surface characterization of 

the tablets immersed in simulated body fluid (SBF) was carried out with XRD, FE-SEM, and 

Fourier transform infrared (FTIR). XRD, FTIR, and EDS analysis proved that the sample 

contained hydroxyapatite. Also, the in vitro mineralization assay demonstrated that bioactive 

glass tablets are capable of inducing the creation of hydroxyapatite after dipped in SBF. All 

analyze results showed that bioactive glass tablets have good apatite-forming activity. 
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1. Introduction 

 

Bioactive glasses are osteo-productive materials that 

give the ability to repair damaged bone. These 

properties are due to the developing dissolution in the 

physiological environment where the release of 

calcium, sodium, and phosphate ions begins to form 

and the apatite layer will form a vigorous bond with the 

surrounding bone tissues [1]. Bioactive glasses are one 

of the most promising bone regeneration materials 

because they can connect easily bone and assistance 

bone growth [2]. In addition, these glasses are capable 

of forming chemical bonds to the surface layer of the 

scaffold to promote new bone growth. In the 90s, 58S 

bioactive glasses were produced with a sol-gel method, 

which showed similar properties with 45S5 and 

showed higher dissolution rates for apatite formation 

[3]. 

The sol-gel process is a chemical-based synthesis road 

in which the solution having the precursor for the 

composition is subjected to polymer-type reactions at 

room temperature to form the gel [4]. Sol-gel is an 

important method that makes it probable to 

manufacture glasses containing compositions that 

cannot be achieved by conventional melting methods 

[5]. It also allows the chemical composition of 

bioactive glasses to be significantly expanded 

compared to the conventional melting process [6]. The 

sol-gel method has determined to be an ideal technique 

for preparing bioactive glasses. It is a process that 

allows the synthesis of glassy materials at low 

temperatures [7]. The sol-gels are made utilizing low-

temperature hydrolysis and condensation process. 

Solution chemistry provides an easy mixing and good 

homogenization of chemicals. Low reaction 

temperatures avoid crystallization and phase 

separation, thus let the formation of glass that cannot 

normally be prepared [2]. The sol-gel process allows 

the formation of a silica network around the polymer 

chains via introducing the polymer into the sol. TEOS 

has been added to control the degree of covalent 

bonding between inorganic and organic components 

and as a silica precursor [8]. 

Since dry press molding does not require a complex 

experimental process, it can be commonly used in 

some specific fields. Dry press molding is a method of 

forming the tablet form by mixing powder and additive 

which does not destroy the structure of the bioactive 

particles. The tableting of bioactive powder particles is 

the only physical reaction that the bioactive properties 

of the material are maintained. This demonstrates that 

bioactive glass tablets have excellent bioactivity as 

bone healing materials and can be used in biomedical 

applications [9]. The aim of this study is to form high 

bioactivity glass particles by the sol-gel method and to 
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tablet these bioactive glass particles and finally 

characterize this material. In the mineralization study, 

the hydroxyapatite formation process was 

systematically investigated. The phases, 

microstructures, and structural analysis of the tablets 

were identified by XRD, FE-SEM, FTIR before and 

after immersion in SBF. 

 

2. EXPERIMENTAL STUDIES 

2.1. 58S bioactive glass powders and tablets 

Triethyl phosphate, Tetraethoxysilane Merck, Calcium 

nitrate tetrahydrate Acros organics, Hydrochloric acid 

was obtained from Isolab chemicals company. The 

bioactive glass powder content was determined in 

moles, 36% CaO, 60% SiO2, 4% P2O5, and Triethyl 

phosphate (Ca(N03)2.4H20), Tetraethoxysilane, 

hydrochloric acid, and deionized water were used in 

this formulation. This study was carried out in four 

stages according to the method used by Chen et al [9]. 

First, 2.32 g triethyl phosphate, 20.48 g 

tetraethoxysilane, and 14.04 g Ca(N03)2.4H20 were 

added to a mixture of 2.60 g hydrochloric acid (2 M) 

and 15.64 g water, respectively. The mixture was 

stirred in a continuous magnetic stirrer until 

homogeneous. Then the zeta potential value of the 

sample was determined as  -0.0245 mV. Second, the 

sol was aged at room temperature for 48 hours to fully 

react hydrolysis of the polycondensation. During this 

period of aging, the sol solidified as a transparent gel. 

Transparent solidification is indicative of 

monomerization. 

 

In the third step, the gel was kept in the oven at 60 °C 

and 120 °C, respectively, for 24 hours to remove 

excess water and ethanol. The sample exposed to this 

temperature changes from transparent to white color 

and this event indicated that the polymerization is 

complete. Finally, the dried gel was applied to thermal 

processing in an oven at 650 °C for 3 hours to remove 

unreacted organic material. Thus, there was a burning 

reaction in the sample. After grinding for 3 hours at 

650 °C, the sample was ground in a mortar and 0.5 

grams for each tablet was weighed. To prepare tablets 

of good mechanical strength, it is necessary to reduce 

the grain size of the large bioactive glass samples to 

reduce the stress concentration effect of the bioactive 

glass tablets. The milled 58S bioactive glass particles 

were then made into tablet form by applying 22000 

pounds (10 metric tons) pressure on a Carver hand 

press using. Sol and solid bioactive glass tablets that 

solidify into a transparent gel are shown in Fig. 1. 

 

  
 

Figure 1. Bioactive glass tablets created by dry pressing 

method 

 

2.2. In vitro bioactivity of bioactive glass tablets 

 

The talent to form hydroxyapatite in vitro on the 

surface of the material was assessed by a simulated 

body fluid dipping test as described by Kokubo et 

al.[10]. The pH of the simulated body fluid solution 

was arranged to 7.40 with TRIS and HCl (1 M). The 

mineralization test with simulated body fluid was 

carried out at 37 °C for different periods of 7, 14, 21 

and 30 days. Acetone was utilized to finish the 

mineralization process of tablets while removing from 

simulated body fluid. The tablets were then washed 

sequentially with ethanol and deionized water and 

finally left in a 60 °C oven for 1 hour to dry. 

Subsequently, the morphology of the newly formed 

hydroxyapatite on the tablet surface was investigated 

by field emission scanning electron microscopy. 

Mineral composition and crystal structure of 

hydroxyapatite were described with X-Ray Diffraction 

and FTIR spectroscopy analysis. 

 

3. RESULTS AND DISCUSSION 

 
3.1. Simultaneous thermal analysis (STA) 

 

In order to determine the thermal processing 

temperature, simultaneous thermal analysis (STA) was 

done by examining the mass change of the organic-

containing sample depending on the increasing 

temperature (Fig. 2). The mass reduction of the coating 

formed as a function of time or temperature was 

determined by Perkin Elmer STA 8000 brand device. 

Tg/DTA analysis was performed on the heat-processed 

sample at 650 °C for 3 hours. There were three stages 

of weight loss and a fragmentation reaction became in 
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Tg analysis. Because the analysis was carried out under 

a nitrogen atmosphere. 

 

 
Figure 2. Tg / DTA Analysis 

 

3.2. XRD analysis 

 

The phases of the tablets obtained were characterized 

by the Panalytical Empyrean brand X-Ray diffraction 

(XRD) device. The XRD measurement was made in 

the range of 5-80 ° and the formed phases were calcite 

and hydroxyapatite before and after 7 days immersion 

in the SBF (Fig. 3). Fracture peaks observed at 2θ = 

25.8°, 31.7 °, 39.8 °, 46.7, 48.6 °, 60.4 °, 65 °, 66.4 ° of 

hydroxyapatite crystals, It corresponded to the 

reflections of (002), (211), (310), (222), (320), (331), 

(511), (422) before immersion in the SBF. The 

prolongation of the hydroxyapatite peak length of the 

tablet immersed in simulated body fluid for 7 days is 

evidence of bioactivity. XRD results indicated that 

bioactive glass tablets have well bioactivity in vitro and 

mineralization products are hydroxyapatite. 

 

 
Figure 3. XRD analysis of the sample which was kept in 

SBF for 7 days and was not kept 

3.3. FTIR analysis 

 

Chemical characterization of the samples was 

performed using Perkin Elmer Spectrum Two brand 

Fourier Transform Infrared Spectroscopy in the range 

of 400-4000 cm-1. Fig. 3 FTIR spectra of bioactive 

glass tablets before and after dipped in SBF may reflect 

the surface composition and structure of 

hydroxyapatite. Two peaks appearing at 603 cm-1 and 

565 cm-1 before being dipped in SBF P-O is connected 

to bending vibration. The reason for the occurrence of 

a two-part peak is that the molecules in the crystal 

lattice are regulated in a regular manner due to the 

reinforced intermolecular interaction and eventually 

lead to band division. After being dipped in SBF for 7 

days, these peaks length in the split phosphate band 

grew. When the mineralization time was increased to 7 

days, the hydroxyapatite crystallization process was 

accelerated and the intensity of the peaks increased as 

the mineralization time increased. At the same time, 

these peaks approaching each other were seen in 571 

cm-1 and 569 cm-1. Furthermore, the peak 

corresponding to the P-O tensile vibration before 

submerged in the SBF appeared at 941 cm-1 and is 

clearly visible. Peaks at 875 cm-1 and 1644 cm-1 

correspond to C-O tensile vibration. This indicates that 

the mineralization goods contain a carbon element. As 

a result, the mineralization product of bioactive glass 

tablets was hydroxyapatite after immersion in the SBF 

solution. 
 

 
Figure 4. FTIR analysis of the sample which was kept in 

simulated body fluid for 7 days and not kept 
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3.4. FE-SEM analysis 

 

The microstructure of the 58S bioactive glass tablet 

was examined using a Hitachi Regulus 8230 FE-SEM 

device. The FE-SEM Fig. 5 proved that the bioactive 

glass tablet has heterogeneous and irregular 

morphology. Vapor-liquid interfaces between 

bioactive glass powders occur with the drying process. 

Due to the impact of the interfacial stress, the curvature 

of the liquid surface has emerged between the particles. 

This was created a strong tensile force that caused the 

gel skeleton to precipitate. In the end, the particles 

were in close contact. This caused the soft and tough 

particles to come together. Therefore, the formed 

bioactive glass particles required to be pulverized 

before dry pressing molding. 

FE-SEM analysis revealed a large number of 

inhomogeneous nanoparticles on the bioactive glass 

tablets (Fig. 5). Initially, cracks were not observed in 

the microstructure. Nuclei formed on the surface of the 

sample dipped in SBF for 30 days grew. The surface 

was completely covered with formed hydroxyapatite 

clumps. However, large bioactive glass particles began 

to disintegrate in the sample immersed in SBF for 30 

days. Because the particles forming the tablets are not 

homogeneous, many micro-cracks have appeared on 

the surface of bioactive glass tablets (Fig. 7). After 

being dipped in SBF the tablets produced stress 

concentration and swollen. Cracks have been formed 

between the bioactive glass tablets and the SBF 

solution under the influence of water abrasion and ion 

exchange, as a result of physical and chemical 

reactions. While the Ca/P ratio was 10.30 before 

immersion in SBF (Fig. 5), this ratio was determined 

as 18.18 and 7.42 in the sample dipped for 7 days (Fig. 

6). Calcite was formed from the excess of calcium on 

the surface of the tablets. The Ca/P ratio of the sample 

immersed for 30 days decreased to 3.58, 2.88, and 3.07 

(Fig. 7). 

 
Figure 5. FE-SEM and EDS analysis of a heat-treated sample at 650 °C for 3 hours 
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Figure 6. FE-SEM and EDS analysis of the sample held in simulated body fluid for 7 days 

 



 

730 

 

 

 

Civan, Nurbas / Cumhuriyet Sci. J., 41(3) (2020) 725-731 
 

 

Figure 7. FE-SEM and EDS analysis of the sample held in simulated body fluid for 30 days 

 

4. Conclusions 

 

In this study, bioactive glass powders were 

successfully created via the sol-gel method. Powders 

were brought to the tablet form. It can be seen that the 

bioactive glass tablets made by dry pressing 

technology are pill-like and homogeneously 

structured, and the surface was slightly rough. In this 

study, 58S bioactive glass tablets were prepared and 

characterization studies were performed. Bioactivity of 

the formed tablets was appraised in vitro. The XRD, 

FTIR, and EDS analysis demonstrated that a dense 

layer of hydroxyapatite was formed on the surface of 

bioactive glass tablets after immersion in SBF and that 

the tablets had perfect bioactivity. The results show 

that the tablets created have the potential to use as a 

biological scaffold in tissue engineering. As a 
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consequence of the FTIR analysis, the formation of P-

O bonds in the structures of the samples was 

determined. The peaks became sharp with an increase 

in the waiting time in the SBF. In other words, it has 

been determined that the formation of hydroxyapatite 

increases. 
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Abstract 

In this study, three dimensional mixed convection heat transfer from discrete heat sources 

placed in a horizontal rectangular channel has been investigated numerically. 8x4 flush-

mounted discrete heat sources were mounted on the lower and upper surfaces of the channel. 

Air is used as working fluid (Pr0.7). The heaters at the bottom and at the top wall were kept 

at a constant heat flux. Side walls, upper and lower walls are insulated and considered 

adiabatic. Nusselt number distributions and the effect of the Grashof number (5.8x106≤ Gr* ≤ 

2.3x107) and Reynolds number (150 ≤ Re ≤ 971) on the buoyancy-driven secondary flow have 

been investigated. Distributions of velocity vectors and temperature contours have been 

determined by the numerical method, and the results have been presented in detail. Governing 

equations were solved by the control volume method using suitable boundary conditions. The 

numerical parametric study was made for aspect ratio of AR=8, at various Reynolds and 

Grashof numbers.  
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1. Introduction 
Mixed convection heat transfer in horizontal 

channels has received a considerable attention and 

has been applied in a wide range of engineering 

applications, such as heat exchangers, cooling of 

electronic equipment solar collectors, chemical 

processes and similar industrial applications. The 

most common methods applied for the cooling of 

electronic equipment comprise mixed convection 

using air or a liquid as the coolant fluid. 

 

An earlier investigation on electronic cooling was 

conducted by Kennedy and Zebib [1]. They 

investigated heat transfer from discrete heat sources 

between horizontal parallel planes under mixed 

convection conditions. Four different local heat 

source configurations were studied numerically and 

experimentally. Incropera et al. [2] who had another 

earlier study investigated heat transfer from a single 

and an array of flush mounted heat sources for water 

and FC-77 in a rectangular channel. Numerical 

mixed convection in an inclined channel with 

discrete heat sources subjected to uniform heat flux 

was studied by Choi and Ortega [3]. 

 

Three-dimensional mixed convection heat transfer 

from an array of discrete heat sources in a horizontal 

rectangular duct was studied numerically by 

Mahaney et al. [4]. The obtained results showed that 

the variation of the row-average Nusselt number 

with Reynolds number exhibits a minimum, 

suggesting that heat transfer may be enhanced due to 

buoyancy-induced secondary flow, by reducing the 

flow rate and hence the pumping requirements. 

 

Dogan et al. [5] investigated experimentally mixed 

convection heat transfer in a top and bottom heated 

rectangular channel with discrete heat sources for 

air. The lower and upper surfaces of the channel 

were equipped with 8x4flush-mounted heat sources 

subjected to uniform heat flux. Whole sides of the 

channel are insulated. The experimental study was 

made for an aspect ratio of (AR) 6, Reynolds 

numbers955≤ReDh≤2220 and modified Grashof 

numbers Gr*=1.7≤107 to 6.7≤107. 

 

Ozsunar et al. [6] investigated numerically mixed 

convection heat transfer in a rectangular channel 

under various operating conditions. They analyzed 

the effects of Grashof number, Reynolds number 

and inclination on mixed convection heat transfer. 

Air is used as the working fluid. A uniform heat flux 

was subjected to the lower surface of the channel, 

sidewalls are insulated and the upper surface is 

http://dx.doi.org/10.17776/csj.747235
https://orcid.org/0000-0002-9060-3053
https://orcid.org/0000-0002-8960-3267
https://orcid.org/0000-0001-9676-4387
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exposed to the surrounding air. The numerical study 

was made for inclination angles 0° ≤ θ ≤ 90°, 

Reynolds numbers 50 ≤ Re ≤ 1000, and modified 

Grashof numbers Gr = 7.0×105 to 4.0×106.  

 

Numerical investigation of three-dimensional 

laminar mixed convection heat transfer in a vertical 

channel with an array of heated blocks, simulating 

electronic components, have been investigated by 

Amirouche and Bessaih [7]. The governing 

equations used in the problem were solved by the 

finite-volume method. Heated elements were kept at 

constant temperature. Calculations were performed 

for a wide range of Grashof numbers and Reynolds 

numbers. None heated block cases were also 

considered. The obtained results were compared 

with experimental data obtained for similar 

parameters. 

 

Alami et al. [8] investigated numerically free 

convection heat transfer from electronic components 

in a horizontal channel with slots. The governing 

equations were solved using a control volume 

method, and the SIMPLEC algorithm was used for 

treatment of the pressure-velocity coupling. The 

results were obtained for Rayleigh numbers 

(104≤Ra≤8x105), Prandtl number (Pr=0.72), opening 

width (C=0.15), block gap (0.15≤RD≤1.0), and 

block height (B=0.5). 

 

In their experimental study, Dogan and Öney [9] 

investigated convective heat transfer in a horizontal 

channel with expanded heat sources with aluminum 

foam heat sinks. In order to investigate the effects on 

electronic element performance, they determined 

their effects on heat transfer by placing aluminum 

foam heat sinks on copper heaters in discrete form. 
The heat transfer results obtained for the empty 

surface and the foamed surface were compared and 

it is seen that with the use of aluminum foam heat 

sinks increases the heat transfer rate between 

approximately 36% and 70%. 

 

Doğan and Ozbalcı [10] have experimentally 

investigated the natural convection heat transfer 

from porous materials mounted in an inclined 

rectangular duct. The experiments were made for 

different Rayleigh Number range from 2.03 x107 to 

1.33 x108 and the channel inclination angles were 

varied from 0° to 90°. They determined that duct 

inclination angles and the use of porous materials 

have important effects on heat transfer. 

 

In the literature reviews, it was seen that there are 

very few articles that modeling electronic elements 

both separately and numerically. The present 

numerical study reports the initial results of a 

numerical investigation of mixed convection heat 

transfer in a horizontal channel, which is discretely 

heated at the upper and lower and the remaining 

channel surfaces are insulated. The numerical results 

have been compared with the experimental results in 

a previous detailed study by Dogan [11]. 

 

2. Numerical Model 
 

The system under consideration is a three-

dimensional channel model. The geometry and 

coordinate system of the horizontal channel with 

rectangular cross section used in the present study 

are depicted in Figure 1.  Each of the lower and 

upper surfaces of the channel are equipped with 8x4 

flush mounted heat sources, subjected to a uniform 

heat flux. The remaining sides of the channel are 

assumed to be completely insulated. 

 
Figure 1. Schematic illustration of the computational 

domain 

 
In this study, basic conservation equations defining 

the problem were solved with PHOENICS 

(Parabolic Hiperbolic or Eliptic Numerical 

Integrated Code Series) code working with the finite 

volume method. PHOENICS is a program that 

simulates heat and mass transfer, fluid mechanics, 

chemical reactions and similar events (Rosten and 

Spalding [12]). This CFD code provides iterative 

numerical approaches for solving nonlinear partial 

differential equation sets. Numerical solution 

procedure commonly used SIMPLE is an advanced 

form of the algorithm (Spalding [13]). Hybrid 

method was used for convection-diffusion transport. 

Equation sets are solved by TDMA (Tridiagonal-

Matrix-Algorithm) algorithm. 

 

Reliability criteria must be met in studies using the 

CFD method. In general, in CFD applications, for 

the solution results to give real values, the solution 

must be independent of the cell structure, and basic 

conservation equations must be satisfied. In this 

study, a 21x20x99 cell structure was determined to 

be appropriate. 
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3. Mathematical Formulation 
 

Some approaches are used to facilitate the solution 

of governing equations. One of them is the 

Boussinesq approach. In this approach, all other 

fluid transport properties are considered constant, 

except for the change in density. The equations 

written according to this approach are given below. 

 

In steady state conditions, for three-dimensional 

laminar incompressible flow, continuity, momentum 

and energy equations in Cartesian coordinates can be 

written as follows. 

 

Continuity equation; 
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x-momentum equation; 
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y-momentum equation; 
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z-momentum equation; 
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In these equations, p represents pressure,  

kinematic viscosity and  density. 

 

Energy equation; 
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Here; =k/cp is the thermal diffusion coefficient 

and viscous dissipation is neglected. Transport 

properties of the fluid have been accepted as 

constant. These assumptions necessarily bring some 

errors. However, the fact that the temperature 

changes are not excessive prevents these errors to be 

large. 

 

The expression g(T-T0) in the equation (3) above is 

defined as the term related to the buoyancy force, 

and indicates the acceleration of the fluid due to 

natural convection. T0 indicates the inlet temperature  

 

3.1.  Boundary conditions 

 

Inlet boundary conditions; 

 

uz=0= 0, v z=0= 0, w z=0= w0, Tz=0= T0, pz=0=p0  (6) 

 

Outlet boundary conditions; 

 

Assuming that the length of the channel is long 

enough, it can be written that the changes of the 

dependent variables in the direction of the channel 

axis at the output are zero. 
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Symmetry plane; 
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Side wall; 
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Assuming that there is no slippage on the upper, 

lower and side walls, conditions on these surfaces 

are written as given below; 

 

uy=0=0  ,   uy=H=0  ,   ux=W/2=0      (10) 

 

v y=0=0  , v y=H=0  ,   v x=W/2=0                     (11) 

 

w y=0=0  , w y=H=0 ,   w x=W/2=0          (12) 

 

 

Channel top surface; 
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Channel bottom surface; 
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The non-dimensional numbers resulting from the 

above formulations are defined as 

Hydraulic diameter; 
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A: Channel cross-area (m2)  

 

P: Channel perimeter (m) 

 

Reynolds number; 

 


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0w : inlet velocity (m/s) 

 

Grashof number; 
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Modified Grashof number; 
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g: Gravitational acceleration (m s-2)  

 

β: Thermal expansion coefficient (K-1)  

 

q’’conv: Average convection heat flux (W/m2)  

 
 : Kinematic viscosity (m2 s-1) 

 

Nusselt number can be calculated as shown below;  
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Nu: Nusselt number  

 

Q Conv: Convection heat transfer (W)  

 

Dh: Hydraulic diameter (m)  

 

Ah: Surface area (m2)  

Ts: Surface temperature (0C)  

𝑇b: Local bulk temperature (0C)  

k :Thermal conductivity of air (W/m K) 

 

In a study conducted with the CFD method, the most 

important criterion is that the results are in 

agreement with an experimental study. In Figure 2, 

the results obtained from the experimental setup for 

mixed convection heat transfer from discrete heat 

sources placed in a three-dimensional rectangular 

channel were compared with the present numerical 

results, and the results were seen to be in agreement. 

 

 
Figure 2. Comparison of numerical and experimental 

results for the lower heater temperatures for W/H = 8, Re 

= 971 and Gr* = 1.3x107. 

 

In Figure 3 (a) and (b), the change of Nusselt number 

according to the Grashof number is given for the 

value of W/H = 8 and Reynolds number 971 for 

upper and lower heaters, respectively. 

 

As can be seen from the Figure 3 (a), the row 

averaged Nusselt number increased with the 

increase of Grashof number. In the inlet section of 

the channel the Nusselt number distributions show 

forced convection thermal entry region properties. 

The region where the buoyancy induced flow 

becomes dominant is described as the mixed 

convection region. For each Grashof number, 

Nusselt number decreases in the first four rows, and 

from the 5th row onwards, the Nusselt number 

increases along the channel, with the effect of the 

secondary flow. At the lower Grashof number of 

5.8x106 the secondary flow effects decreases, and 

the variation of the Nusselt number is more close to 

that for forced convection flow. When Nusselt 

number distributions in the upper part of the heaters 

are examined (Figure 3 (b)), forced convection 

behavior manifests itself, and there is a slight 

fluctuation in the last three rows. This is due to the 

fact that the fluid moving upward from the bottom 

affects the upper heaters. 
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Figure 3. Nusselt number distributions for various modified Grashof numbers  

 

Figure 4 (a) and (b) shows row averaged Nusselt number distributions for both upper and lower heaters for 

different Reynolds numbers. As can be seen in 

Figure 4 (a), for all Reynolds numbers, the row 

averaged Nusselt numbers take a maximum value at 

the first rows, and from the 5th row, the buoyancy 

driven secondary flow has positive effects on the 

heat transfer, and as a result, Nusselt number 

increases. At 971, which is the maximum value of 

the Reynolds number, there is a decrease in the 

Nusselt number from the first row, but from the 5th 

row there is not much change on the Nusselt number 

along the channel. The higher the Reynolds number 

the smaller are the fluctuations in the Nusselt 

number. Therefore, it can be said that the forced 

convection effects of Reynolds number at the 

maximum value of 971 are higher. Looking at the 

distribution of the Nusselt numbers in the upper part 

of the channel in Figure 4 (b), it can be said that the 

forced convection effects dominate under all 

Reynolds numbers. For minimum Reynolds number 

(Re=150), it was observed that there was not much 

change in the Nusselt numbers along the channel. 
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Figure 4.Nusselt number distributions for various Reynolds numbers 

 

In Figure 5, temperature contour graphics are given 

for W/H=8 and Gr=1.3x107.As can be seen in the 

figure, the upper heaters temperatures increase along 

the channel, but are higher than that of the lower 

heaters temperatures. When looking at the 

temperature contours, it is seen that the air rises and 

reaches maximum values at the upper part of the 

channel. It is seen that the fluid temperature is low 

in the middle part, since the middle part of the 

channel is under the influence of the main flow 

stream. The fluid temperature also increases along 

the channel depending on the surface temperatures. 

When looking at the vector velocity distributions in 

Figure 6, the vortex cycle is not very evident during 

the first heaters. It is observed that the velocity 

profiles did not deteriorate too much during the first 

heater and their vorticity was almost absent. It seems 

that instability begins at the second row and the flow 

is now completely disrupted throughout the channel. 

It was observed that the velocity profiles in the upper 

part did not change much. The local velocities are 

very small at the top of the channel at low speeds, 

causing the heaters to overheat.
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8th row 
Figure 5.Temperature contour plots in the x-y plane for ReDh=1459, W/H=8, GrDh

*=1.3x107 
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Figure 6. Vector velocity profiles in the x-y plane for ReDh=1459, W/H=8, GrDh

*=1.3x107 
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4. Conclusions 
 

In this study, heat transfer under laminar mixed 

convection conditions in a horizontal channel with 

rectangular cross-section, discrete heaters with 

uniform heat flux on the upper and lower surfaces, 

was investigated numerically. For the heaters 

located in the lower part, the flow from the first row 

of the heaters has shown forced convection 

behavior, and an increase in the Nusselt numbers has 

been observed due to the effect of the secondary 

flow effective towards the middle rows (5, 6, 7, 8). 

For higher Grashof numbers, the buoyancy driven 

secondary flow was more effective. For higher 

Reynolds numbers, the Nusselt number has taken the 

maximum value, and forced convection effects have 

become more prominent. At the lower value of the 

Reynolds number, the difference between the 

Nusselt numbers for each row has decreased, and the 

secondary flow effect has become more dominant. 

The upper heaters, on the other hand, are mostly 

under the influence of the main stream, the forced 

convection feature outweighs and the Nusselt 

number is constantly decreasing throughout the 

number of rows. Only a slight increase was observed 

in the last row (j = 8).The reason for this increase is 

that the flow that moves upward from the bottom 

causes an intense air movement towards the heaters 

at the outlet. This situation caused an increase in the 

Nusselt number. For higher Grashof and lower 

Reynolds numbers, the elements at the upper 

channel were seen to be much warmer. This is 

undesirable. Especially in the design of electronic 

systems, placing the elements that emit low heat on 

the upper part is an important issue in terms of 

system security and efficiency. 
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 Abstract  
Operation rooms, human resources and equipment planning are essential for increasing the 

effectiveness of diagnostic and treatment methods in line with the needs of emergency cases. 

In this study, 151822 patients admitted to the emergency department (ED) within 3 years 

were examined in three categories including gender, fracture sites and causes of fracture. 

However, fracture cases were treated as time series and Long Short Time Memory (LSTM) 

method was used to estimate the number of future fracture cases. In the learning phase, the 

number of monthly cases in the next 6 months was estimated using 30-month case numbers. 

The Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Mean relative Error 

(MRE) values of the error rate between the estimated and actual number of cases were given.  
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1. Introduction  
 

With the changing living conditions, trauma and 

fracture patterns also change [1]. Epidemiological 

studies are used to identify them and to plan health 

services. The ability to act based on knowledge is 

important in today's world. In the field of health, 

patient information creates an intense accumulation of 

data. There are several methods for proper evaluation 

and analysis of this data. In recent years, machine 

learning was introduced in the medical applications 

and showed its remarkable efficiency in clinical 

diagnosis and decision support [2]. Presently, the 

recurrent neural network (RNN) was well employed 

in solving time series prediction problems and 

achieved prominent results in many fields. Several 

variants of RNN have been developed, and among 

them, long short-term memory (LSTM) network is 

one of the most popular variants. LSTM learns long-

term dependencies by incorporating a memory cell 

that can preserve state over time [3]. 

 

The answer to the question "What will happen in the 

future?" is important in providing health services. The 

artificial neural network method is also emphasized in 

the literature in predicting future patients [4]. 

Artificial neural networks have also started to be used 

in the field of orthopedics [5]. Our study stands out 

with the use of this method to predict future fracture 

patients. Current orthopedic literature in this area is 

generally in the direction of fracture diagnosis from 

patient images [6]. There are also studies suggesting 

the diagnosis of a fracture in automated systems with 

deep learning methods [7]. The general challenge in 

healthcare today is that physicians have access to a 

large amount of data about patients, but they have 

little time and tools to analyze them. The intelligent 

clinical decision supports in this direction are 

important for health service delivery planning, cost 

calculation and personnel distribution planning. These 

methods are used in future patient estimates [8]. 

There are few studies using the LSTM (Long Short 

Time Memory) model to predict patients who have 

had a heart attack [9, 10]. LSTM has been using for a 

long time in solving forecasting problems and 

analyzing big data [11]. However, no studies on the 

future prediction of orthopedic cases admitted to the 

emergency departments have been found in the recent 

literature. 

With the presented study, using the LSTM method, 

http://dx.doi.org/10.17776/csj.730441
https://orcid.org/0000-0002-2345-0827
https://orcid.org/0000-0002-6187-0451
https://orcid.org/0000-0002-8996-3385
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complex and heterogenic patient information and 

future patient prediction were made. According to this 

study, patients with limb fractures were examined 

epidemiologically from 151.822 patients who have 

applied to the emergency department in the last 3 

years. In the study, it was aimed to present the 

fractures epidemiologically according to age, gender 

groups, distribution throughout the year, fracture 

region - shape and causes of the accident. Besides, it 

was tried to predict future case projections using 

LSTM method. The availability of LSTM in this area 

has been studied. 

 

2. Materials and Methods 

 
2.1. Data collecting 

 

Among 151.822 patients who applied to the 

emergency department of the Sivas Cumhuriyet 

University Medical Faculty in 2011-2013, 2.105 

patients who applied for the extremity fracture were 

included in the study. The data were obtained by 

scanning backward from the registry. Age, gender, 

diagnosis and causes of accidents were noted. The 

patients were divided into four groups according to 

their ages as  18-40, 40-65, 65-80 and greater than  80 

old. The distribution of fractures according to gender 

was examined. Open and closed fracture rates were 

noted. The broken regions are listed as shown in 

Table 1. The data analysis was done in SPSS (Ver.23) 

program. Data were examined by considering 

percentage distribution, frequency and arithmetic 

means. 

 

2.2. Long short time memory (LSTM) 

 

Although Neural Network (NN) has achieved success 

in many applications, it does not achieve the desired 

accuracy in time series prediction. Recurrent Neural 

network (RNN) architecture, which enables the 

addition of the effect of past data to the next output in 

the time series prediction, reaches higher accuracy 

than NN in this series. However, if past inputs are 

connected to a longer sequence, performance rates 

decrease due to the short memory of RNNs. Long 

Short-Term Memory, LSTM architecture, which has 

been developed as a different version of RNN, allows 

the creation of longer past input-output relations [12]. 

In this study, Vanilla LSTM architecture by Gers and 

Schidhuber was used in LTSM method that has many 

versions [13]. The LTSM block consists of three gates 

named input gate, output gate, gate candidate and 

forget gate and a sub-block. The main idea of LSTM 

is that the current input of each block, xt and ht-1, 

which represents the short-term output of the previous 

block and the long-term output from the previous 

blocks, takes ct-1 into account for obtaining the block 

output. An LTSM block generates the short term ht 

and long term ct belonging to that block. 

 

The output of the forget gate is a nonlinear function of 

the current input with the state from the previous 

block, expressed by the sigmoid activation function; 

 

                    (1) 

 

where  is the output of forget gate,  is the bias for 

forget gate,  denotes gate sigmoid activation 

function.   and   corresponds forget gate 

coefficients. This output is between 0 and 1, and 

generates information on whether to be processed in 

the previous state in the current block or not. The 

input gate generates an output to calculate ct with a 

sigmoid activation function of xt and ht-1 inputs. 

 

                    (2) 

 

where  is the output of the input gate,  is the bias 

for forget gate,  denotes gate sigmoid activation 

function.   and   corresponds to input gate 

coefficients. The output gate generates information 

about whether the information in the previous door 

will be moved to the next block or not. 

 

        (3) 

 

where  is the output of the input gate,  is the bias 

for forget gate,  denotes gate sigmoid activation 

function.  W0 and U0 correspond to input gate 

coefficients.  The output gate generates information 

about whether the information in the previous door 

will be moved to the next block or not. If the long 

term memory information of the current block is ct the 

cell candidate block output is generated with zt.  

 

                    (4) 

 

        (5) 

 

                         (6) 

 

3. Results and Discussion 

 

The recent Covid-19 epidemic also showed us that 

the estimation of the volume of patients is very 

important for planning for health service. Although 
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some operations could be postponed to reduce the 

effect of the outbreak by reducing the hospital burden 

with lower patient acceptance, fractured patients 

treatment could not be postponed because of the 

urgency of treatment. Our study shows that the 

method we use can be used in other diagnostic fields 

as well. 

The extraction of future projections of the cases with 

LSTM was carried out by coding deep learning codes 

in the Matlab programming language. The total of 36-

month case data is divided into two parts: 30 months 

for the training and last 6 months cases for the 

estimation. The error between the LTSM estimation 

and the number of cases for each month in 6 months 

and the actual number of cases was used to measure 

the performance of the future estimator presented. 

 

3.1. Performance indexes 

 

To asses prediction performance of LSTM based case 

prediction, three performance indexes were used. 

Mean absolute error (MAE) was calculated as 

 

                    (7) 

 

Mean relative error (MRE) is calculated as 

 

                      (8) 

 

Root mean square error (RMSE) is calculated as 

 

                     (9) 

 

where  is the actual value,  is the predicted value 

for n instants. 

3.2. Simulation environment and result 

 

The prediction model was set up with the Matlab 

Neural Network Toolbox Results (Matlab R2018a). 

More than one scenario has been established for the 

estimation of the cases. These scenarios are as 

follows. 

 

Scenario 1: Estimation of the number of cases by 

gender for the next 6 months. 

 

Scenario 2: Estimation of the number of cases for the 

next 6 months according to the occurrence of the case. 

 

Scenario 3: Estimation of cases by fracture site 

classes for the next 6 months according to the fracture 

sites occurring in cases. 

 

Open fractures constituted 8.8% (186 of all cases) of 

all fractures that applied to the emergency 

department. These fractures are; Fractures were 

46.2%, tibia shaft 11.8%, ankle 7.5%, and tibia distal 

6.5% fractures. The leading cause of open fractures 

was a direct impact to bone 73.7%. In our study, the 

spine, pelvis, talus, calcaneus and femur shaft open 

fractures were not observed. 

 

According to the first scenario, 6-month estimation of 

the number of cases of men and women was made 

with LSTM, and their performance is shown in figure 

1 and 2, respectively. In the estimation made for 

women, it is seen that there are approximately 20 

cases between the number of cases realized in the first 

two months and the number of cases estimated, but 

the difference between the number of cases estimated 

for each month and the number of cases realized is 

less than 10. In the prediction of cases with male 

gender, a better estimation performance was obtained 

compared to women. Within the six-month forecast 

period, each case number error was estimated with ± 

10 errors, and the RMSE value was found to be 9.8.
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Figure 1. a) Full series of the case for woman (a), Predicted and actual case numbers (b), Prediction error for each month 

(c) 

 

 
Figure 2. Full series of the case for man (a), Predicted and actual case numbers (b), Prediction error for each month (c) 

 
In scenario 2, a classification was made according to 

the reason for the occurrence of the cases and an 

attempt was made to estimate the number of 6-month 

cases according to these classes. According to the 

reason of the broken cases, the cases were defined in 

eight classes which are a) normal falling, b) falling 

from the ladder, c) falling from a high place, d) the 

impact took as a result of the fight, e) sports injury, f) 

traffic accident, g) stress and h) others not in another 

class. The number of cases for 30 months and the 

number of estimates and actual cases for the next 6 

months are shown in Figure 3. The graph with the 

blue line shows the number of cases that occurred, 

while the red line shows the number of cases that 

were estimated.

 

 
Figure 3. Observed and predicted case according to the  cause formation 

 
In scenario 3, cases are divided into two main 

classes as Upper limp and Lower limp according 

to fracture areas. Upper limb identifies cases to 

separate fracture sites and these fractures are 

Clavicula, Scapula, Humerus, Forearm, Hand-

phalanx, Scaphoid, Spine, and Pelvis fractures. 

Lower Limb fractures are classified according to 

9 lower fracture regions and they are Femur, 

Patella, Tibia, Tarsal bones, Talus, Calcaneus, 

Foot phalanx, Ankle, Metatars fractures. In 

Table1, estimation performances of the number 

of cases according to the 6-month fracture region 
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are given. RMSE, MAE and MREs of the 

prediction errors of each major fracture region 

and the specific region where the fracture occurs 

are indicated in the table. Average RMSE, MAE 

and MRE values of each class were calculated as 

1.053, 0.839 and 0.358, respectively. 

 

 
Table 1. Performance indices of 6-month forecasts by broken region 

Broken region RMSE MAE MRE 

UPPER LIMB    

Clavicula 5,441 4,576 1,052 

Scapula 1,463 1,266 0,476 

Humerus 

  

Proximal 1,290 1,045 0,135 

Shaft 1,460 1,147 0,806 

Distal 3,869 2,719 0,572 

Forearm Proximal 1,311 1,085 0,274 

Shaft 1,742 1,090 0,402 

Distal 2,119 1,841 0,137 

Hand-phalanks 7,700 7,031 1,231 

Schaphoid 1,856 1,538 0,000 

Spine 0,545 0,351 0,934 

Pelvis 3,118 2,738 0,188 

LOWER LIMB    

Femur Proximal 4,143 3,298 0,420 

Shaft 2,403 1,746 0,836 

Distal 1,041 0,810 0,963 

Patella 0,806 0,702 0,361 

Tibia Proximal 1,489 1,178 0,933 

Shaft 1,221 1,176 0,028 

Distal 1,617 1,497 0,555 

Tarsal bones 0,582 0,454 0,996 

Talus 0,451 0,304 0,415 

Calcaneus 0,730 0,373 0,000 

Foot phalanks 0,378 0,285 0,083 

Ankle 1,118 0,935 0,041 

Metatars 1,695 1,322 0,769 

Mean 1,053 0,839 0,358 

 

4. Conclusions 

 

Knowing the epidemiological distribution and rates of 

fractures is important for preventive medicine as well 

as health service delivery and planning. According to 

our study, fall-related fractures in childhood are more 

common, while osteoporotic fractures caused by 

minor trauma are observed in the foreground in 

elderly patients. Hand fractures that occur as a result 

of the direct impact on bone are more common in 

adults who form an active workforce. In long bone 

open fractures, which are difficult and costly to treat, 

tibial fractures are in the first place. Despite all 

preventive activities, motor vehicle accidents are the 

leading cause of fractures. Epidemiological studies 

should be carried out at certain intervals according to 

changing living conditions and human activities. 

Removing future projections of fracture cases is very 

important for the programming of emergency and 

orthopedic clinical human resources, medical 

equipment and patient services. In this study, for the 

first time, a 6-month case number estimation from 30-

month case numbers was made by using LSTM, 

which is one of the deep learning methods. Since the 

shape of the fracture affects the planning of the health 

service provided, the causes of the fracture again, 

satisfactory results were obtained in 3 different 

scenarios, according to the gender, the occurrence of 

the case and the fracture regions formed in the cases, 
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according to the fracture class classes for the next 6 

months. 

 

Conflicts of interest 

The outhors state that did not have conflict of 

interests 

 

References 
 

[1] Kosuge D, Barry M. Changing trends in the 

management of; children’s fractures. Bone and 

Joint Journal, 97(4) (2015) 442-448. 

[2] Court-Brown CM, Caesar B. Epidemiology of 

adult fractures: A review. Injury, 37(8) (2006) 

691-697.  

[3] Xia J, Pan S, Zhu M, Cai G, Yan M, Su Q, et 

al. A Long Short-Term Memory Ensemble 

Approach for Improving the Outcome 

Prediction in Intensive Care Unit. 

Computational and Mathematical Methods in 

Medicine, 2019 (2019) 1–10.  

[4] Pham T, Tran T, Phung D, Venkatesh S. 

Predicting healthcare trajectories from medical 

records: A deep learning approach. Journal of 

Biomedical Informatics, 69(2) (2017) 18–29.  

[5] Olczak J, Fahlberg N, Maki A, Razavian AS, 

Jilert A, Stark A, et al. Artificial intelligence 

for analyzing orthopedic trauma radiographs: 

Deep learning algorithms—are they on par 

with humans for diagnosing fractures? Acta 

Orthopaedica, 88 (2017) 581–586.  

[6] Lindsey R, Daluiski A, Chopra S, Lachapelle 

A, Mozer M, Sicular S, et al. Deep neural 

network improves fracture detection by 

clinicians. Proceedings of the National 

Academy of Sciences of the United States of 

America, 115(45) (2018) 11591-11596. 

[7] Cheng CT, Ho TY, Lee TY, Chang CC, Chou 

CC, Chen CC, et al. Application of a deep 

learning algorithm for detection and 

visualization of hip fractures on plain pelvic 

radiographs. European Radiology, 29 (2019) 

5469-5477.  

[8] Choi E, Bahadori MT, Schuetz A, Stewart 

WF, Sun J. Doctor AI: Predicting Clinical 

Events via Recurrent Neural Networks. JMLR 

Workshop and Conference Proceedings 2015. 

[9] Maragatham G, Devi S. LSTM Model for 

Prediction of Heart Failure in Big Data. 

Journal of Medical Systems, 43 (2019) 111.  

[10] Golas SB, Shibahara T, Agboola S, Otaki H, 

Sato J, Nakae T, et al. A machine learning 

model to predict the risk of 30-day 

readmissions in patients with heart failure: a 

retrospective analysis of electronic medical 

records data. BMC Medical Informatics and 

Decision Making, 18 (2018) 44.  

[11] James AP. Deep Learning Classifiers with 

Memristive Networks. vol. 14. Cham: 

Springer International Publishing; 2020.  

[12] Hochreiter S, Schmidhuber J. Long Short-

Term Memory. Neural Computation 1997.  

[13] Gers FA, Schmidhuber J. Recurrent nets that 

time and count. Proceedings of the IEEE-

INNS-ENNS International Joint Conference 

on Neural Networks. IJCNN 2000. Neural 

Computing: New Challenges and Perspectives 

for the New Millennium, IEEE, 3 (2000) 189–

94.

 



AUTHOR GUIDELINES 

Thank you for choosing to submit your paper to Cumhuriyet Science Journal. The following instructions will 

ensure we have everything required so your paper can move through pre-evaluating, peer review, production and 

publication smoothly. Please take the time to read and follow them as closely as possible, as doing so will ensure 

your paper matches the journal's requirements. 

Submission 

Cumhuriyet Science Journal is an international, peer-reviewed, free of charge journal covering the full scope of 

both natural and engineering sciences. Manuscripts should be submitted by one of the authors of the manuscript 

as online submission after registration to the Cumhuriyet Sciences Journal. Microsoft Word (.doc, .docx, .rtf),  files 

can be submitted. There is no page limit. If there is a problem while uploading the files of manuscript, please try 

to reduce their file size, especially manuscripts including embedded figures. Submissions by anyone other than 

one of the authors will not be accepted. The submitting author takes responsibility for the paper during submission 

and peer review. If for some technical reason submission through the online submission systme is not possible, the 

author can contact csj@cumhuriyet.edu.tr for support. 

Submission or processing charges 

Cumhuriyet Science Journal does not charge any article submission, processing charges, and printing charge from 

the authors. 

Terms of Submission 

Papers must be submitted on the understanding that they have not been published elsewhere (except in the form 

of an abstract or as part of a published lecture, review, or thesis) and are not currently under consideration by 

another journal. The submitting author is responsible for ensuring that the article's publication has been approved 

by all the other coauthors. It is also the authors' responsibility to ensure that the articles emanating from a particular 

institution are submitted with the approval of the necessary institution. Only an acknowledgment from the editorial 

office officially establishes the date of receipt. Further correspondence and proofs will be sent to the author(s) 

before publication unless otherwise indicated. It is a condition of submission of a paper that the corresponding 

author permit editing of the paper for readability. All enquiries concerning the publication of accepted papers 

should be addressed to csj@cumhuriyet.edu.tr. Please note that Cumhuriyet Science Journal uses iThenticate 

software to screen papers for unoriginal material. By submitting your paper to Cumhuriyet Science Journal are 

agreeing to any necessary originality checks your paper may have to undergo during the peer review and 

production processes. Upon receiving a new manuscript, the Editorial office conducts initial pre-refereeing checks 

to ensure the article is legible, complete, correctly formatted, original, within the scope of the journal in question, 

in the style of a scientific article and written in clear English. Any article that has problems with any of the journal 

criteria may be rejected at this stage. 

Peer Review 

This journal operates a single blind review process. All contributions will be initially assessed by the editor for 

suitability for the journal. Papers deemed suitable are then typically sent to a minimum of two independent expert 

reviewer to assess the scientific quality of the paper. The author is required to upload the revised article to the 

system within 15 days by making the corrections suggested by the referee. The article will be rejected if there are 

no fixes in it. The Editor is responsible for the final decision regarding acceptance or rejection of articles. The 

Editor's decision is final  

 

Title and Authorship Information 

The following information should be included 

Paper title 

Full author names 

Full institutional mailing addresses 



Corresponding address 

Email address 

Abstract 

The manuscript should contain an abstract. The researchers who are native speakers of Turkish have to add Turkish 

title and abstract as well. The abstract should be self-contained and citation-free and should be 250-300 words.  

Keywords 

Keywords of the scientific articles should be selected from the web address of www.bilimadresleri.com 

Introduction 

This section should be succinct, with no subheadings. 

Materials and Methods 

This part should contain sufficient detail so that all procedures can be repeated. It can be divided into subsections 

if required. 

Conflicts of interest 

Sample sentence if there is no conflict of interest: The authors stated that did not have conflict of interests. 

Acknowledgements 

Sample sentences for acknowledgements: The work was supported by grants from CUBAP (T-11111). We would 

like to acknowledge Prof. Mehmet Sözer, MD, for his precious technical and editorial assistance. We would like 

to thank 

References 

References to cited literature should be identified by number in the text in square brackets and grouped at the end 

of the paper in numerical order of appearance. Each reference must be cited in the text.  Always give inclusive 

page numbers for references to journal articles and a page range or chapter number for books. References should 

be styled and punctuated according to the following examples 

[1] Keskin B. and  Ozkan A.S., Inverse Spectral Problems for Dirac Operator with Eigenvalue Dependent 

Boundary and Jump Conditions, Acta Math. Hungar., 130-4 (2011) 309– 320. 

[2] National Cancer Institute, Surveillance Epidemiology and End Results. Cancer of the Corpus and Uterus, NOS. 

Available at: http://seer.cancer.gov/statfacts/html/corp.html?statfacts_page=corp. Retrieved March 2, 2008. 

(Sample reference of website) 

[3] Isaacson K.B., Endometrial ablation. In: UpToDate, Basow, DS (Ed), UpToDate, Waltham, M.A., 2008. 

(Sample reference of Uptodate topics) 

[4] Speroff L., Fritz M.A., Anovulation and The Polycystic Ovary. In. Speroff L., Fritz M.A., (Eds). Clinical 

Gynecologic Endocrinology and Infertility. 7th ed. Philadelphia, Pa: Lippincott Williams and Wilkins; 2005: chap 

12. (Sample reference of online book chapters found in websites). 

[5] Mazur M.T., Kurman R.J., Dysfunctional Uterine Bleeding. In: Mazur M.T., Kurman R.J., (Eds). Diagnosis of 

endometrial biopsies and curettings. A practical approach. 2nd ed. Berlin: Springer, 2005; pp 100-120. (Sample 

reference of printed book chapters)  

Preparation of Figures 

Each figure can be integrated in the paper body or separately uploaded and should be cited in a consecutive order. 

Figure widths can be 4-6 inch as 300 dpi. The labels of the figures should be clear and informative.  The name and 

the subtitles of the figures must be 9-point font. 

 



Preparation of Tables 

Tables should be cited consecutively in the text. Every table must have a descriptive title and if numerical 

measurements are given, the units should be included in the column heading. Tables should be simple with simple 

borders and text written as left text. The name and the subtitle of the tables must be 9-point font 

Proofs 

Corrected proofs must be returned to the publisher within 2 weeks of receipt. The publisher will do everything 

possible to ensure prompt publication. It will therefore be appreciated if the manuscripts and figures conform from 

the outset to the style of the journal. 

Copyright 

Open Access authors retain the copyrights of their papers, and all open access articles are distributed under the 

terms of the Creative Commons Attribution license, which permits unrestricted use, distribution and reproduction 

in any medium, provided that the original work is properly cited. 

The use of general descriptive names, trade names, trademarks, and so forth in this publication, even if not 

specifically identified, does not imply that these names are not protected by the relevant laws and regulations. 

While the advice and information in this journal are believed to be true and accurate on the date of its going to 

press, neither the authors, the editors, nor the publisher can accept any legal responsibility for any errors or 

omissions that may be made. The publisher makes no warranty, express or implied, with respect to the material 

contained herein. 

Ethical Guidelines 

New methods and ethically relevant aspects must be described in detail, bearing in mind the following: 

Human Experiments. All work must be conducted in accordance with the Declaration of Helsinki (1964). Papers 

describing experimental work on human subjects who carry a risk of harm must include: 

A statement that the experiment was conducted with the understanding and the consent of the human subject. 

A statement that the responsible Ethical Committee has approved the experiments. 

Animal Experiments. Papers describing experiments on living animals should provide: 

A full description of any anaesthetic and surgical procedure used. 

Evidence that all possible steps were taken to avoid animal suffering at each stage of the experiment. Papers 

describing experiments on isolated tissues must indicate precisely how the donor tissues were obtained. 

Submission Preparation Checklist 

As part of the submission process, authors are required to check off their submission's compliance with all of the 

following items, and submissions may be rejected that do not adhere to these guidelines. 

The submission has not been previously published, nor is it before another journal for consideration (or an 

explanation has been provided in Comments to the Editor). 

The submission file is in Microsoft Word document file (Times New Roman) format. 

Where available, URLs for the references have been provided. 

The text is single-spaced; uses a 11-point font; employs italics, rather than underlining (except with URL 

addresses); and all illustrations, figures, and tables are placed within the text at the appropriate points, rather than 

at the end. 

The text adheres to the stylistic and bibliographic requirements outlined in the Author Guidelines, which is found 

in About the Journal. 

If submitting to a peer-reviewed section of the journal, the instructions in Ensuring a Double-Blind Review have 

been followed. 


